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ABSTRACT In information retrieval and text mining, document clustering is a big challenge because the
amount of document collection has been increasing, day by day. The problem of clustering is NP-hard,
use of meta-heuristic algorithms to solve these problems could be an effective method. When the solution
space is large, traditional methods are unable to find a solution in a reasonable amount of time. K-means is
a heuristic clustering algorithm, two main issues with heuristic algorithms are the early convergence and
trapping in local optima. Moreover, finding the right number of clusters is one of the main drawbacks
of the k-means algorithm. The correct value of k is always confusing, different researchers used different
methods to solve this problem. To overcome these mentioned problems, this study presents a novel Hybrid
approach for document clustering. One of the challenges in existing BH algorithm is the input data type.
Recently, the algorithm was only accepting textual data. Another flaw in the existing model is that it doesn’t
choose how many clusters k to form automatically, and the centroids are chosen at random in it. In this
paper, we have constructed a Hybrid cluster identification approach which consists of the Elbow method
and Silhouette score for cluster k identification. This paper mainly offers three novel combination of model
to represent text documents, namely i) K-mean++ - BH + TF-IDF with fix k ii) K-mean++ - BH + W2V
with fix k iii) Hybrid Black Hole with automated k. The proposed improvements have validated on the
document clustering problem. Cluster analysis based on two evaluation measures, external (Purity) and
internal measures (Silhouette score) are used to report the findings. Experiments have been carried out on
the four al-phanumeric datasets (Doc50, Reuters, WebKB and News20) as well as on two numeric datasets
(Iris and Wine) respectively. The complete result analysis is reported in detail with respect to each research
contribution to compare the performance of the proposed algorithm with existing clustering methods. Result
shows that the proposed Hybrid BH algorithm outperforms better than the existing clustering methods for
all datasets. The clustering of data with and without stop words is examined; additionally, the two alternative
word embedding used for data exploration in conjunction with proposed model are also evaluated. In the
present study, proposed Hybrid BH algorithm handles the optimal value of k efficiently. This is one of the
major contributions of the paper, concluded that Hybrid Black Hole is an effective algorithm for cluster
analysis.

27 INDEX TERMS Document clustering, black hole algorithm, k-mean, data mining, comparative analysis.

I. INTRODUCTION28

With rapid progress in technology, we can now collect large29

amounts of data of multiple types. These are unstructured30

The associate editor coordinating the review of this manuscript and

approving it for publication was Shadi Alawneh .

data, and cannot be analyzed quickly, as a result, we are 31

unable to find a good solution to our query in search engines. 32

Data mining is the process by which useful information is 33

collected from large amounts of data. Data mining techniques 34

have been used to solve a variety of real-life problems like 35

clustering [1]. In clustering categorizing a population N data 36
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points into K subgroups so that data points in one group are37

more similar to data points in other groups. Grouping data38

into groups of related data objects can provide meaningful39

structure to the data [2]. The higher the resemblance inside a40

group and the larger the variance between groups, the better41

or more definite the clustering. It is easy for the data analyst42

to process the data and discover new information from it.43

With reduced data dimensions, we efficiently minimize the44

amount of time, a computer takes to collect the requested45

information [3].46

Document clustering is an application of datamining that is47

widely used in search engines. There has been a continuous48

increase in the number of documents. With the increase in49

the number of electronic documents, it is hard to organize,50

analyze and present these documents efficiently by putting51

a manual effort. Although humans can determine clusters52

in two and three dimensions but, when the data is in large53

amount, algorithms are required for high-dimensional data.54

There must be some way to organize data in such a way that55

the desired documents can be easily retrieved and located.56

So there is a need for an effective and efficient grouping57

of text documents automatically [4]. Given a group of N58

documents, the task is to divide this set N into a fixed59

number of K sub-groups g1, g2, . . . , gk, so the documents60

that belong to the same sub-groups of documents have a61

high degree of similarity than those of other sub-groups.62

Grouping of documents is decided by the occurrence of words63

in each document set [5]. Document clustering can be used64

in document sorting, document retrieval, data visualization,65

document analysis, and document tag clustering, etc. [6].66

Clustering algorithms are used for finding groups having a67

high degree of similarity based on maximum similar words68

among the documents [7]. Using cluster analysis, a user69

can get a good insight of a data (major properties) without70

any previous knowledge. However, cluster analysis is usually71

challenging due to the large number of input parameters72

required by most clustering algorithms. For K-means [8], [9],73

input parameters include the initialization of centroids and the74

number of clusters. Finding a suitable input configuration of75

an algorithm is often difficult without prior knowledge of the76

data. Parameters more often are adjusted using a time con-77

suming trial-and-error method. It cannot be guaranteed that78

this will lead to the detection of useful parameter estimation.79

The performance of various standard clustering algorithms,80

such as K-means, is also influenced by user-defined param-81

eters such as how initial points are chosen or which distance82

measure is used to compute data point similarity [10].83

A. CONTRIBUTION84

Several factors make document clustering a difficult task85

which are listed below;86

1) Firstly, text documents suffer from high dimensionality87

and feature sparsity in representation. The data con-88

tains much fewer informative features than the original89

feature space. Furthermore, the number of words in90

different document sets can vary significantly. There- 91

fore, before using the clustering method, it is required 92

to perform a proper text pre-processing step. 93

2) Secondly, the choice of initialization technique for cen- 94

troid selection in k-means is important. 95

3) Thirdly, the correct identification of k-value is still a 96

challenging task while performing document cluster- 97

ing. 98

The focus of this research is on an optimization based 99

approach to clustering problems. We will use qualitative 100

research to find the value of clusters, how many clusters are 101

formed from the collected data. To the best of our knowledge, 102

the hybridization of black hole algorithm [11] with heuristic 103

algorithm (k-mean++) [12] has not been used to cluster 104

documents. Their stochastic nature improves clustering by 105

recovering from poor solution initialization and avoiding 106

local optima. 107

In this paper, we propose a novel hybrid clustering 108

approach based on black hole algorithm for document cluster- 109

ing. The complete paper is presented in the following order; 110

Section 2 covers the literature review on existing approaches 111

of document clustering. The methodology of proposed work 112

and a detailed description of each module is explained in 113

Section 3. Section 4 focuses on the result and also covers the 114

answers to the research questions of this study. Section 5 con- 115

cludes the whole research with conclusion, enhancements, 116

and possible future work. 117

II. RELATED WORKS 118

An analysis of several pieces of literature on document 119

clustering not only gives good knowledge but also helps to 120

identify emerging challenges in the area of clustering [13]. 121

There are numerousmethods to solve the document clustering 122

problem. 123

Lakshmi and Baskar [14] offered a novel DIC-DOC 124

k-means algorithm (dissimilarity-based Initial Centroid 125

selection for document clustering using k-means). Using this 126

suggested method, the document with the lowest standard 127

deviation of term frequency is selected as an initial centroid. 128

The remaining initial centroids are picked based on how 129

dissimilar they are to the centroids that have already been 130

chosen. In this study, WebKB and Reuters 8 are the two data 131

sets used to validate the value of clusters. Two documents are 132

compared by using a cosine similarity measure. Using three 133

external measures: entropy, purity, and F-measure, efficiency 134

of proposed algorithm is compared to different clustering 135

algorithms over a range of k values. The identification of 136

k-values is not addressed in this work. Abdolreza [11] offered 137

a novel algorithm based on black hole phenomenon which is 138

used to solve the clustering problem. This research is con- 139

ducted out on six numeric datasets: Iris, Vowel, Wine, Glass, 140

Cancer, and CM, using error rate and intra-cluster distance 141

as evaluation measures. The findings of the experiment, uses 142

six benchmark datasets, indicates that the proposed black 143

hole (BH) algorithm surpasses existing test algorithms (PSO, 144
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K-means, and GSA). The presented mathematical idea of BH145

algorithm can be used in combination with other algorithms,146

which is much more successful than using it individually.147

K-means is one of the most useful heuristics -based148

partition clustering algorithm. It has a good convergence149

speed however it often gets stuck into the local optima.150

This is because the performance of K-means is depen-151

dent on initial centroids chosen. The quality of clusters152

formed is highly influenced by initial centroid values [15].153

In the last few years, many attempts [16] have been made154

by researchers to overcome this drawback. Among them,155

one of the successful attempts is to integrate heuristic (K-156

means) clustering algorithm with meta-heuristic (nature-157

inspired) algorithms [17]. Nature-inspired algorithms are158

non-deterministic optimization techniques. Their exploration159

and exploitation ability provide a near-optimal solution to160

non-linear, high dimension, and complicated problemswithin161

acceptable time limits [18]. Muhammad et al. [19] provided162

a soft computing-based method for document clustering. The163

implementation of Black hole algorithm is performed in this164

work. The random heuristic algorithm is embedded in black165

hole algorithm to produce the best results. For parameter166

variations, local and global search optimization are used.167

Experiments are performed on text mining datasets named168

Reuters, WebKB, Doc50, and News20, and results are cal-169

culated based on silhouette and purity index. The proposed170

method outperforms the simple k-mean method and produces171

a near-optimal solution. The pre-determination of a number172

of clusters k is not handled automatically and centroid initial-173

ization in k-means is random.174

Chouhan and Purohit [20] proposed a method for docu-175

ment clustering that combined K-means and PSO (Particle176

Swarm Optimization). To determine initial cluster centroids177

for the K-means method, PSO is used before K-means. The178

results of clustering methods are examined on four datasets179

(BBCSports, FOX, BBC, and CNN). To validate the perfor-180

mance of the suggested algorithm, three evaluation measures181

(cohesion, entropy, and separation) are used.182

Lakshmi et al. [21] used the Crow Search Algorithm with183

K-means (CSAK) to dis-cover the optimum global solu-184

tion. Six benchmark datasets (Breast Cancer, Contraceptive185

Method Choice (CMC), Iris, Glass, Haberman’s Survival,186

and Wine) are used to determine the performance of the187

proposed CSAK-means algorithm. These data are obtained188

from the UCI machine repository [22]. The validity of189

CSA-KM is estimated with internal (Silhouette Score) and190

external (Purity, Rand Index, Normalized Mutual Informa-191

tion, Precision, F-Measure, and Recall) measures. The result192

of suggested algorithm is compared to the results of the193

other algorithms (PSOK-means, K-means, Genetic k-means,194

K-means++).195

The fitness function used to analyze the CSAK-means196

algorithm is the Mean Square Error. The CSAK method197

outperforms other algorithms in test experiments. There is a198

need to automatically decide the number of199

clusters.200

Mohammad et al. [23] introduced a new hybrid-mean 201

algorithm that combines the Black hole (BH) algorithm with 202

bisecting k-means algorithm (BK). The presented hybrid 203

algorithm (BH+BK-means) combines the global searching 204

ability of BH algorithmwith the quick convergence capability 205

of K-means algorithm. Experiments on various real datasets 206

(CMC, Glass, Iris, Vowel) have shown that using a composite 207

solution with bisect k-mean and black hole algorithms to 208

find cluster centers is better than using single k-mean and 209

black hole algorithms.Maintaining the sequence of the hybrid 210

algorithm (BH-BK) is highly useful. The overall search per- 211

formance and efficiency of BH algorithm are reduced when 212

BK-means clustering is performed before BH clustering 213

module. The average intra-cluster distance and error rate are 214

used to determine and compare the performance of the pro- 215

vided algorithm. Experiments on real datasets indicate that 216

the novel hybrid BH+BK-means method exceeds individual 217

algorithms for finding cluster centers. The pre-determination 218

of the value of k is not handled. 219

Yogesh and Ashish [24] utilized the particle swarm opti- 220

mization (PSO) approach with K-harmonic means (KHM) 221

for clustering. To overcome KHM’s limitations, such as 222

the lo-cal optimum problem, PSO is made adaptive with 223

the use of fuzzy logic. Comparison of suggested method 224

named Enhanced fuzzy PSO-based clustering method with 225

K-harmonic means (EFPSOKHM) shows that the proposed 226

algorithm produces better clusters than existing algorithms. 227

Five numeric benchmark datasets (Cancer, Iris, Wine, CMC, 228

and Glass) are used to validate the effectiveness of proposed 229

approach. The pre-determination of the value of k is not 230

handled. For addressing the exploration issue in the origi- 231

nal black hole, Haneen et al. [25] suggested a new cluster- 232

ing algorithm named levy flight black hole. In this algo- 233

rithm, the movement of all stars generally depends on step 234

size, produced via Levy distribution. This novel cluster- 235

ing approach was tested on six datasets namely Iris, CMC, 236

Glass, Can-cer, Wine, and Vowel collected from the UCI 237

machine learning laboratory [22]. The algorithm performance 238

is tested via two evaluation measures sum of intra-cluster dis- 239

tance and error rate. Experiment results demonstrated LBH 240

approach escape easily from the local optima and clustered 241

data objects efficiently. The number of clusters k is not 242

handled. 243

Literature illustrates that several algorithms have been 244

developed to deal with document clustering (NP-hard) prob- 245

lems but optimal solutions are not guaranteed. There exists 246

no algorithm that finds the optimal solution to NP-hard 247

problems. Many problems are solved by hit or trial method 248

but it does not work for all types of problems. For exam- 249

ple, K-means clustering algorithm is treated as an optimiza- 250

tion algorithm but it could not find optimal clusters as it 251

depends on initial centroids chosen. These centroids are 252

selected randomly through hit and trail method. To cope 253

up with the NP-hardness of clustering problem, researchers 254

have drawn their inspiration from nature [26], [27], [28], 255

[29], [30], [31]. Since decades, nature has been a rich 256

97312 VOLUME 10, 2022



F. Malik et al.: Novel Hybrid Clustering Approach Based on Black Hole Algorithm for Document Clustering

source of inspiration for developing new algorithms termed257

nature-inspired optimization algorithms. The various studies258

discussed above precisely indicate that various meta-heuristic259

algorithms i.e. nature-inspired algorithms have been inte-260

grated with K-means algorithm to improve clustering effi-261

cacy. Nevertheless attaining global optimal solution and pre262

k-value identification remains a challenge. Clustering algo-263

rithms developed in the literature provide a near-optimal264

solution. Hence, there is scope for improvement.265

To sum up, existing literature provides the following266

research gaps respectively Thus, it can be concluded from the267

above research observations that none of the nature-inspired268

algorithms is applied to cluster data for all types of inputs.269

Many of the studies just per-form experiments on classi-270

fication datasets [11], [21], [23], [24], [25], which shows271

limited suitability for analyzing clustering algorithm perfor-272

mance. Many methods have been pro-posed and used to273

improve the effectiveness of text document clustering, but274

still, now there are many challenges in text document clus-275

tering, such as Documents Representation, High Dimension-276

ality, Efficient Initial Seed Selection, and Semantic Rela-277

tionship between words, k-value identification, and effective278

clustering algorithm. Many document representation mod-279

els [32] have been used the bag-of-words and term frequency.280

They do not consider the semantic relationship between281

words and also face the high dimensional problem. Need282

an efficient approach to calculate the semantic relationship283

between terms of a document and grouping similar terms284

based on the semantic relationship. To overcome this prob-285

lem, we use the word2vec [33] model in our method. Lack of286

finding quality clusters, due to random initial seed selection287

techniques. we have use k-mean++ in our approach and for288

k-value identification, we make a hybrid approach with the289

help of twowell-known cluster identificationmeasures elbow290

and silhouette score and for performance validation of our291

proposed work, we will use evaluation measures purity and292

silhouette. To achieve good performance of clusteringmethod293

by improving feature extraction and feature representation,294

optimizing solution for all types of inputs data, and finding295

the best K value for clustering is a challenging problem. This296

forms the motivation of our problem statement i.e. ‘‘A novel297

hybrid approach based on BlackHole algorithm for document298

clustering’’ In this research work, the document clustering299

problem has been formulated as an optimization task and300

is solved using a hybrid approach based on meta-heuristic301

algorithm (Black Hole) and heuristic algorithm (k-mean++).302

III. MATERIALS AND METHODS303

A. DATASET COLLECTION304

We presented results on four standard alpha-numeric text305

datasets [19]: Doc50, News20, WebKB, and Reuters, and306

two numeric datasets: Iris [34] and Wine [34] respectively,307

collected from UCI Machine Learning Repository.1308

1http://archive.ics.uci.edu/ml

1) ALPHA NUMERIC DATASETS 309

a: Doc50 310

Doc50 is a subset of news20 dataset which contains 50 docu- 311

ments. It is the most basic dataset having a minimum possible 312

unique tokens. Some of them are lengthy emails, while others 313

are simply e-mail chunks. They have a lot of stop words and 314

special characters in them. 315

b: NEWS20 316

News20 dataset contains documents from the newsgroups 317

dataset. The data is organized into 20 newsgroups, each with 318

its own topic. Some newsgroups are closely associated, while 319

others are completely unrelated. It is the famous dataset for 320

machine learning research in text applications. 321

c: WebKB 322

WebKB dataset is a collection of web pages of four uni- 323

versities. It collects details from four different universities 324

of computer science departments, including students, fac- 325

ulty, projects, staff, courses, and additional details of the 326

department. We have tested the proposed algorithm in the 327

courses section. In this category, there are 930 documents and 328

5 classes. 329

d: REUTERS 330

Reuters is a subset of the original Reuters21578 dataset which 331

consists of 12 classes. Each class includes documents on a 332

particular topic. In each class, the total number of documents 333

ranges between 50 to 100. It is a set of documents containing 334

news articles. 335

2) NUMERIC DATASETS 336

a: IRIS 337

The Iris dataset is divided into three classes, every 338

50 instances related to a different species of iris plant. There 339

are 50 samples in the Iris dataset, each one with four different 340

characteristics (sepal and petal length and width). Iris dataset 341

is commonly used in data mining, classification, and cluster- 342

ing purposes and also for algorithm testing. 343

b: WINE 344

The wine dataset includes the findings of a chemical exami- 345

nation of wines manufactured in a single Italian region. The 346

178 samples represent three types of wine, with the results 347

of 13 chemical tests performed on each sample. There are 348

no missing values in the data, it is entirely numerical and 349

classified using a three class target variable. 350

3) DATASET COMPLETE STATISTICAL INFORMATION 351

Complete statistical information, as well as the difference in 352

dimensionality between these datasets, is given in Table 1 and 353

Table 2. 354

Table 1 and Table 2 show the number of documents in 355

each dataset, the number of terms in each document, and the 356

ground truth values that are the number of clusters it has. 357
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TABLE 1. Dataset Information (Alpha-Numeric).

TABLE 2. Dataset Information (Numeric).

B. FLOWCHART OF PROPOSED APPROACH358

Proposed Approach has three main module which are359

explained in Figure 1.360

As presented in Figure 1, we have divided ourmethodology361

into three main modules which are listed below:362

Module 1: Data Pre-Processing363

Module 2: Cluster Identification364

Module 3: Hybrid Black Hole Algorithm365

Each module is further subdivided into phases, which will366

be discussed in detail as follows.367

1) MODULE 1: DATA PRE-PROCESSING368

This module is sub-divided into various phases: optimizing369

for all inputs, feature extraction, collection, and document370

representation.371

a: PHASE 1: OPTIMIZING FOR ALL INPUTS372

In this phase, we have pre-process the data in any format373

(alphanumeric or numeric) and convert it to a numeric format374

that can be used as input to the algorithm. This phase includes375

several sub-processes, such as deciding whether or not to376

normalize the data and whether or not standardization is nec-377

essary. In our case, we have made two separate functions to378

read data. One is for the alpha-numeric dataset and the other379

is for the numeric dataset. Using the Python’s Pandas library,380

drop the last column in the dataset as it contains ground truth381

values of the clusters that are to be formed. The next step382

for numeric datasets is to standardize the data, but for alpha-383

numeric datasets, we will use word embedding (word2vec384

and TF-IDF) to create features. To standardize numeric data,385

wemay usemin-max scaling rather than word2vec or TF-IDF386

embedding.387

b: PHASE 2: FEATURE EXTRACTION388

During this phase, we performed some initial cleaning steps389

on our dataset. Cleaning the data is a very important step390

in any sort of analysis. By converting all characters to391

lower-case, eliminating punctuation marks, and removing392

stop words and typos, it is possible to remove unhelpful393

sections of the data, or noise. In the feature extraction pro-394

cess, we parse each document to generate a collection of395

features while excluding a list of pre-defined stop terms that396

are meaningless. We have performed the selected cleaning on 397

our used dataset. The cleaning processes will be as follows 398

which are listed below: 399

1) Remove all stop words 400

2) Remove all punctuation 401

3) Remove all lower case and blank spaces 402

4) Lemmatization the words 403

By applying the word embedding technique, we started 404

encoding collected datasets using python. We convert Alpha- 405

numeric data into readable form, remove unnecessary infor- 406

mation by using the word embedding techniques (Word2vec 407

and TF-IDF). Correct feature selection decreases the high 408

dimensionality of the feature space and improves data com- 409

prehension, resulting in improved cluster creation. We com- 410

pare our findings with and without stop words in our work, 411

so we have set stop word removal as an optional parameter 412

to check its impact on the results. In our case, we have 413

performed results analysis with and without using stop words 414

in data 415

c: PHASE 3: DOCUMENT REPRESENTATION 416

The first exploratory step in the clustering process is to rep- 417

resent the text documents uniformly. The goal is to organize 418

the documents coherently. The machine learning algorithms 419

are not capable of working directly with raw text, therefore 420

the unstructured form of documents must be transformed into 421

a vector of numbers. In the document representation phase, 422

each document is represented by k features with the high- 423

est selection metric score. The word embedding technique 424

word2vec stores the relationship between words, every word 425

is represented in a 32-bit vector. Word2vec consists of two 426

models CBOW (continuous bag of words) and Skip-gram. 427

In this work, the CBOW model is used. For document repre- 428

sentation in W2V model, we have used CBOW (continuous 429

bag of words) because it is much quicker to learn a model 430

than skip-gram and also has better accuracy for common 431

words. For numeric data, we will not be using word2vec, 432

for that we will only use min-max scaling to normalize all 433

the inputs. 434

xnorm =
x − min(x)

max(x)− min(x)
(1) 435

Eq.(1) shows the equation of the min-max scalar for nor- 436

malizing all the inputs (xnorm), where x is the value of 437

each instance in the specific column. Here min(x) and 438

min(x) are the minimum and maximum values of the feature 439

respectively. 440

d: PHASE 4: STANDARDIZED DATA 441

After the successful vector formation for all types of 442

data inputs, the pre-processing module (module 1) is 443

now complete. Now, data is in a standardized format. 444

Next, we will discuss the cluster identification phase, 445

in which we determine how many clusters are to be 446

chosen. 447
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FIGURE 1. Flowchart of Proposed Approach.

2) MODULE 2: CLUSTER IDENTIFICATION448

In this module, the number of clusters will be determined.449

One of themethod for determining the correct number of k for450

the k-mean algorithm is to use the Elbow method. Although,451

it produces generally good results and is easy to understand452

and implement, but it involves biased judgment to decide453

where the actual elbow is found. Silhouette score is another454

method used to check the validity of clustering. The base455

K-mean and any other K-mean variant does not select the456

number of clusters automatically. We have devised a hybrid457

technique that averages out the result of silhouette score and458

elbow analysis to determine the most optimal number of459

clusters for a specific dataset.460

We have used two methods in our hybrid approach. The461

first one is the commonly used Elbow analysis method and462

the second one is the Silhouette score. The Silhouette score463

computes the dissimilarity between clusters. In the present464

study,proposed Hybrid BH algorithm handles the optimal465

values of k efficiently. This is one of the major contributions 466

of the paper. In proposed hybrid approach, we take the aver- 467

age of both method findings (Elbow analysis method and Sil- 468

houette score) and then proceed. There are two possibilities 469

in this module. First, if the user knows how many clusters are 470

required, they can manually enter the number of clusters they 471

needed. In the second situation, when the number of clusters 472

to be selected is unknown, then proposed hybrid approach is 473

used to automatically determine the number of clusters. 474

a: PHASE 5: SILHOUETTE SCORE METHOD 475

The Silhouette score method is used to select the optimal 476

number of clusters present in the data. The cohesion is mea- 477

sured based on the distance between all the points in the same 478

cluster and the separation is based on the nearest neighbor 479

distance. It is recommended that user provide this number if 480

he/she already knows the number of clusters. If not, the best 481

number of clusters is selected by proposed hybrid function. 482
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We select the cluster on which we have the best silhouette483

score.484

b: PHASE 6: ELBOW ANALYSIS METHOD485

The Elbow analysis method is a very common method for486

determining the optimum k value of a cluster. This method487

is used to calculate the distance via cosine similarity. The488

equation of the cosine similarity is shown below489

Cosine_Similarity = cos(θ ) =
A.B

‖A‖ × ‖B‖
(2)490

where in Eq.(2) Ai and Bi are vector elements. Cosine simi-491

larity measures similarity between vectors of two documents.492

The distances are first computed between vectors, and the493

cosine function calculates the similarity.494

Silhouette method is also used for K value identification.495

The silhouette method is considered better for K value iden-496

tification as compared to elbow because it is used to study497

the separation distance between the resulting clusters. The498

elbowmethod only calculates the distance, while on the other499

hand silhouette consider other variables such as high-level500

difference, variance, and skewness.501

c: PHASE 7: HYBRID CLUSTER IDENTIFICATION502

After performing the hybrid cluster identification approach503

for k-cluster identification, an optimal value of k is deter-504

mined. After running both the methods (Silhouette score505

method and Elbow analysis method), we have compared the506

results and take the average of both the methods.507

For example, if elbow analysis suggests that the best elbow508

is on cluster 3 and silhouette co-efficient suggests that the509

best score is on cluster 5, then we simply take the average510

of the resultant of two methods which will result in k=4511

clusters. After the optimal k value determination, the cluster512

identification module (module 2) is now complete. Next,513

we will discuss the hybrid black hole phase, in which we514

achieve the best solutions for cluster formation.515

3) MODULE 3: HYBRID BLACK HOLE ALGORITHM516

In this module, we have an input of k locally optimized517

k-mean++ solutions into the black hole algorithm. The first518

step is to identify the black hole (cluster with the best local519

optima). Now, this black hole will attract the nearest star520

(clusters) and destroy it. When this star is destroyed, a new521

star will be created. The k-mean++ algorithm is responsible522

for the formation of new stars (clusters). Whenever a star523

is destroyed, k-mean++ is invoked to generate a new star.524

We will repeat this process until the mentioned stopping525

criteria will meet that is, run until N iterations and run until526

purity threshold will meet. If any of the mentioned stopping527

conditions will meet, the algorithm stops and we report the528

best solutions of k cluster formation.529

We proposed a global optimal solution by embedding530

a k-mean++ solution to Black Hole Algorithm. Proposed531

approach uses the global optimal property of the Black Hole532

algorithm. We simulated the idea of event horizon in our533

algorithm using inspiration from real-world black hole phe- 534

nomena.We have used purity and silhouette score as the event 535

horizon in our algorithm. 536

Mathematically, a multi-objective clustering problem can 537

be written as shown in Eq.(5). If D = d1, d2, . . . , dN are 538

the ‘N ′ documents, the problem is to find the k document- 539

clusters c1, c2, . . . , cK then ci = di1, di 2, . . . , di n, and 540

T = t1, t2, . . . , tm is set of ‘m′ different terms which occur 541

in D. Here n shows number of documents in cluster ‘i′, ‘d in’ 542

represents ‘nth’ document of cluster ‘i′.Here ci ∩ck = φ for 543

all i 6= n. 544

Vector representation of documents di n’ is as follows in 545

two ways: 546

d in = tfidf (dn, t1), tfidf (dn, t2), . . . tfidf (dn, tm) (3) 547

d in = wv(dn, v1),wv(dn, v2), . . .wv(dn, vm) (4) 548

Here ‘tfidf’ represents term frequency and inverse doc- 549

ument frequency of each documents and ‘wv′ shows word 550

vector of word2vec embedding. 551

Where objective functions is 552

Maximizef (K ) = (f 1(k1), f 2(k2), . . . , fm(kn)) (5) 553

ki = (k1, k2, . . . ., kn) i ∈ k . 554

Here K is the set of possible solutions (in terms of puri- 555

ties/ silhouette score) generated by defined k-means++. It is 556

nearly impossible to maximize all of the objective functions 557

at the same time with a single solution k in K because the 558

objective functions usually vary. The set B is the set of poten- 559

tial solutions k in K for which no other survivable solution is 560

as good as k in all objective functions and completely better 561

than k in at least one objective function. 562

Updation of next star position is based on, 563

ki(t + 1) = ki(t)+ rand ∗ (kBH − ki(t)) ∀ i = 1, 2, . . .N 564

(6) 565

where ‘ki(t)’ is the current position of a star at iteration ‘t ′, 566

‘ki(t + 1)′ is the next position of stars at iteration ‘(t + 1)′ 567

and ‘kBH ′ is the best solution among all at each iteration. For 568

j = 1, . . . ,m, the set B is explicitly defined as in equation 7. 569

Which satisfies the following mentioned criteria: 570

B =
{
(k ∈ K : fi(k) > fi(b) ∀ b ∈ K , i ∈ j and

fi(k) < fi(b) for some i ∈ j

}
(7) 571

fi(b) = best global solutions achieved. 572

After the successful completion of module 3, the best 573

solutions of k cluster formation is reported. 574

A general pseudo code of proposed Algorithm is men- 575

tioned in Algorithm. 576

C. EVALUATION MATRIX 577

The cluster evaluation measures are used to ensure the quality 578

of the results produced by our proposed algorithm. They 579

enable us in identifying correct cluster findings [35]. The 580

cluster validity indices can be divided into two major cate- 581

gories: 582
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i) Internal583

ii) External584

Internal indices [36] are used to measure the goodness of585

the cluster structure by depending on the implicit knowledge586

of the data. Besides that external indexes [37] are used to587

analyze clustering results by comparing cluster memberships588

given to a clustering algorithm with existing information,589

such as an externally provided class name. We have used two590

evaluationmeasures for the validation of our approach. One is591

the Purity index [38] and the other is the Silhouette score [35].592

Each measure has a range of values associated with it.593

1) EXTERNAL MEASURE (PURITY INDEX)594

Purity is a measure that determines how closely a group of595

documents belongs to the same class. It is also known as596

homogeneity or purity of class. The purity of a cluster is597

used to determine its homogeneity. It has a value between598

[0, 1], where 0 is the worst and 1 is the best clustering599

solution. When we have a class label available, we evaluate600

the clustering results using that class label, then purity is the601

best measure [39]. In this measure, each cluster is given a602

label based on the most widespread class within it. The purity603

measure of a cluster indicates how much data from a single604

class it contains.605

Algorithm 1 Data Clustering
Data: Dataset X,Y,Population size(i.e number of

stars),maxiter,ninit
Result: K Partition of data
initialization;
data← (Request(ReadCSV));
if Text document then

TFIDF and Word2vec to extract the numeric features
from text data;

if Nemeric data (Wine and IRIS) then
standardize the data by Eq.(1),(3) and (4) ;

for each d=1 to dn do
Compute Hybrid Cluster
k← ElbowCurveK+silhouetteK

2
return K

for each d=1 to dn do
input K Number of clusters to Hybrid BH
Initialize position of stars as encoded by local search
(K mean++) algorithm
The position of stars is updated using Eq.(6)
The objective function of new position of star is
updated by Eq. (7)
if stopping criteria in Eq.(5) and maxiter is not met
then

Repeat the above steps ;
Best global solutions achieved

The purity is then calculated by dividing the number of606

correctly matched class and cluster labels by the total number607

of data points. It represents the degree of homogeneity among 608

clusters. 609

External Measure (Purity) is defined as 610

Purity Index =
∑
j

nj
n
× p(j) (8) 611

Here in Eq.(8), ‘nj′ is the number of documents in cluster 612

‘j′, ‘n′ is corpus size and ‘Pi′ is the ratio of the majority class 613

in that cluster p(j) = 1/nj max(nij) where‘nij’ is the number 614

of documents of class i in cluster j. 615

2) INTERNAL MEASURE (SILHOUETTE SCORE) 616

Peter J. was the first to propose the Silhouette method [40]. 617

The silhouette score measures how close an object belongs 618

to its own cluster (cohesion) as compared to other clusters 619

(separation). Silhouette score is a method used to check the 620

validity of clustering. It combines two factors cohesion and 621

separation. The similarity between the object and the cluster 622

is referred to as cohesion. It’s referred to as separation when 623

compared to other clusters. The Silhouette Score is used to 624

determine how good a clustering technique is. Its value ranges 625

from –1 to 1. The silhouette plot shows how close each 626

cluster’s point is to its neighboring cluster points. When a 627

class label is unknown, the silhouette coefficient is a more 628

relevant estimator. The Silhouette value is close to 1, indicat- 629

ing that the object and the cluster have a close relationship. 630

A value of 0 specifies that the object is on or near the decision 631

boundary between two neighboring clusters, while negative 632

values indicate that the objects may have been assigned to 633

the incorrect cluster [41]. 634

1: Indicates that clusters are well separated and distinct 635

from one another. 636

0: Indicates that clusters are unrelated, or that the distance 637

between clusters is not significant. 638

-1: Clusters have been assigned incorrectly. 639

It is defined as: 640

Silhouette Score =
1
k

k∑
(j=1)

Sj (9) 641

Here in Eq.(9), the Silhouette value of the ith vector in the 642

cluster Sj is given by 643

Sj =
b(i)− a(i)

max{a(i), b(i)}
(10) 644

Here in Eq. (10), ‘a(i)′ is the mean distance between ‘i′ 645

and all other data points in its own cluster and ‘b(i)′ is the 646

mean distance between ‘I ′ to all data points in other cluster 647

centroids [42]. 648

IV. RESULTS AND DISCUSSION 649

We explain our experimental results of the conducted 650

research in this section. 651

A. PARAMETER SETTINGS 652

In this experiment, selected hyper-parameters of local and 653

global search algorithm are used by first investigating data 654
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TABLE 3. Hyper-parameters sett.

TABLE 4. Comparison of purity results (without stop words).

and search space for the best hyper-parameters. Table 3 show-655

ing the parameter setting of values for proposed model.656

Table 3 presents the parameter setting; algorithm is run657

for each iteration and for each dataset’s evaluation. Meta-658

heuristic optimization algorithm can quickly produce a global659

optimal solution using heuristic algorithm. The phenomena660

of global search and local search optimization are used as661

parameters adjustments of proposed algorithm. Tested dif-662

ferent parameters on these datasets. We have chosen those663

parameters in which proposed model performed best. To our664

knowledge, these selected parameters performed best and665

gave better results than others.666

B. PERFORMANCE COMPARISON667

This section presents the result of the conducted research.668

In this section, evaluate the performance efficiency of pro-669

posed algorithm in terms of two measures i) Purity and670

ii) Silhouette score for evaluating clustering quality. Results671

are listed in tabular form as well as graphically represented.672

Complete result analysis are performed in two context: one is673

without stop words and another is with stop words to answer674

our research question which is to find the impact of stop675

words on results676

1) PERFORMANCE ANALYSIS BASED ON EXTERNAL677

MEASURE678

a: PERFORMANCE ANALYSIS OF HEURISTIC METHODS ON679

ALPHA-NUMERIC DATASETS680

Step by step presented discussion on results according to681

research questions which are listed below:682

1) Which variant of k-mean (k-mean vanilla or k-mean++)683

performs the best inside the black hole algorithm?684

2) What will be the effect on the findings before and after685

removing stop words from the dataset?686

To answer these above mentioned research questions,687

firstly compared the results of both heuristic algorithms,688

k-mean and k-mean++ individually with or without using689

stop words in data.690

FromTable 4 it is observed that k-mean++ performs better691

than k-mean in all datasets. The baseline clustering algorithm692

TABLE 5. Comparison of purity results (with stop words).

FIGURE 2. Purity result comparison of heuristic methods without stop
words.

k-means select the initial centroids randomly. Due to this 693

nature of initialization sensitivity in k-means, the clustering 694

algorithm trend the following problems; (i) To affect the final 695

formed clusters offers low quality clustering solutions and 696

(ii) provide solutions with local optima because initial set of 697

center are not distributed over the dataset. 698

To avoid this problem of initialization sensitivity in 699

k-mean, k-mean++ algorithm is used and enhancement in 700

results by considering the four datasets are shown in Table 4. 701

K-mean++ is a smart centroid initialization technique based 702

on probability distribution instead of randomly picking all the 703

centroids. It yields a much better performance as compared to 704

baseline algorithm. 705

Table 5 clearly depicts that data with stop words badly 706

effects the algorithm results as compared to data without stop 707

words. Remove stop words is determined by the nature of 708

data. In proposed work, datasets (Doc50, Reuters, WebKB 709

and News20) are used which are based on emails, webpages, 710

university courses and news document respectively. Not elim- 711

inating stop words from data curse to degrade performance 712

of clustering algorithm. In both context, results comparison 713

of Table 4,5, k-mean++ performs more efficiently than base 714

algorithm k-mean. 715

The pictorial representation of comparison based on purity 716

result of heuristic algorithms (k-mean and k-mean++) with 717

and without using stop-words on four datasets are shown in 718

Figure 2 and Figure 3. 719

Figure 2 shows the results of K means and K means++ 720

without stop words on all aplha numeric dataset. It shows that 721
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FIGURE 3. Purity result comparison of heuristic methods with stop words.

K mean++ perform better on all dataset set as compared to722

K mean clustering algorithm.723

Figure 3 shows the result of K mean and K mean++724

with stop words.It shows that K mean++ perform better as725

compare to K means with stop words. Howeever on the other726

hand, K mean++ achieved better results without stop words727

as compared to with stop words.728

The results presented in Figure 2 and 3 differentiate two729

concepts; one is that k-means++ outperforms the k-means730

and the reason for this is due to the fact that the k-means iden-731

tifies the first initial centroid randomly, while the k-means++732

algorithm [43] selects the second initial centroid through733

probability proportional to the square of distance over sum-734

mation of square distance for the current point and second735

by removing stop words / low level information from data,736

enable us to focus more on the important information which737

helps to improve the performance of clustering algorithms.738

Removing stop words helps to enhance performance of clus-739

tering algorithms The performance is not too encouraging740

but compared to the baseline method the used algorithm741

k-mean++ have been able to show improvement in purity742

with 4% in some datasets and 1% on other datasets which743

are considered an extent enhancement as compared to the744

baseline method results [19].Based on these findings, it is745

recommended that it is better to choose heuristic algorithm746

(k-mean++) inside the BH algorithm to enhance results.747

b: PERFORMANCE COMPARISON OF EXISTING BH AND748

PROPOSED (K-MEAN++ - BH) ALGORITHM749

According to proposed conducted analysis in Table 4,5 it750

is clearly evident that heuristic algorithm k-mean++ per-751

forms better than k-mean. So due to this reason, embedded752

k-mean++ inside BH algorithm and compare its results with753

existing BH [19] model using same feature extraction tech-754

nique i.e. TF-IDF.755

The main reason for the selection of heuristic algorithm756

with a combination of meta-heuristic (BH) algorithm is, its757

powerful exploration ability i.e. local search. Black Hole758

algorithm [44] explores entire search space effectively to759

TABLE 6. Comparison of purity results (without words).

TABLE 7. Comparison of purity results (with stop words).

determine optimum solution. Focuses on the shortcomings of 760

heuristic algorithm and explores the search space effectively, 761

proposed hybridization of algorithm is a best choice for clus- 762

ter analysis. 763

Table 6 shows the results of existing black hole and Black 764

hole with K mean++ for alpha numeric dataset without stop 765

wrds. It shows that existing existing black hole improves the 766

results as compared to the existing black hole on all dataset. 767

In Table 7 the results of existing black hole and black hole 768

with k mean++ is presented with stop words for all text 769

dataset. Black hole with K mean++ is also perform better 770

on all dataset. 771

Table 6 and 7 illustrates that proposed hybridization of 772

algorithms (k-mean++-BH) performs better than the existing 773

BH algorithm in all datasets also by eliminating an unwanted 774

information from data improves model performance Due to 775

the problem of random selection of initial centroids in exist- 776

ing BH algorithm [19], takes a large number of iterations 777

for each datasets in comparison to the optimization based 778

K-means++ - BH clustering algorithm. The improvement 779

in the results show that it possess the capability of greater 780

convergence in objective function values. There has been 2% 781

improvement observed on Doc50 and WebKB datasets, 4% 782

on Reuter’s dataset and News20 dataset 15% improvement 783

has reported respectively. 6, 7 Tables expresses that that using 784

this hybridization of methods (K-means++- BH) generate 785

higher compact clustering than either using each algorithm 786

individually. 787

c: RESULT ANALYSIS BASED ON DIFFERENT WORD 788

EMBEDDING 789

This section is prepared to perform deep analysis of the 790

impact of two different word em-bedding on results. The 791

detailed result analysis is specified in terms of two different 792

word embedding; one is TF-IDF and another is W2V which 793

are mentioned in Tables 8,9. 794

Table 8 shows the results of Proposed method without 795

stop words using TF-IDF and W2V embedding techniques. 796

It shows that Proposed method achieved better result with 797

TF-IDF as compared to W2V. 798
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TABLE 8. Impact of word embedding (without stop words).

TABLE 9. Impact of word embedding (with stop words).

FIGURE 4. Result comparison of different word embedding (without stop
words).

The comparison results of two embedding method is pre-799

sented in Table 9 with stop words. It shows that proposed800

method has highest purity score with TF-IDF as comapred801

to W2V.802

Table 8 and 9 presents purity results of hybridization of803

algorithm without using stop words and with stop words804

for all datasets (Doc50, Reuters, WebKB and News20) with805

respect to different word embedding techniques. The result806

states that k-means++ - BH using TF-IDF has obtained807

0.96 % purity in Doc50 dataset 0.94% on Reuters dataset,808

0.82 on WebKB dataset and 0.78% on News20 datasets809

respectively. Whereas, from the combination of k-means++810

- BH using W2V consumes 0.9% purity in Doc50 dataset811

0.83% on Reuters da-taset, 0.75 on WebKB dataset and812

0.65% on News20 datasets. Results clearly shows that com-813

bination of k-mean++ - BH using TF-IDF embedding per-814

forms much better on these datasets as compared to W2V.815

The pictorial representation of result comparison based816

on impact of two different embed-ding in terms of purity817

measure, shown in Figure 4,5.818

Figure 4 shows that k-means++ + BH using TF-IDF819

has obtained 96% purity in Doc50 dataset 94 % on Reuters820

dataset, 82% onWebKB dataset and 78% onNews20 datasets821

FIGURE 5. Result comparison of different word embedding (with stop
words).

respectively whereas from the combination of k-means++ 822

+ BH using W2V consumes 90% purity in Doc50 dataset 823

83 % on Reuters dataset, 75% on WebKB dataset and 65% 824

on News20 datasets without stop words. 825

Figure 5 shows the results of TF-IDF and W2V word 826

embedding techniques with stop words. It shows that TF-IDF 827

has highest purity results on all dataset as compared to W2V 828

on all dataset. 829

Tables 4, 5, 6, 7, 8 and 9 have reported two key findings: 830

i.) First, is using word embedding whether with or without 831

stop words, has a considerable impact on the result. 832

Working without stop words in documents reduces the 833

number of features, which could result in a slight computa- 834

tional benefit. However, eliminating stop words and keeping 835

stop words in data mainly depends upon the used datasets and 836

the addressing problem but they should be removed if they 837

are overused in data and reduces the effect of other important 838

terms. 839

ii.) Second, is word embedding TF-IDF give much better 840

results as compared to W2V embedding. 841

Due to the reason of used data with less semantic infor- 842

mation, W2V performs well on da-ta having terms which 843

are included in its pre-trained model. Whereas TF-IDF gives 844

results based on keyword occurrence in data. Deciding which 845

embedding method to use mainly depends on the datasets 846

as well as the problem being tackled. It has been evidence 847

to literature that TF-IDF achieves better results than W2V 848

embedding. 849

2) HYBRID CLUSTER IDENTIFICATION 850

Now with the results of cluster identification part following 851

mentioned research question is considered for all datasets; 852

3) What would be the optimal value of the cluster k after 853

the word embedding has been performed? 854

In this phase, for k-value identification two measures are 855

used; one is Elbow method [45] and other is Silhouette score 856

and then resultant is divided by 2 and get proposed k-value. 857
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FIGURE 6. Elbow analysis of Doc50 Dataset.

FIGURE 7. Silhouette analysis of Doc50 Dataset.

As reported, research proves that without stop words, data858

produces better result as com-pared to data with stop words.859

So, in presented study, we have find k-value identification of860

data having no stop-words in data.861

a: K-VALUE ANALYSIS ON ALPHA-NUMERIC DATASETS862

K-value identification is performed by using two methods:863

Elbow method and Silhouette method for all datasets.864

Figure 6, obtained the value 6 as the most optimal number865

of clusters by the Elbow method. As the number of clusters866

increases, the distortion score will start to decrease in a linear867

manner. The graph begins to move almost parallel to the868

X-axis at this point. The optimal k-value is the one that869

corresponds to this point. Therefore, for the given Doc50870

dataset, concluded that the optimal number of clusters is 6.871

Figure 7, find the value 5 as the most optimal number of872

clusters for a given Doc50 dataset, as it has the maximum873

silhouette score. Elbow methods determine the k value 6 and874

Silhouette score identify k-value as 5. In this case, proposed875

model use k=5 as an optimal number of clusters.876

As the number of clusters increases, the distortion score877

will start to decrease in a linear manner. At point 7 in Figure 8,878

the graph will rapidly change and create an elbow shape.879

Therefore, for the given Reuters dataset, concluded that the880

FIGURE 8. Elbow analysis of Reuters Dataset.

FIGURE 9. Silhouette analysis of Reuters Dataset.

optimal number of clusters is 7. From Figure 9 obtained the 881

value 19 as the most optimal number of clusters as it has the 882

maximum silhouette. Figure 8 and 9 illustrates that, k-value 883

identification is performed by using hybrid methods. In this 884

case, proposed model use k=13 as an optimal number of 885

clusters. 886

Figure 10, obtained the value 3 as the most optimal number 887

of clusters by the Elbow method. At point 3 elbow found, 888

concluded that the optimal number of clusters is 3. 889

From Figure 11, obtain the value 9 as the most optimal 890

number of clusters as it has the maxi-mum silhouette score. 891

Figure 10 and Figure 11 displays, k-value is 3 by the Elbow 892

methods and Silhouette score identify k-value as 9. In this 893

case, proposed model gives k=6 as an optimal number of 894

clusters. 895

The same K value identification procedure is performed on 896

news 20 dataset and shown in Figure 12 and 13. 897

Figure 12, obtained the value 13 as the most optimal num- 898

ber of clusters by the Elbowmethod. At point 13 elbow found, 899

concluded that the optimal number of clusters is 13. 900

From Figure 13, obtain the value 29 as the most optimal 901

number of clusters as it has the maximum silhouette score. 902
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FIGURE 10. Elbow analysis of WebKB Dataset.

FIGURE 11. Silhouette analysis of WebKB Dataset.

FIGURE 12. Silhouette analysis of News20 Dataset.

Figure 12 and 13 displays, k-value is 13 by the Elbow meth-903

ods and Silhouette score identify k-value as 29. In this case,904

proposedmodel gives k=21 as an optimal number of clusters.905

b: K-VALUE ANALYSIS ON NUMERIC DATASETS906

This study also performed K value analysis on numeric907

dataset to find the number of clusters in each dataset. The908

proposed method use Elbow analysis and Silhouette analysis909

to find the optimal number of K in numeric data. The graph of910

FIGURE 13. Elbow analysis of News20 Dataset.

FIGURE 14. Elbow analysis of Iris Dataset.

FIGURE 15. Silhouette analysis of Iris Dataset.

elbow and silhouette analysis are shows in Figure 14,15,16, 911

and 17. 912

Figure 14, obtained the value 4 as the most optimal number 913

of clusters by the Elbow method. At point 4 elbow found, 914

concluded that the optimal number of clusters is 4. 915

From Figure 15, obtain the value 2 as the most optimal 916

number of clusters as it has the maximum silhouette score. 917

Figure 14 and 15 displays, k-value is 4 by the Elbow methods 918
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FIGURE 16. Silhouette analysis of Wine Dataset.

FIGURE 17. Elbow analysis of Wine Dataset.

TABLE 10. Result of Various method on each dataset.

and Silhouette score identify k-value as 2. In this case, pro-919

posed model gives k=3 as an optimal number of clusters.920

From Figure 16, obtain the value 2 as the most optimal921

number of clusters as it has the maximum silhouette score.922

Figure 17, obtained the value 4 as the most optimal number923

of clusters by the Elbow method. At point 4 elbow found,924

concluded that the optimal number of clusters is 4. Figure 17925

and 16 displays, k-value is 4 by the Elbow methods and926

Silhouette score identify k-value as 2. In this case, proposed927

model gives k=3 as an optimal number of clusters.928

c: PURITY RESULT COMPARISON OF DIFFERENT METHODS929

FOR ALPHA-NUMERIC DATASETS930

Table 10 presents the comparative analysis of the perfor-931

mance of different methods with proposed Hybrid BH algo-932

rithm. The four alpha-numeric datasets are used for evalu-933

ating the results of proposed algorithm. For every dataset,934

each algorithm run individually according to the mentioned935

parameter setting in 3 Table. It is revealed that hybridization936

of algorithm (k-mean++-BH) achieves maximum purity for937

FIGURE 18. Purity result comparison of different methods for
alpha-numeric datasets.

TABLE 11. Improvement percentage of proposed method over existing
Black hole.

all datasets. In proposed algorithm, two improvements are 938

inculcated to address the issues related to traditional BH 939

algorithm [19]. 940

These issues are convergence rate and diversification. 941

Every execution of k-mean++-BH algorithm consists of 942

k-mean++ algorithm followed by BH and finally optimal 943

solution is generated after specified number of parameter 944

setting. In proposed algorithm, candidate solutions are gen- 945

erated by heuristic algorithm, exploration process of Hybrid 946

Black Hole explores search space efficiently. Recently used 947

BH uses global optimal solution through standard k-mean 948

(locally optimum) solutions. However, sometimes locally 949

optimal solution cannot converge on globally optimal solu- 950

tion. To improve diversification and obtain global opti- 951

mum solution, proposed method provide an optimal solution 952

through the interaction of multiple local best solutions.Every 953

local solution interprets as a star, and the best solution among 954

all the best local solutions is selected called black hole. 955

Further, proposed Hybrid BH algorithm is used to optimize 956

the candidate solution of heuristic algorithm and determines 957

the global best solution. 958

Figure 18 displays the graphical view of the results by 959

each method. Experimental analysis represents that proposed 960

method performs better than existing methods. 961

Table 11 shows the overall percentage of improvement 962

of our proposed method on all dataset as compared to 963

existing method. It shows that performance on each dataset 964

improves significantly. The performance of proposed method 965

is increased 13% on news20 dataset that is highest improve- 966

ment of our proposed method. 967
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TABLE 12. Comparison of purity results of different methods (numeric
datasets).

FIGURE 19. Purity result comparison of different methods for numeric
datasets.

d: PURITY RESULT COMPARISON OF DIFFERENT METHODS968

FOR NUMERIC DATASETS969

Table 12 shows purity results of different existing methods970

with proposedmodel. It is noticed that all clusters ofWine and971

Iris datasets are non linear in nature. Due to non linearity, the972

clusters are not well separated by heuristic algorithms indi-973

vidually. The proposed hybrid algorithm effectively assigns974

the data objects to clusters. One of the challenge in exist-975

ing BH algorithm [19] is the input data type. Recently, the976

algorithm was only accept textual data. Another flaw in the977

existing model is that it doesn’t choose which cluster k to978

form automatically.979

Figure 19 shows the graphical view of the results achieved980

by each method. Experimental study depicts that proposed981

method performs better than existing methods.982

C. PERFORMANCE ANALYSIS BASED ON INTERNAL983

MEASURE (Silhouette Score)984

The importance of a clustering result can be hard to deter-985

mine, especially for vectors rep-resenting word. Clustering986

on labelled data is the best way to determine whether or not a987

clustering method is valid. After this, the original labels and988

the estimated labels can be compared. The problem with text989

data clustering is that in most of the cases labelled data is990

unavailable. Moreover, on some datasets determining what991

makes good clustering is extremely challenging. Silhouette992

score is a measure of how close each point in one cluster993

is to the points in other clusters. This metric is the most994

important performance metrics because, in a real scenario995

TABLE 13. Silhouette score of each datasets using proposed model.

TABLE 14. Silhouette score of numeric datasets using proposed model.

of clustering, true labels are not available to us. Silhouette 996

co-efficient mainly determines the quality of clusters without 997

requiring external labels. For all the used datasets, the values 998

of this metric for the proposed clustering model are reported 999

in Table 13 and 14, respectively. 1000

1) PROPOSED MODEL SILHOUETTE SCORE FOR 1001

ALPHA-NUMERIC DATASETS 1002

Table 13 presents Silhouette score of proposed model on the 1003

four alpha-numeric datasets, respectively. This measures is 1004

used to calculate the dis-similarity of clusters. 1005

2) PROPOSED MODEL SILHOUETTE SCORE FOR NUMERIC 1006

DATASETS 1007

From Table 14, we observed silhouette score of numeric 1008

datasets, Silhouette score of 0.6 is reported for Iris dataset 1009

whereas Silhouette score of 0.57 is achieved onWine dataset. 1010

The results clearly show the compactness of formed cluster by 1011

proposed model. 1012

V. CONCLUSION 1013

With the rapid growth of document collections available in 1014

the field of information retrieval, organizing a large number of 1015

text documents is a core problem in the field of data mining. 1016

The process of grouping documents with similar proper- 1017

ties/content, known as document clustering, is an important 1018

part of document organization andmanagement. In document 1019

clustering, the documents are organized without the inter- 1020

vention of human, fast information retrieval, topic extraction 1021

and filtering, so it is similar to data clustering. The most 1022

well-known algorithm used for clustering is k-means but due 1023

to the certain problems like the efficacy of k-means is depen- 1024

dent on initial seeds chosen for clustering. Another problem 1025

is, k-means do not guarantee to form global optimal clusters. 1026

It easily gets trapped into local optimal clusters formed and 1027

hence could not improve results thereafter and determination 1028

of number of clusters k is not handle automatically and 1029

centroid initialization in k-means is random so clustering 1030

result under this method is less efficient. Document clustering 1031

is gaining popularity as an important and needed technique 1032

for un-supervised document organization and faster informa- 1033

tion retrieval. In this work our aims to automatically group 1034
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related documents into clusters. To evaluate the performance1035

of clustering, two measures, Purity and Silhouette score are1036

calculated and then, based on the results of external and1037

internal measures, the performance of clustering is compared1038

with base paper results. Experimental results are reported in1039

two context with andwith-out using stop words in data. Based1040

on the type of cluster analysis used in this study, it can be con-1041

cluded that the final results are primarily influenced by three1042

factors which are: the document representation, the distance1043

or similarity measures considered, and the fine hyper param-1044

eter tuning of the clustering algorithm itself. The research1045

findings confirms that the proposed algorithm outperforms1046

the previous black hole algorithm and offers the optimal1047

global solution or close to optimal global. The limitations of1048

this work are; we have listed results on using default distance1049

measure of k-means same as our base paper. Proposed work1050

can be extended to analyze the performance of text document1051

clustering algorithms for different similarity measures with1052

different document datasets and to provide the best combina-1053

tion of clustering algorithm with suitable similarity measures1054

for different datasets. The above mentioned concern, have1055

a significant impact on any text clustering algorithms. The1056

presented work is experimented with two different docu-1057

ment representation techniques. Further enhancements such1058

as using a more advanced and complex word embedding can1059

also be used. This might result in dealing with more complex1060

documents such as literary articles/poems and dramas, online1061

news, scientific papers and blogs. The future studies can1062

also apply this work with different cluster evaluation mea-1063

sures.Now a days many organizations produce, collect, and1064

analyze the huge amount of data. This huge amount of data1065

has the characteristics such as variety, volume, and velocity1066

etc. The K mean++ with other variant of BH can be used for1067

cluster analysis to find the patterns in Big Data.1068
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