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ABSTRACT The recent advancement and enhancement that optimized uncoded space-time labelling
diversity (USTLD) have provided significant diversity gains. By adopting the use of evolutionary algorithms,
labelling diversity (LD) mapper designs produced are near-optimal in quality. The only disadvantage to the
use of evolutionary algorithms is that the produced solution is not always optimal. To ease the calculation
of how much a mapper design had achieved LD, this paper proposes a machine learning-based analysis to
predict the amount of LD achieved by a mapper. In this paper, only the 16QAM constellation is studied
as a simple case. Six machine learning-based algorithms were proposed in this paper, namely multi-linear
regression (MLR), support vector regression (SVR), decision trees (DT), random forest (RF), K-nearest
neighbours (KNN) and a simple artificial neural network (ANN). From the results obtained from the
experiments, it can be seen that the MLR algorithm is the least time complex while the ANN is the most time
complex. It is also important to note that the DT and KNN algorithms take a comparatively short amount of
time to execute. When compared in terms of machine learning metrics, it was shown that the ANN algorithm
performed the best with the least amount of error while the MLR algorithm performed the worst with the
highest amount of error. Thus, it could be seen that the results from this paper provide a positive outlook on
applying machine learning algorithms to the LD problem.

INDEX TERMS Labelling diversity, machine learning, mean square error, neural networks, predictions.

I. INTRODUCTION
The quadratic assignment problem (QAP) is a complex com-
binatorial problem that aims to assign ‘‘a’’ number of points
to ‘‘b’’ number of locations while minimizing the total com-
putational cost. The QAP is considered a NP-hard prob-
lem [1]. The QAP can be used to solve a variety of problems
such as wiring problems in electronics, scheduling, trans-
portation and routing and sports. In the real world, different
variations of the QAP have been introduced to solve problems
such as the biquadratic assignment problem (BiQAP) and the
multi-objective quadratic assignment problem (mQAP) [1].
Recently, an application of the QAP was applied to
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wireless communications particularly in the field of constel-
lation design for different communication systems.

Uncoded space-time labelling diversity (USTLD) is a
recent space-time bloc code (STBC) scheme that achieves
improved diversity gains over existing STBC systems such
as the Alamouti STBC [2]. The major improvement in per-
formance is due to USTLD systems exploiting space diversity
(SD) and labelling diversity (LD) by using mapper designs of
different arrangements. The objective of LDmapper design is
to place adjacent points on a second constellation as far apart
as possible than in its base constellation [3]. Hence, his can
be seen as an instance of the QAP [4].

The amount of LD achieved by a mapper design depends
on the algorithm or heuristic used to design the LD mappers.
Prior to the proposal of USTLD, Samra et al. [5] had proposed
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a brute-force algorithm that solved the QAP – subsequently
the LD problem – for the 16QAM and 16PSK constellations.
However, [5] reported that the computational complexity of
the algorithm was too high to be applied to higher order
modulation techniques. Seddik et al. [6] had also proposed
an algorithmic approach to designing LD mappers for the
16QAM constellation, similar to the algorithm found in [5].

When the USTLD system was proposed, the authors had
also provided a heuristic mapper design to produce LD map-
pers [3]. The approach could only be used for symmetrical
constellations [4]. However, this heuristic proved to be opti-
mal for the 16QAM, 32QAM and 64QAM constellations.
Coupled with the system model and mapper design, [3] had
also provided a design metric to evaluate LDmapper designs.
Other heuristic works include bit-flipping of constellation
points and constellation transforms [7] which were shown to
have equal performance to the heuristic in [3]. Hence, the
use of heuristic algorithms have the following limitations;
i) symmetry-based heuristics cannot be applied to asymmet-
ric constellations, ii) heuristic algorithms may not be able to
produce good or optimal DLmapper designs and iii) algorith-
mic approaches are too complex in terms of the computation
required.

More recently, the authors of [4] and [8] have proposed
meta-heuristic algorithms in the form of a genetic algorithm
(GA). GAs imitate the process of evolution and survival of
the fittest in nature [4]. The power of GAs are in its approach
to produce solutions quick and efficiently by using naturally-
inspired techniques such as ‘mating’. This is performed over
a number of iterations until a good, stable solution is found.
A GA can produce a solution of either a local optimal or
global optimal, which depends on the ‘mating’ technique
used [8], [10]. In the case of the GA found in [4], LD map-
per designs have illustrated significant diversity gains from
approximately 3 dB upto 17 dB. The GA found in [8] was
able to improve upon the LD values achieved by the GA
in [4], but small performance gains of approximately 0.5dB
up to 4 dB were achieved. Leveraging on the performance of
the aforementioned evolutionary algorithms, another subset
of AI, machine learning, can be applied to the LD problem.

Machine learning (ML) is a subset of artificial intelligence
(AI) that allows computers to automate data-driven model
programming and produce models that can detect patterns
and sequences in pre-processed data [2]. The first practical
use ofMLwas created byRosswhomade an attempt tomimic
a living being’s behaviour [9]. In 1959, Samuel [10] refined
the definition ofML as ‘‘a field of study that gives a computer
the ability to learn without being explicitly programmed’’.
ML has many applications in the real world, such as image
recognition, stock prediction and business modelling. There
are five main branches of ML, namely supervised learn-
ing, unsupervised learning, semi-supervised learning, rein-
forcement learning and inductive learning. Supervised and
unsupervised learning are polar opposites of each other.
Supervised learning is used when input data and target values
are knownwhile unsupervised learning has input data without

target values [2]. Unsupervised learning looks for ‘‘close-
ness’’ within data, for example a similar sequence with a
similar difference between each term. Semi-supervised learn-
ing combines the qualities of supervised and unsupervised
learning, hence being able to learn from both data that is
classified as well as unclassified [2]. Reinforcement learning
is a reward-punishment type of learning algorithm that learns
through the interaction within an environment [3]. Just as a
feedback loop, reinforcement learning gets feedback about
the accuracy obtained by a response [3]. The last category,
inductive learning, is aML technique that learns based on pre-
vious knowledge with their own inductive bias [11]. Inductive
learning is a recent addition to the ML subset.

A. MOTIVATIONS AND CONTRIBUTIONS
The application of meta-heuristic algorithms to the LD prob-
lem had produced significant advantages such as reduced
complexity [8] and improved error performance [8], [9].
Hence, in this paper the authors’ apply another subset of
artificial intelligence called machine learning (ML) which
is applied to the LD problem to predict the amount of LD
achieved. This is a new, novel approach for the LD problem
to this best of the authors’ knowledge. When compared to
designing LD mappers using meta-heuristics, predicting the
amount of LD achieved by a mapper reduces the time needed
to determine how a LD mapper design will perform and how
does it compare with other LD mappers of the same modula-
tion. Hence, the novel contributions of this paper include:

• A supervised machine learning-based approach that pre-
dicts the amount of LD achieved is proposed for the
16QAM constellation dataset.

• An artificial neural network-based approach that rec-
ognizes the patterns within the data for the 16QAM
constellation dataset for prediction analysis is proposed.

• Machine learning techniques and the artificial neural
network are compared in terms of five different statis-
tical metrics.

• The graphs of accuracy, error and predictions are
presented.

• Evaluate the feasibility of using ML-based algorithms
for predicting LD mapper designs.

The applications of this paper can be summarized as follows:

• A quick, feasible solution can be determined by predict-
ing the amount of LD achieved.

• A graphical user interface (GUI) can be designed to
easily predict the amount of LD achieved.

• This novel approach can be used as a stepping stone for
using ML and DL methods for optimization.

B. STRUCTURES AND NOTATIONS
The structure of the paper is as follows: section 2 briefly
outlines the USTLD system model together with its the-
oretical performance analysis and mapper design metric.
Section 3 describes how the raw data is collected, processed
and setup for the machine learning application. This section
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FIGURE 1. Summarized diagram of available machine learning techniques and algorithms.

also includes the five ML-based metrics used for statistical
comparison and the hyper-parameter tuning for each ML
algorithm. Section 4 outlines the ML models used in this
paper, as well as the hyper-parameters set for each algorithm.
Section 5 describes the results and discusses the implications
of using ML-based models. Finally, the concluding thoughts
are mentioned in section 6.

II. THE USTLD SYSTEM MODEL
The conventional USTLD system considers NT = 2 and
NR number of receiver antenna in a MIMO configuration.
Two information bitstreams m1 = [m1,1,m1,2, . . . ,m1,r ] and
m2 = [m2,1,m2,2, . . . ,m2,r ], each of length r = log2M
are mapped using two different binary mappings �1 and �2
which produces the symbols �1(m1) and �2(m2). The two
symbols that are produced after mapping are transmitted over
two time slots. Hence, the resulting NR × 1 transmission
vector is given as:

yt =
ρ

2
[ht,1�t (L(1))+ ht,2�t (L(2))]+ nt (1)

where ρ
2 is the mean SNR at each transmitting antenna, ht,u,

t, u ε [1 : 2], is themultipath fading that a transmitted symbol
experiences when being transmitted over a communications
channel and nt is the AWGN vector with each entry that
follows a complex normal distribution with a mean of zero
and variance Es

2 per dimension, where Es is the energy of
the symbol transmitted. In this paper, the fading channel
considered is the frequency flat fast fading channel.

At the receiver end, the maximum likelihood detection
algorithm is used to estimate the transmitted codeword.
Assuming perfect channel state information at the receiver,
the estimated symbols can be given as:

L̂(1), L̂(2) = arg min
L(1)andL(2)

‖yt −
2∑

u=1

ρ

2
ht,u�t (L(u))‖2 (2)

where t ε [1 : 2]

In equation (2), the estimated symbols are represented
as L̂(1), L̂(2) while the encoded symbols are presented as
�t (L(u)),t, u ε [1 : 2] respectively.

A. THEORETICAL ERROR PERFORMANCE AND
MAPPER DESIGN OF USTLD SYSTEMS
From the derivation in [3], it was shown that – using the union
bound approach – that the average bit error probability for
USTLD systems with NT = 2 is given as:

ABEP(ρ) ≤
1
Ms

M−1∑
L=0

M−1∑
L̂=0,̂L 6=L

δ(L, L̂)P(L → L̂) (3)

In equation (3), M is the order of modulation, s = log2M
is the number of bits per symbol, δ(L,L) is the number of bit
errors of the transmitted and received symbols and L →> L̂)
is the pairwise error probability that one transmitted symbol
is estimated perfectly while the other is estimated with error.
Hence, the PEP of USTLD systems with NT = 2 is given as:

P(L → L̂) =
1
4n

2∏
a=1

(1+
ρd2a
8

)−NR

+
1
2n

n∑
k=1

2∏
a=1

(1+
ρd2a

8sin2( kπ2n )
)−NR (4)

where da = |�t (L) − �t (̂L)|, a ε [1 : 2] is the Euclidean
distance between symbols on the constellation and n is a
comparatively large integer such that n > 10. At high SNR,
the authors of [3] have shown that ρd

2
a

8 � 1, which reduces
the PEP in equation (4) to the following:

P(L → L̂)=
1
4n

2∏
a=1

(
ρd2a
8

)−NR+
1
2n

2∑
a=1

2∏
a=1

(
ρd2a

8sin2( kπ2n )
)−NR

(5)
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The PEP in equation (5) was shows that the product dis-
tance term dominates the PEP. Hence, this gives rise to a
design metric that could be used to evaluate how much of LD
a mapper design has achieved. This is presented as:

φ(�1, �2) = min
L ,̂L ε [0:M−1],L 6=L̂

2∏
t=1

|�t (L)−�t (̂L)| (6)

In equation (6), �1 and �2 denote the pseudo gray and
LD mapper respectively, φ is the fitness or the amount of LD
achieved by �2 with respect to �1 and L, L̂ are the mapped
symbols from mappers �1 and �2 respectively. The higher
the value of φ, the more LD has been achieved. Hence, the
end goal of the LD mapper design problem is the maximise
the minimum product Euclidean distance between symbols
on a constellation [7], [8].

III. DATA PREPARATION AND SETUP
In this section, the authors present the raw data preparation
for the case of applying machine-learning algorithms to the
LD problem. A further optimization technique using hyper-
parameter tuning that selects the best parameters to use for
good results is also presented. Themodels’ stability of predic-
tion is outlined, and the metrics used to measure and compare
ML-based models are discussed.

A. DATA PREPARATION
Data preparation is a key step in defining how well an ML
algorithm performs. Data that is passed through any ML
algorithm needs to be of high quality to reach the desired
results. For example, when training a machine learning to
recognize and classify images, it is empirical that the nature of
the images be of the best resolution and format. These images
can then be processed and converted into the ML algorithm’s
data types (tensors). Thus, in this paper, the authors use a sim-
ple function that is able to produce randomly generated LD
mappers for the 16QAM constellation, and its corresponding
fitness values are calculated using equation (6). Additionally,
the genetic algorithm (GA) found in [8] and [9] is used to
produce data on the optimal LD mapper designs available
for the 16QAM constellation. The data is then parsed into
an excel spreadsheet format for easy use and access. The
algorithm used to produce the mapper design data is outlined
as follows:

Algorithm 1 Algorithm Used for LD Mapper Design
Production
Input: x (number of mapper designs required), �1

(pseudo gray mapper)
Output: �2 (LD mapper)
0: for iteration = 1, 2, . . . , x do
0: �2← Randomly shuffle �1
0: Calculate fitness of �2, φ(�1, �2)
0: Append �2, φ(�1, �2) to an array, G
0: end for
0: Convert G to excel format.
1: return 0 = 0

In algorithm 1, x is the number of LDmappers required for
the function to generate,�1 is the pseudo gray mapper,�2 is
the LD mapper produced and φ(�1, �2) is the fitness or the
amount of LD achieved by�2 with respect to�1 respectively.
For this paper, the authors had chosen the value of x = 10000,
and another 100 optimal mapper designs produced by the
GA in [8] and [9] had also been added to the excel file.
This ensures that good predictions can be made with the least
amount of error.

B. MACHINE LEARNING MODEL STABILITY
A stability analysis is adopted to allow users to determine
the impact of input variations on the output of a system [2].
In terms of machine learning, the stability analysis is used to
verify theMLmodel’s ability to keep rather constant accuracy
metrics with respect to a changing dataset. In this paper, the K
-folds cross validation technique is used to assess the stability
of the ML algorithms. The general approach of the K-folds
validation technique comprises of 4 steps and 4 sub-steps as
outlined [11]:

• Randomly shuffle the dataset
• Split the dataset K number of times
• Loop through each split in the dataset (groups)

– Use the selected group as a test dataset
– Use the other groups as the training set
– Train the model by passing through the training set

and evaluate the model’s performance on the test
dataset

– Keep the accuracy score and drop the current model

• Summarize the model evaluation metrics

It is reported in [2] that the error estimation is taken as the
mean over all K number of splits, hence providing the total
effectiveness of theMLmodel. By training the model on each
split on the dataset exactly once, it reduces the bias within the
model as most – if not, all – of the data from the dataset is
used to fit the model. Elmezughi et al. [2] also reports that
the K -folds technique adds a good amount of stability to
the overall effectiveness of the ML model since the measured
data is interchanged between training and testing sets.

C. MACHINE LEARNING MODEL EVALUATION METRICS
Model evaluation metrics are mathematical equations that are
used tomeasure the performance of the givenML-based algo-
rithms. The metrics can be used as a benchmark to compare
with other algorithms within the same class, namely machine
learning algorithms. The five metrics used in the application
to this area are:

• The R-Squared (R2) metric – a statistical measurement
of the closeness of data to the regression line.

• Root mean squared error (RMSE) metric – a measure
of the difference between the actual target value and
predicted values.

• Mean absolute percentage error (MAPE) – a measure of
how accurate the prediction system is said to be.
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• Mean square error (MSE) – an estimated measure of
error within a statistical model.

• Pearson’s Correlation (Corr) – the measure of linear
correlation between datasets.

These metrics were adopted as they are the most widely used
within the research community and they are a good method
for comparing algorithms. Each of the five performance met-
rics can be stated mathematically as:

R2 = 1−

∑Q
i=1(φi − φ̂i)

2∑Q
i=1(φi − φ̄i)

2
(7)

RMSE =

√√√√ 1
Q

Q∑
i=1

(φi − φ̂i)2 (8)

MAPE =
1
Q

Q∑
i=1

|
φi − φ̂i

φi
| (9)

MSE =
1
Q

Q∑
i=1

(φi − φ̂i)2 (10)

Corr =

∑Q
i=1(φi − φ̄)(φ̂i −

̂̄φ)√∑Q
i=1(φi − φ̄)

2
√
(φ̂i − ̂̄φ)2 (11)

In equations (7) – (11), Q is the number of samples used to
determine the values of the metrics, φi is the true fitness value
of the mapper design, φ̂l is the predicted fitness value of the

mapper design and φ̄, ¯̂φ are the average values of φi and φ̄
respectively.

D. HYPERPARAMETER TUNING ANALYSIS
Hyperparameters are parameters that define the model archi-
tecture. Naturally, in order to get the best results out of any
algorithm or model, the most optimized hyperparameters are
required. Hence, hyperparameter tuning plays a vital role
in transversing the hyperparameter search space in order to
select the best possible parameters within a range of val-
ues [2]. ML algorithms function on complex hyperparame-
ters, and finding the optimal values for the hyperparameters
can lead to an optimization challenge [2]. Trying all possible
combinations and permutations of these settings can be very
time consuming. However, with the technology of today,
many hyperparameter tuning solutions are available that have
proven to select the best hyperparameters for a given applica-
tion. Examples of these solutions include: i) Bayesian Opti-
mization Automate Hyperparameter Tuning (Hyperpot) [12],
Spearmint Bayesian Optimization [13], Sequential Model-
basedOptimization (SMAC) [14], Autotune: a derivative-free
optimization [15] and Optuna [16]. The outlined approaches
aim to maximise the accuracy of the model while minimizing
on the error losses [2]. This is achieved by running multiple
trials on the ML algorithms with different hyperparameter
values, thereafter the best possible set of hyperparameters are
selected.

For the application in this paper, the Optuna framework
was selected to determine the best set of hyperparameters
for all ML-based models. Optuna is a process framework
that automates the tuning and selection of the best hyperpa-
rameters. Optuna is said to be efficient at transversing large
search spaces and minimizes the number of trials needed by
pruning [16]. Furthermore, to get the bet out of ML models,
the proper parameters need to be identified and tuned. This
is one of the main attributes of this paper that allows the ML
model to achieve a high accuracy score [16].

IV. MACHINE LEARNING MODELS
In this subsection, the ML-based algorithms used to pre-
dict the amount of LD achieved by a LD mapper are dis-
cussed. In this paper, the authors use six ML models, namely
Multi-Linear Regression (MLR), Support Vector Regres-
sion (SVR), Decision Trees (DT), Random Forrests (RF),
K-Nearest Neighbours (KNN) and Artificial Neural
Networks (ANNs).

A. MULTI-LINEAR REGRESSION
Multi-linear regression (MLR) is a statistical model based
on the linear regression model that predicts the result of
a dependant variable based on multiple independent vari-
ables [2]. MLR algorithms identifies the interrelationship
between input features (the independent variables) and the
outcome variable (the dependant variable) to find the best
fit for the data. The inputs of the MLR algorithm are rep-
resented as X1,X2,X3, . . . ,Xn where n is the number of
input variables. Hence, the MLR algorithm can be expressed
mathematically as [2]:

Y = f (Xi) = β0 +
n∑
i=1

βiXi + ε (12)

In equation (12), βi are the model coefficients of each
regression line created to fit the data and represents the error
margin of the best line fit. In order to calculate the coeffi-
cients of the MLR model, an estimation algorithm called the
Least Squares Regression (LSR) is adopted to pick the best
coefficients of βi such that the mean squared error (MSE)
is minimized [2]. In the application of MLR, the MSE is
represented as [2]:

MSE =
K∑
j=1

(Yj − β0 − f (Xi))2 (13)

B. SUPPORT VECTOR REGRESSION MODEL
Support vector machines (SVMs) are a type of machine learn-
ing algorithm that attempts to find a line of best fit on a hyper-
plane (in multidimensional space) that splits data classes [2].
Initially, SVMs were proposed as a solution by [2] for binary
classification problems. After research had expanded, SVMs
had gained the ability to produce models for both multi-
classification (SVC) and regression analysis (SVR). The SVR
algorithm is similar to the SVM and SVC algorithms, with
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a few changes. SVR uses a selected boundary between the
values −ε : ε from the hyperplane which predicts the real
valued target values [2]. The boundary is said to be a tolerance
margin that only considers data points with the boundary.
Hence, the main aim of SVR algorithms is to minimize the
prediction error and maximise the boundary by individualiz-
ing the hyperplane [2]. It was reported in [2] that the SVRuses
linear regression functions as an alternative to the hyperplane.
This is expressed in equation (14). A threshold error ε can
be selected that will minimize the equation (15), which is
termed as the ε-sensitivity loss error function [2]. Hence, the
process of SVR – as stated previously – aims to minimize ε
in equation (15) and ‖W‖2 in equation (16). The equations
(15) – (16) is given as:

Y = W TX + b (14)

In equation (14), W are the SVR co-efficients, X is the
input features and Y is the target variable. Thus, we define
the error and R equations as:

|Ÿ−Y |ε =

{
0 |Ÿ−Y | ≤ ε
|Ÿ−Y | − ε otherwise

(15)

R =
1
ε
‖W‖2 + C(

N∑
i=1

|Ÿ−Y |ε) (16)

In equations (15) and (16), Ÿ is the predicted target value,
R is the SVM objective function and C is the tolerence
variable. In order to account for the error and training losses,
tolerance variables are introduced. This limits the value to the
regression target [2]. The tolerance variables are defined as ε
and ω respectively. Hence, taking into account the error and
training losses, equation (16) and (14) can be presented as:

R =
1
ε
‖W‖2 + C

N∑
i=1

|ωi − ω̈
∗
i |ε (17)

(W TX + b)− Yi ≤ ε − ωi (18)

Yi − (W TX + b) ≤ ε + ω∗i (19)

In this study, the standard kernel functions are considered
such as the linear, radial, and polynomial functions. The
kernel functions denoted by K (Xi,Xj) are given as:

K (Xi,Xj) = XTi Xj (20)

K (Xi,Xj) = e−λ‖Xi−Xj‖ (21)

where λ > 0

K (Xi,Xj) = (XTi Xj + 1)d (22)

where d is the radial basis degree function and i, j corresponds
to the i-th and j-th input features respectively.

As noted in [2], it is clearly noted that the kernel func-
tion used directly affects the results obtained from the SVR
algorithm. Hence, the hyperparameters C , λ and d must be
optimized in order to obtain the best results. By using the
Optuna technique described in section III.D, the best results

were produced with the following hyperparameters: i) the
kernel that best suited the problem was the radial basis func-
tion (RBF), ii) the RBF coefficient produced was 0.01 and
iii) the C value was C = 4.7445. The SVR process is
illustrated in Fig. 2 respectively.

C. DECISION TREE REGRESSION MODEL
Decision Tree (DT) algorithms are amongst the most com-
monly used ML-based algorithms [2]. A decision tree is a
graph that represents both choices as well as implications to
those choices. Each node on a graph is the event that will take
place, while the edges represent each choice and the impli-
cations that come with it [2]. Hence, in a tree-based graph,
each node represents data to be classified and each branch
represents a value that the node can be set to. Examples of
real-world decision tree-based classifiers include ID3Q [17],
C4.5Q [18] and CART [19].

In this paper, the decision tree-based model creates a
regressionmodel in the form of a tree structure. The input data
is broken into smaller datasets and the decision tree begins
to develop from each of these smaller datasets. In decision
trees, the highest node is known as the root node [2]. The
DT algorithm discovers a method to split the input data
such that it is repeated several times until the best results
are produced [2]. From [2], it can be noted that best results
are obtained by using a variance reduction as a measure of
impurity. The results of the DT algorithm are used to calculate
the variance reduction for each output [2]. Thus, a higher
variance tends to a higher impurity and vice versa. For this
paper, the DTmodel hyperparameters are set as follows: i) the
variance calculation function is the MSE and ii) the number
of nodes on the tree are 57. Other hyperparameters are set
to: i) maximum features = log2, ii) minimum samples per
leaf = 2 and iii) data splitting, splitter = best.

D. RANDOM FOREST REGRESSION MODEL
The random forest (RF) algorithm is a supervised learn-
ing algorithm that uses a tree-based learning technique [2].
RF algorithms use multiple tree-based models and combines
them to achieve amore accurate and stable prediction. RFwas
introduced as an improved regression model as a single
regressor is not adequate for producing a good fit of the
data due to its inability to distinguish between patterns and
noise [2]. Each tree in the RF algorithm contains a root node,
leaf nodes and internal nodes [2]. As in DT algorithms, the
root node contains the training data while the leaf nodes
contain the output of the algorithm. All internals nodes are
broken up by features, which use the MSE as a criterion to
break up the nodes [2]. As in [2], each tree learns by using
four randomly selected features. For the application of the
RF algorithm in this paper, the total number of tree nodes
chosen after hyperparameter optimization using Optuna, was
set to n = 1610, number of internal nodes is set to 39. Other
hyperparameters are set to: i) maximum features = log2,
ii) minimum samples per leaf = 1 and iii) minimum number
of splits = 2.
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FIGURE 2. Illustration of the mechanics of the SVR algorithm.

FIGURE 3. Block diagram of the artificial neural network (ANN) algorithm.

TABLE 1. Run-time analysis of each machine learning algorithm.

E. K-NEAREST NEIGHBOURS REGRESSION MODEL
The k-nearest neighbours (KNN) algorithm is a ML-based
algorithm that can be used for both classification as well as
regression [2]. It is classified under the supervised machine
learning category. A significant limitation of the KNN algo-
rithm is that as the size of input data increases, the algo-
rithm becomes slow [2]. The KNN algorithm categorizes data
points with similar target values, hence the name. The process
of the KNN algorithmworks by finding the distances between
a single data point and all other data within the dataset.
It then choses a number of neighbours (K) that has the closest

target value to the data point in question. Finally, in the case
of classification the algorithm votes for the most frequent
target value or in the case of regression, it averages over the
target values [2]. By selecting an optimal value for K, the best
fit is obtained for both the classification and regress models
produced. In the case of this paper, the hyperparameter tuning
algorithm, Optuna, had determined that the optimal value for
K was K = 25 and the optimal algorithm for this application
was the kd tree algorithm. In general, the KNN uses an
average of the target values of the neighbours by applying
any of the distance functions given as:

Euclidean : D =

√√√√ K∑
i=1

(Xi − Yi)2 (23)

Manhattan : D =
K∑
i=1

|Xi − Yi| (24)

Minkowski : D =


√√√√ K∑

i=1

(Xi − Yi)


1
q

(25)
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TABLE 2. Performance metrics’ values of all the ML-based models selected.

FIGURE 4. Predicted vs actual fitness values of each ML-based algorithm for the training dataset.

F. ARTIFICIAL NEURAL NETWORKS
Artificial neural networks or ANN for short is an algorithm
that mimics the process of the human brain by finding and

understanding patterns within the input data [2]. Just like
the human brain, ANNs contain neurons which can either
be organic or artificial in nature [2]. The ANN algorithm

VOLUME 10, 2022 91847



S. Solwa et al.: Machine-Learning-Based LD Model for Predictive Analysis: Using 16QAM as a Case Study

FIGURE 5. Fitness values vs the index for each ML-based algorithm.

also has the ability to adapt to a changing environment,
hence the need to redesign the architecture of the ANN is
not needed [2]. A simple ANN architecture is illustrated
in Fig. 3. The architecture of an ANN consists of inputs,
hidden layers and outputs. In the case of this paper, the
input to the ANN is the LD mapper design dataset and the
output is the predicted value of the amount of LD achieved.
In this paper, the ANN comprised of 5 hidden layers, and the
hyperparameters were set by theOptuna algorithm as follows:
i) the input layer had 52 neurons with a shape of 16, ii) the

second layer contained 48 neurons with activation function
ReLu, iii) the third and forth layers had 78 neurons each with
activation function sigmoid and iv) the fifth and final layer
had 1 neuron with the activation function linear. The input
of the ANN accepts the 16 features from the pre-processed
dataset. The output of the ANN algorithm is the value of
LD achieved by the mapper design. Other hyperparameters
also optimized by Optuna were: i) learning rate = 0.001 and
ii) the loss function was optimized to be mean squared
error.
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FIGURE 6. Prediction error vs the index for each ML-based algorithm.

V. RESULTS AND DISCUSSIONS
In this section, the results of the ML and ANN algorithms
are presented and compared in terms of their respective
algorithm metrics outlined in (7) – (11). The experiments
performed for this paper was on a PC with an i7 Intel Quad-
core processor (6-th Gen) 2.56GHz 64-bit operating system
running Windows 10. The hard drive on this PC had 1TB
of storage and 8GB of RAM. The software solution used

for the implementation of the experiments was Python with
packages Tensorflow v1.1.0 and TFlearn 0.3. Additionally,
the online python-friendly environment, Google Colab was
also used in the experiments. Google Colab comes standard
with approximately 100GB of storage space for datasets
and approximately 13GB of total RAM. The runtime for
each algorithm is also presented as part of the comparison
process.
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FIGURE 7. Absolute prediction error vs index for the ML-based algorithms.

A. RUN-TIME OF EACH ALGORITHM
The most fundamental way of determining and understand-
ing the complexity of a system is to conduct a runtime

analysis. Runtime analyses are important for determining
which algorithm is more suitable for a given application [2].
Hence, it forms part of good coding practices. The runtime
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FIGURE 8. Actual vs predicted fitness values for each ML-based algorithm for the test dataset.

analyses can be spoken of in two ways, namely i) time com-
plexity and ii) computational complexity. In this paper, the
authors perform a time complexity analysis on the ML-based
algorithmswith respect to the given problem. Table 1 presents
the runtimes of each machine learning model used in this
paper. As seen in Table 1, the ML algorithm with the lowest
runtime was MLR with a runtime of 1.256 seconds, while the

longest runtime was the ANN with a runtime of 256.231 sec-
onds. From the runtime results, it can be seen that the MLR
algorithm is the least time complex, while the ANN is the
most complex. Other notable mentions are the KNN algo-
rithm with a runtime of 1.456 seconds and the DT algorithm
with a runtime of 2.686 seconds. The notable algorithms are
significantly less complex than the ANN algorithm. Since the
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FIGURE 9. Training and testing datasets of (a) accuracy vs epochs and (b) loss vs epochs.

runtime of each algorithm is relatively short, the ML-based
models used in this paper can produce models based on the
LD problem with a low time complexity.

B. MACHINE LEARNING ALGORITHM COMPARISON
In this subsection, theML algorithms that are presented in this
paper are compared in terms of five accuracy metrics, namely
R2, RMSE , MAPE , MSE and Pearson’s correlation (Corr).
The results presented are for approximately 25% of the total
dataset. This is a goodmeasure to evaluate the performance of
each algorithm. As stated, the input features of the ML-based
algorithms are each point on the 16QAM constellation with
different labels.

Fig. 4 illustrates the predicted values against the actual
values for 25% of the dataset. It is observed from the results
that the MLR algorithm performed the worst when tested on
the LD problem (R2 = 0.1068), while the RF and ANN
algorithms have approximately shown the best performance
with R2 = 0.9721 and R2 = 0.9738 respectively. From
Fig. 6, for all ML-basedmodels - except theMLR algorithm –
have exhibited a goodmatch between the predicted and actual
target values. Additionally, the RMSE values were 0.0353 ≤
RMSE ≤ 0.1962 for the best performing models while the
MLR algorithm exhibited a RMSE value of RMSE = 0.5168.
Hence, the MLR algorithm had once again performed the
worst.

Furthermore, the MAPE ranges between 0.0382% ≤

MAPE ≤ 2.75%. From the defined ranges of MAPE values
that are classified, aMAPE value of less than 10% is an excel-
lent measure and values greater than 50% are bad. Hence, the
MAPE range for this application exhibits an excellent per-
formance. Moreover, the Pearson’s correlation (Corr.) show
that the best performing models have a correlation of 93% ≤
Corr ≤ 99% while the MLR algorithm have a correlation of
Corr = 37.62%. For the Pearson’s correlation, values that
are acceptable are between the range of −1 and 1, where −1
exhibits a perfect negative correlation and 1 exhibits a perfect

positive correlation. Thus, for this application, the ideal sce-
nario is to produce models with a correlation ofCorr ≥ 80%.
Hence, using this constraint, the approximately best perform-
ing ML-based algorithm was the RF and ANN algorithms
respectively. These results are summarized in Table 2. In the
case of this paper, the authors note a few points regarding
the accuracy of the models: i) the dataset used to train the
models were sufficient, ii) the input features to the ML-based
algorithms encompassed all the essential factors and iii) the
use of a hyperparameter tuning model led to a smaller error
being produced. Another important factor that influenced the
performance of the ANN algorithm was the pre-processing
and normalization of the dataset. Pre-processing of the data
refers to the transformation of raw data into a specific format
that the ANN could understand while normalization refers to
the process of transforming the pre-processed data onto a unit
sphere, essentially transforming all data points between the
range of the users choice, typically between [−1, 1].

Fig. 5 illustrates the prediction error of the dataset for the
ML-based models in this paper. Additionally, the figure also
shows the differences between the predicted values per index
respectively. The figure also illustrates that the average error
value was approximately equal to 6, which was shown to be
produced by the MLR algorithm.

Figs. 6. and 7. illustrate the prediction error against the
index and the absolute percentage error against the index
respectively. From the results obtained, it can be seen that
apart from the MLR algorithm, the prediction error of
the other studied ML-based algorithms have shown values
between 0.01 ≤ PredictionError ≤ 4 with an average pre-
diction error of 2. Hence, the results show that the ML-based
algorithms that are trained appropriately and with sufficient
data can reduce the prediction error to a minimum.

Finally, Fig. 8 depicts the predicted values against the
actual values of the test set, i.e. 25% of the entire dataset
as mentioned. It can be observed that the MLR algorithm
produced themost incorrect predictions which can be inferred
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from the metric values, while the ANN and RF algorithms
produced the best predictions. Therefore, from the entire
analysis, the authors have concluded that the best ML-based
algorithms that can be used for the application of the LD
problem are the ANN and RF algorithms respectively.

In addition to the metrics used to evaluate and compare
ML-based algorithms, another important factor for neural
networks is to compare its training and testing accuracies and
losses. This provides an insight to how well a neural network
model has performed and where inconsistencies show up.
Fig. 9 presents two graphs, Fig 9(a). illustrates the model
accuracy for the training and testing datasets, while Fig. 9(b)
illustrates the model loss for the training and testing datasets
respectively. As seen in the figure, the model accuracy main-
tains a constant linear line, while at some epochs there is
a drop in accuracy. This is due to the prediction error by
the ANN algorithm. The same could be mentioned about
the model losses. The model loss on the training and testing
set maintains a relatively straight line, while at some epochs
fluctuations occur due to the prediction error. The findings of
this research are critical in developing efficient wireless com-
munication systems that can meet future needs. Therefore,
the primary motivation for increasing research into accurate
and high-speed communication networks is to achieve future
goals and demands [20], [21], [22], [23].

VI. CONCLUSION
Artificial intelligence (AI) had recently been applied to the
wireless communications domain, especially to the STBC
realm. One particular instance of AI applied to STBC systems
was evolutionary algorithms that was able to produce near
optimal LDmapper designs. However, this process takes time
to produce a mapper design of said quality. Hence, motivated
by the enhancements, this paper proposes amachine learning-
based (ML-based) model that predicts the amount of LD
achieved by a mapper design. The ML-based models consid-
ered in this paper were the MLR, SVR, DT, RF, KNN and
ANN algorithms respectively. Input data for the 16QAM con-
stellation was collected using a simple randomized algorithm
and an evolutionary algorithm which provided the optimal
mapper designs for theML-based algorithms to learn patterns
from. Each input feature was a single point on the 16QAM
constellation located at different points. To ensure stability
and reliable results, a cross validation technique was used to
split the data and train the algorithms multiple times. This
affords the algorithm to learn and recognize patterns within
the data. In order to get the best possible results from the ML
algorithms, a hyperparameter tuning method was also used to
find the best suited parameters for the problem. Additionally,
five commonly used ML metrics were used to evaluate each
algorithms performance, namely R2, RMSE , MSE , MAPE
and the correlation coefficient. From the results obtained,
the ANN algorithm was able to produce the best results,
with a R2 value of 0.9738 and an RMSE value of 0.0353.
These values were the best results obtained when compared
to other algorithms such as the DT, MLR, RF, KNN and SVR

algorithms respectively. The results in the paper have shown
a positive response and can have many applications to the
LD problem.

Future works in this area include: i) a comparison of deep
learning algorithms for the LD problem such as long-short-
term memory (LSTMs) and transformers, ii) research on
combining the properties of evolutionary algorithms with the
power of machine learning algorithms to produce improved
models and iii) extend the research of this paper to higher
order modulations and other constellations.
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