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ABSTRACT The application of federated learning on ensemble methods is a common practice with the goal
of increasing the predictive power of local models. However, although existing federated solutions utilizing
ensemble methods can achieve this when the datasets of sites are balanced and of good quality, i.e., the
local models are already above a certain accuracy threshold, they usually fail to provide the same level of
improvement to the models of sites that have an unsuccessful classifier because of their poor quality or
imbalanced data. To address this challenge, we propose a novel federated ensemble classification algorithm
for horizontally partitioned data, namely Boosting-based Federated Random Forest (BOFRF), which not
only increases the predictive power of all participating sites, but also provides significantly high improvement
on the predictive power of sites having unsuccessful local models. We implement a federated version of
random forest, which is a well-known bagging algorithm, by adapting the idea of boosting to it. We introduce
a novel aggregation and weight calculation methodology that assigns weights to local classifiers based on
their classification performance at each site without increasing the communication or computation cost.
We evaluate the performance of our proposed algorithm in different federated environments that we set up
by using four healthcare datasets. The empirical results show that BOFRF improves the predictive power of
local random forest models in all cases. The advantage of BOFRF is that the level of improvement it provides
for sites having unsuccessful local models is significantly high unlike existing solutions.

INDEX TERMS Ensemble learning, federated learning, machine learning, privacy-preservation, random
forest classification.

I. INTRODUCTION
In today’s technological age, information systems are inces-
santly collecting massive amounts of data in their reposito-
ries. The analysis of such data and extracting knowledge from
them has become an important concept for many domains
such as security, finance, healthcare, and transportationwhere
data are clustered in a number of different systems and
organizations. Machine learning algorithms can be used to
interpret information by building mathematical models on
existing data to make predictions or decisions without human
intervention, if these data are combined on a large scale [1].
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However, sharing sensitive data is strictly controlled by laws
and regulations such as the General Data Protection Regula-
tion (GDPR) [2] enforced by the European Union in 2018 to
preserve the privacy of personal information; hence, data
providers are reluctant to allow data to leave their premises.
Consequently, personal data cannot be shared between sites
or collected by a third party and remain in isolated data silos,
hampering the extraction of their inherent actionable insights
and intelligence [3].

Privacy has become an important issue in many machine-
learning applications as in all other fields that deal with
sensitive data. To prevent the reveal of sensitive data to the
outside world, several privacy preservation methods have
been developed, such as k-anonymity and l-diversity [4].
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Such techniques mainly achieve privacy preservation by
modifying or removing some parts of the original data.
Although the transformation of data may provide privacy,
it may reduce the quality of the data, which is formally known
as utility, causing defective results in machine learning.
In addition, these methods are open to adversarial attacks that
are used to reveal hidden sensitive information, especially
when the attacker has some background knowledge of the
data or when combined with some publicly available data [5].

A way of dealing with these challenges is to apply the
concept of federated learning. The aim of federated learning
is to build a joint machine learning model based on the data
residing at multiple sites by exchanging only information
about locally trained models, not actual data [6]. Federated
learning has been proven to be a powerful mechanism as it
enables multiple parties to build a better global model than
the individual local models in a privacy-preserving setting.
It can be applied to both horizontally partitioned data, where
the datasets at different sites share the same set of features
for different ID spaces, and vertically partitioned data, where
the datasets contain different sets of features for the same
ID space [7]. Although federated learning is a new concept
proposed by Google in 2016 [8], in the literature, there have
been many implementations of it using different techniques
and focusing on different aspects, such as providing more
security [9], [10], decreasing communication cost [11], [12],
reducing computation cost [13], and increasing model perfor-
mance.

The application of federated learning on ensemblemethods
is a common practice with the goal of increasing the power
of the predictive model. Most state-of-the-art horizontal fed-
erated learning approaches utilizing ensemble methods are
built on boosting techniques, especially AdaBoost, which is
a well-known and extensively studied algorithm in the litera-
ture [14], [15]. In these approaches, the sites first execute the
AdaBoost algorithm locally on their training data, and then
the local models are transferred to a third-party coordinator
or shared between sites to build an integrated model. Various
algorithms handle this integration process differently. For
instance, AdaBoost.PL aims to combine like-minded clas-
sifiers, hence sorts the weak classifiers in the local mod-
els with respect to their weights and merges the classifiers
with similar correctness at the same sorted level [14]. BOP-
PID focuses on the data distribution differences between the
sites during the integration and assigns weights to the local
models according to the sampling size of the sites and by
giving more importance to the site’s own local model [15].
However, although existing federated solutions utilizing
ensemble methods can improve the prediction power of local
models when the datasets of sites are balanced and of good
quality (i.e., the local models are already above a certain accu-
racy threshold), they usually fail to provide the same level of
improvement to the models of sites that have an unsuccessful
classifier because of their bad quality or imbalanced data. For
example, BOPPID, which is one of the most successful feder-
ated implementations of AdaBoost [15], always assigns more

weight to the site’s own local model compared to any other
local model with the same sample size, because it assumes
that other sites might have a different data distribution; hence,
they should not be givenmore importance. This prevents a site
having an unsuccessful classifier from taking advantage of
successful classifiers of other sites to improve its local model,
which results in the site not achieving an accuracy as good as
the others.

In this paper, we propose a novel and practical feder-
ated ensemble classification algorithm for horizontally parti-
tioned data, namely Boosting-based Federated Random For-
est (BOFRF), which not only increases the predictive power
of all participating sites, but also provides significantly high
improvements on the predictive power of sites having unsuc-
cessful local models. In this regard, we implement a federated
version of random forest, which is a well-known bagging
algorithm, by adapting the idea of boosting to it. In the
integration step, we introduce a novel aggregation and weight
calculation methodology that assigns weights to local clas-
sifiers based on their classification performance at each site
instead of proportioning them with the sample size or site
index without increasing the communication or computation
cost. Our algorithm operates in six steps: First, we build
random forest models consisting of a number of decision
trees at each site. Second, we share these local models
with every other site and calculate the performance statistics
(true/false positive/negative values) of all decision trees at
each site. Then, we compute global statistics by aggregating
local performance statistics, calculate the weight for each
decision tree by utilizing theMatthews correlation coefficient
(MCC), and finally generate the final federated ensemble
classifier.

The primary contributions of our work can be listed as
follows:

1) We propose a novel Boosting-based Federated Ran-
dom Forest algorithm that combines both bagging and
boosting ensemble techniques and adapts them to hori-
zontal federated learning to enable different sites to per-
form joint machine learning operations without sharing
any real data between them or with a third party, hence
preserving privacy. Specifically, we consider the deci-
sion trees in each local random forest model as weak
classifiers and calculate their weights in a federated
manner.

2) We introduce a novel aggregation and weight calcu-
lation methodology that enables participating sites to
generate a global federated model that can improve
prediction capability of all sites, regardless of whether
they had a successful or unsuccessful local model.

3) We evaluate the performance of our algorithm in sev-
eral federated environments that we set up by using four
healthcare datasets.

4) We show with our experiments that our proposed algo-
rithm improves the prediction power of the baseline
local random forest model in all cases and produces
better results than similar approaches. In particular, the
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percentage of improvement is significantly high for
sites having unsuccessful local models because of their
poor quality or imbalanced data.

The rest of this paper is organized as follows. In Section 2,
we present the existing work on ensemble learning and
its federated implementation. In Section 3, we propose our
Boosting-based Federated Random Forest algorithm. Our
experimental study and results are presented in Sections
4 and 5, respectively. Finally, we conclude our paper with a
discussion in Section 6, and discuss future work in Section 7.

II. RELATED WORK
In this section, we present the concepts and work performed
in the field of ensemble learning and federated learning uti-
lizing ensemble techniques.

A. ENSEMBLE LEARNING
The idea of ensemble learning is to combine the predictions of
multiple classifiers to produce a single classifier that is more
accurate than any of the individual classifiers constituting
the ensemble [16]. It has been shown that the probability
of an ensemble classifier making an incorrect prediction
is usually lower than that of a single classifier. Therefore,
ensemble techniques have attracted the attention of many
researchers. As a result, several ensemble methodologies
have been developed, including bagging, boosting, arching,
and stacking [17]. These methods have been applied in a
variety of research fields, such as time-series forecasting,
image segmentation, and classification [18], [19], [20], [21].

Bagging is an ensemble algorithm that takes a number of
subsamples (with or without replacement) from the initial
dataset, trains individual predictive models on those sub-
samples and obtains the final classifier by averaging the
bootstrapped models, calculating weighted sums or majority
voting [22]. Random forest (RF) is the best-known bagging
algorithm that generates a number of decision trees by not
only taking the random subset of data, but also using a random
subset of features rather than all, to prevent strong predic-
tors in the dataset from generating highly correlated models.
It uses the majority voting approach while aggregating the
results of the individual decision trees. In the literature, there
are many extensions of random forests with different boot-
strapping approaches focusing on aspects such as clustered
or unbalanced data [23], [24], [25], [26].

Boosting is another popular ensemble method that is
widely used in machine learning applications. In boosting,
the aim is to create a strong classifier from a number of weak
classifiers that are trained sequentially by using the informa-
tion coming from the preceding ones [27]. AdaBoost is one
of the most popular boosting algorithms owing to its high-
performance and effective prediction capability [28], [29].
In AdaBoost, the weak classifiers are decision trees with only
one node and two leaves, which is called a stump. In each
iteration, a stump is generated, and weights are assigned to
both the data points (instances) and weak classifiers based
on the correctness of the predictions. Having trained a weak

classifier, AdaBoost increases the weight of the misclassified
instances and decreases the weight of the correctly classi-
fied instances so that subsequent classifiers can focus more
on the samples on which the previous classifier made an
error. The weights are calculated based on the error rate of
the weak classifier. Gradient-boosted trees (GBT) [30] and
XGBoost [31] are examples of other widely used boosting
techniques.

B. FEDERATED LEARNING
Federated learning (FL) enables multiple sites to build a
joint machine learning model by exchanging only informa-
tion about locally trained models, rather than actual data [6].
In FL, each site first builds a local model using their
respective training data. The local models are then either
transferred to a third-party coordinator, who is responsi-
ble for aggregating local models to build a global model,
or exchanged between the sites in a peer-to-peer manner
without the involvement of a third-party coordinator. After
McMahan et al. [8] developed the first federated learning
algorithm, namely FedAvg, in 2016, researchers have made
significant efforts to advance existing studies on topics such
as preventing privacy leakage, reducing communication cost,
decreasing computation cost, and increasing model perfor-
mance [9], [10], [11], [12], [13], in various fields of machine
learning such as classification, regression, association rule
learning, and deep learning [32], [33], [34]. In this study,
we focus on the application of ensemble strategies to improve
the classification performance in horizontal federated learn-
ing. Recently, researchers have performed several studies
on implementing the random forest in a federated manner.
Liu et al. [35] implemented a federated forest algorithm in
which participants calculate the impurity improvement values
for each feature locally, and the central coordinator selects the
feature that gives the best split so that a joint random forest
can be built. Ge et al. [36] improved the solution proposed
by Liu et al. by optimizing the feature selection and pruning
steps to create models with more accurate results. However,
both approaches focus on vertically partitioned data, in which
participants have different sets of features for the same sam-
ple space.

Studies on the application of federated learning for hor-
izontally partitioned data mainly utilize the boosting tech-
nique, particularly AdaBoost. Gambs et al. [37] proposed
MultBoost algorithm as a distributed implementation of
AdaBoost, where the dataset is split between two or more
participants, and the model is built in a privacy-preserving
manner. The idea of MultBoost is to merge weak classifiers
trained by participants in each iteration and compute the
weights based on data instances misclassified by the merged
weak classifier. However, one of the shortcomings of this
algorithm is that it requires intense communication between
the participants and a central coordinator, which creates a cru-
cial performance issue in a federated environment. To reduce
the communication cost and make computations in partici-
pants independent of each other, Palit et al. [14] introduced
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the AdaBoost.PL algrotihm. In AdaBoost.PL, participants
(or workers as the authors named) compute the local ensem-
ble classifier by completing all the iterations of AdaBoost.
Then, the workers sort the weak classifiers in increasing order
with respect to their weights and merges the ‘‘like-minded
classifiers’’ which are the ones located at the same index of
sorted classifier list at each participant.

Li et al. [15] implemented the BOPPID (Boosting-based
privacy-preserving integration of distributed data) algo-
rithm by following a different methodology while com-
bining the ensemble classifiers generated by the workers.
In BOPPID, local classifiers are shared between participants,
instead of being transferred to a central coordinator. Unlike
AdaBoost.PL, which merges the weak classifiers of local
ensemble classifiers, BOPPID updates their weights based on
the following three criteria: (1) The local model of the partic-
ipant performing the combination process is always assigned
more weight compared to other local models with the same
sample size. (2) The weights of participants’ local model are
proportional to their sample size such that the more data the
participant has, the more weight its local model is assigned.
(3) The weight of the local model of a participant performing
the combining process has an upper bound; otherwise, the
other models become insignificant.

In our work, we followed a different ensemble strategy
than BOPPID where the weak classifiers were the decision
trees in the local random forest models generated at each site.
Moreover, we used a different weight calculation methodol-
ogy when merging the weak classifiers. In the experiments,
we compared the results of our proposed algorithm with
only BOPPID, as Li et al. [15] showed that BOPPID per-
forms better than its competitors, namely MultBoost and
AdaBoost.PL.

III. METHODOLOGY
In this section, we first describe our Boosting-based Feder-
ated Random Forest (BOFRF) algorithm and give its mathe-
matical formulation. Second, we analyze the computational
complexity of it. Third, we study the privacy issues and
present two different implementation of the proposed algo-
rithm to increase the level of privacy. Description of the
notations used in the paper while explaining the details of
algorithm is shown in Table 1.

A. ALGORITHM
The federated environment consists of several sites, each of
which contains datasets with both common and local features.
Given N sites, the dataset of the nth site containing mn
instances can be represented as

Dn = {(X1, y1), (X2, y2), . . . , (Xmn , ymn )} (1)

where Xi is the vector of the feature values and yi ∈ {+1,−1}
is the label used for binary classification. The datasets at each
site are split into two sets: training set Sn and test set Tn, where
Sn ∪ Tn = Dn.

TABLE 1. Notations used in the paper while explaining the details of
algorithm.

In our algorithm, we first train a random forest model
on the training set, S, of each site. A random forest model
comprises several decision trees, each of which is built by
using a random subset of features at each split within the tree
algorithm. The random forest classifier having kn decision
trees trained at the nth site is represented as

Rn = {dn1 , d
n
2 , . . . , d

n
kn} (2)

where dni is the ith decision tree generated in the random for-
est. In the standard random forest algorithm, after the model
is built, each decision tree makes a prediction on the test set
T , and the label predicted by the majority of decision trees
constitutes the final prediction. In our algorithm, however,
we apply a boosting methodology in a federated manner to
calculate the weight αni for each decision tree1 so that their
combination will constitute the final ensemble classifier. For
this purpose, we first run each decision tree dni of classifier
Rn on the training set Sn. Then, for each dni we calculate the
confusion matrix cni which is a two-dimensional array of the
number of true positive, true negative, false positive and false
negative predictions, such that

cni (n) = (tp, tn, fp, fn). (3)

In the second step, all sites share their own decision trees,
in other words weak classifiers, with every other site, hence
the qth site retrieves ((

∑N
i=1 ki) − kq) number of decision

1In our proposed solution, decision trees are the weak classifiers of the
final ensemble classifier. We use both terms interchangeably; however, they
always refer to the same thing.
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FIGURE 1. The first three steps of BOFRF in an example federated setup in which 3 sites participated.
Ellipses and rounded rectangles represent decision trees and confusion matrices, respectively. Straight lines
show items sent and dashed lines show items retrieved as a response. Circles indicate step numbers. Note
that although all straight lines are part of step 2 and all dashed lines are part of step 3, these are shown in
only one place for visual convenience.

trees. Each decision tree is then run on the site’s training
set Sq, and the corresponding confusion matrix is calculated.
The confusion matrix calculated by the qth site for the deci-
sion tree dni retrieved from the nth site can be represented as

cni (q) = (tp, tn, fp, fn). (4)

In the third step, each site sends the confusion matrices
generated in the second step to the sites from which the
corresponding decision treewas received. The final confusion
matrix for a decision tree dni is generated by adding up true
positives with true positives, true negatives with true nega-
tives, and so on, as in

Cn
i =

N∑
j=1

cni (j). (5)

Fig. 1 illustrates the first three steps of the algorithm in
an example federated setup in which three sites participated.
In the figure, each ellipse within a site corresponds to a deci-
sion tree, whereas the rounded rectangle next to it represents
the corresponding confusion matrix. The arrows indicate the
communication between sites where decision trees are sent,
and confusion matrices are retrieved. The order of the steps
is shown by circles with numbers.

Once the final confusion matrices are calculated, the next
step is to assign weights to each decision tree. Most ensemble
methods utilize the accuracy or error rate, ratio of misclas-
sified instances, and total number of instances to calculate
weights for weak classifiers. However, this is not always the
best solution, especially when one of the sites has imbalanced
data. Assume that a site contains 98% of the data labeled as

positive and 2% of the data labeled as negative. If we generate
a learning model that always classifies all instances as posi-
tive, we obtain an accuracy of 98%. This model appears to be
one of the best models that can be generated; however, it is
useless. This problem is known as the ‘‘accuracy paradox’’ in
the literature [38]. Instead, we can utilize other performance
metrics such as area under curve (AUC), precision, recall,
and F-score, depending on the type of problem we are trying
to solve. Among them, the AUC is the most widely used
performance metric, which can produce good results for both
balanced and imbalanced datasets. However, the success of
the AUC decreases with an increase in the imbalance or
skewness in the dataset. In such cases, precision and recall
would evaluate the model’s performance better [39]. Preci-
sion is a useful metric for cases in which the number of
false positives should be minimized, whereas recall, which is
the accuracy on positive label, aims to minimize the number
of false negatives. In order to benefit from both precision
and recall at the same time, the F1-score was introduced as
the harmonic mean of the two metrics. Although it is an
effectivemetric for imbalanced datasets, it cannot be used as a
generic weight calculation metric in a federated environment
either, because it does not consider true negative predictions;
hence, it is not able to detect true negative rates. In our
work, we first used accuracy and F1-score to calculate the
weights of each decision tree, but we observed that neither
the federated model generated with accuracy nor the one
generated with the F1-score always outperformed the local
models. When we looked deeper into the results, we noticed
that when a decision tree that predicts negative values well
is combined with a decision tree that predicts positive values
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FIGURE 2. The weight calculation and aggregation steps of BOFRF in an example federated
setup in which 3 sites participated. The rectangle on top represents the federated model
generated as a combination of weighted decision trees coming from local RF models.

well, one degrades the performance of the other because of
the aforementioned reasons.

TheMatthews correlation coefficient (MCC), or phi coeffi-
cient, is a statistical measure used to discover the association
between two binary variables [40]. It was adapted to the
machine learning domain by Baldi et al. [41] in 2000 as
a performance metric to show the correlation between pre-
dictions and real values. MCC considers all values in the
confusion matrix; hence, it is not affected by imbalanced or
skewed datasets [42]. It has been shown that it is more robust
and reliable than the aforecited performance metrics when
evaluating the classifier performance in both balanced and
imbalanced cases [43]. Therefore, in our proposed methodol-
ogy, we utilized the MCC to calculate the classifier weights.
The MCC is calculated as

MCC =
(tp×tn)− (fp×fn)

√
(tp+ fp)×(tp+ fn)×(tn+ fp)×(tn+ fn)

. (6)

The values of MCC range between [−1, +1], where
+1 indicates perfect classifier, 0 indicates random guessing
classifier, while −1 indicates completely opposite classifier
which predicts everything wrongly. Therefore, we are only
interested in classifiers having positive MCC value. If all
instances in the dataset belongs to only one label, either
positive or negative, or if the classifier predicts everything
as positive or negative, both the nominator and denominator
in MCC become zero, which is undefined. In such cases,
we can directly set the MCC to zero and ignore the classifier.
Because the randomness of the classifier increases as the
MCC converges to zero, we observed that removing weak
classifiers having an MCC value below a certain threshold
τ increases the performance of the final ensemble classifier.
In our experiments, we obtained the optimal results with

threshold τ = 0.2. Based on these, the weight αni of decision
tree dni having a final confusion matrix Cn

i is calculated as

αni =

{
M (Cn

i ) ifM (Cn
i ) > τ

0 otherwise
(7)

where M (Cn
i ) is the MCC value calculated from confusion

matrix Cn
i . After the weights of decision trees are calculated,

the local ensemble classifier Fn at the nth site is generated as

Fn = (αn1×d
n
1 )+ (αn2×d

n
2 )+ . . .+ (αnkn×d

n
kn ). (8)

Finally, the linear combination of local ensemble clas-
sifiers, that is, all decision trees with their corresponding
weights, constitutes the final global ensemble classifier F =
F1 + F2 + . . .+ Fn, which can also be represented as

F = (α11×d
1
1 )+ . . .+ (α1k1×d

1
k1 )+ (α21×d

2
1 )

+ . . .+ (α2k2×d
2
k2 )+ (αn1×d

n
1 )+ . . .+ (αnkn×d

n
kn ). (9)

The final steps of the algorithm are illustrated in Fig. 2.
In general, F can be formulated as

F =
N∑
n=1

kn∑
i=1

αni ×d
n
i . (10)

The pseudocode for our proposed Boosting-based Fed-
erated Random Forest (BOFRF) algorithm is shown in
Algorithm 1. First, each site trains a standard random forest
model on its training set and calculates the values of the con-
fusion matrix (lines 1-8). The output random forest models,
which contain a number of decision trees, are then sent to
every other site (line 9). In lines 11-20, each site calculates the
statistics for all decision trees of other sites on its own training
data and sends back the results. The confusion matrices are
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Algorithm 1 Boosting-Based Federated Random Forest (BOFRF)
Input: Dataset of N sites {D1,D2, . . . ,DN } where Di = {(X1, y1), (X2, y2), . . . , (Xmi , ymi )}.
Output: The final global ensemble classifier F
Procedure:
1: for n← 1 to N do in parallel FStep 1: Train a Random Forest model at each site
2: Sn← Training set after Dn is split
3: Tn← Test set after Dn is split
4: Rn← RANDOM_FOREST (Sn)
5: for i← 1 to kn do
6: ypred ← PREDICT (dni , Sn)
7: cni (n)← CONFUSION_MATRIX (ypred , Sn) FEq. (3)
8: end for
9: Send Rn to every other site FStep 2: Share decision trees with every other site
10: end for
11: for q← 1 to N do in parallel FStep 3: Run each decision tree retrieved from other sites
12: Create an array containing index of every other site N ′← [1 to N except for q]
13: for n in N ′ do
14: for i← 1 to kn do
15: ypred ← PREDICT (dni , Sq)
16: cni (q)← CONFUSION_MATRIX (ypred , Sq) FEq. (4)
17: end for
18: end for
19: Send all cni (q) for d

n
i to the nth site which is the owner FStep 3: Send confusion matrices

20: end for
21: for n← 1 to N do in parallel
22: for i← 1 to kn do FStep 4: Merge confusion matrices and calculate weight
23: Cn

i ←
∑N

j=1 c
n
i (j) FEq. (5)

24: w← MCC(Cn
i ) FEq. (6)

25: if (w > τ ) then FEq. (7)
26: αni ← w
27: else
28: αni ← 0
29: end if
30: end for
31: Fn←

∑kn
i=1 α

n
i ×d

n
i FStep 5: Build the local ensemble model (8)

32: end for
33: return F =

∑N
n=1

∑kn
i=1 α

n
i ×d

n
i FStep 6: Build the global federated ensemble model (9),

(10)

then merged in line 23, and the corresponding weight is
calculated in lines 24-29. In line 33, the weighted decision
trees are combined, and the final ensemble classifier is built.

As a result, using a federated ensemble classifier F , the
ensemble prediction becomes the sign of F for a given vector
of the feature values X . An important point that should be
highlighted here is that unlike traditional weak classifiers,
which return either+1 or−1, the weak classifiers in BOFRF
might also return 0 as a way of ‘‘abstaining’’ from answer-
ing [44]. In BOFRF, a weak classifier (decision tree) predicts
0 if any of its nodes contains a feature which does not appear
in the feature space of the site where the prediction was made
(line 6 and line 15). In such cases, related sites do not con-
tribute to updating the confusion matrix of the corresponding
weak classifier.

Last, but not least, after the federated ensemble classifier
F is generated, each site makes predictions on its test set Tn
by using both F and Fn, and compares the results to check
which one is better. If F is better than Fn, the nth site uses F
for future predictions; otherwise, it uses Fn. Thus, it is always
ensured that the final model performs at least as well as the
local model for each site.

B. COMPUTATIONAL COMPLEXITY
In this section, we analyze the computational complexity of
BOFRF by going through each step of the algorithm. The
first step of BOFRF is to build a standard random forest
model containing kn decision trees. The cost of building a
decision tree at the nth site is O(fnmn log(mn)), where fn is
the number of features in the dataset (i.e., the length of Xn),
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mn is the number of instances, and log(mn) is the depth of
the tree in the worst-case scenario. Thus, the complexity of
Random Forest becomes O(knfnmn log(mn)). It requires one
pass through the training set for each decision tree to make a
prediction and generate the confusion matrix; hence, the cost
is O(knmn). As a result, the computational complexity of the
first step (lines 1-10) isO(knfnmn log(mn)+knmn), which can
be asymptotically rewritten as O(knfnmn log(mn)).
In the second step (lines 11-20), decision trees are shared

between sites and confusion matrices are generated. From a
complexity point of view, the only difference between steps
1 and 2 is the increase in the number of decision trees; hence,
the cost is O(Kmn), where K is the number of trees retrieved
from other sites.

In the last step (lines 21-32), for each decision tree, we iter-
ate through the N number of confusion matrices to calculate
weight. Hence, the computational complexity is O(knN ).
Since all the three steps are performed in parallel at differ-

ent sites, the complexity depends on the maximum number
of decision trees, features, and instances among all the par-
ticipating sites. Consequently, the computational complexity
of BOFRF becomes O(k ′f ′m′ log(m′)+ K ′m′ + k ′N ), where
k ′,f ′,m′,and K ′ represent the maximum values. Since K ′ ≤
k ′ ∗ N , because k ′ ∗ N also represents the total number of
decision trees at all sites, the computational complexity of
BOFRF becomes O(k ′f ′m′ log(m′) + k ′m′N ), which can be
simplified to O(k ′m′(f ′ log(m′)+ N )).

C. PRIVACY ISSUES
The proposed BOFRF algorithm provides an adequate level
of privacy in its current form as the actual data is not shared
among the participants. However, sharing evaluation metrics
in the presence of a sneaky site in the federated environment
may still result in a privacy breach. For instance, if the sneaky
site knows the characteristics of a particular patient, it can
generate two models, one of which labels the individual as
Class 0, and the other as Class 1. Then, by comparing the con-
fusion matrices from other sites to find exactly 1 difference,
the sneaky site can find out which site the patient belongs
to. To prevent this from happening and increase the level
of privacy, we propose two different implementations for
our proposed BOFRF algorithm in this section: centralized
implementation with a trusted third party and decentralized
implementation using secure sum protocol.
In centralized implementation with a trusted third party,

participating sites send their decision trees and confusion
matrices to an orchestrator who is responsible for sending the
decision trees to the other sites, retrieving output confusion
matrices, and calculating the final confusion matrix for each
decision treewithout knowing anything about the information
provided by the sites. The orchestrator then sends the final
confusion matrix of each decision tree to the site that owns
the respective tree. In this way, the participating sites never
see the confusion matrices of other sites; hence, privacy is
protected against certain types of attacks like patient-site
assignment attack.

In decentralized implementation, instead of communicat-
ing with a third party, participating sites communicate with
each other in a circular way. This approach uses the secure
sum protocol, which allows participating sites to calculate the
sum of their individual data without exposing their data to
other sites [45]. In this protocol, one of the sites first adds
a random noise to its own data and sends it to the next site.
The site adds this number to its own data and sends it to the
next site. This process is repeated until the site that started the
protocol retrieves the sum. The site then subtracts the noise
from the sum and finds out the actual sum. In decentralized
implementation of BOFRF, each site executes the secure sum
protocol for each confusion matrix. In the first round of this
process, all the sites add random noise to their local confusion
matrices and send them to the next site along with their local
decision trees. The recipient site runs the retrieved decision
trees on its own data, calculates the confusion matrices, adds
these values to the received confusion matrices, and sends
the decision trees and confusion matrices to the next site.
The process continues until the circular cycle is completed.
All sites then subtract the noise they added to confusionmatri-
ces at the first step and obtain the final confusion matrices.
In this implementation, the participating sites see some values
in confusion matrices, but they never know the actual values.
Although both implementations increase the level of pri-

vacy, it should be noted that there is a trade-off between the
level of privacy and complexity. Centralized implementation
increases the communication cost as all information exchange
is done through a trusted third party, whereas decentralized
implementation increases the time cost as execution is done
sequentially rather than parallel.

IV. EXPERIMENTS
In this section, we describe in detail the datasets we consid-
ered and the environments we set up in our experiments to
evaluate the effectiveness of the proposed BOFRF algorithm.

A. DATASETS
In our experiments, we used four healthcare datasets. The
Pima Indians Diabetes dataset from Kaggle [46], [47] con-
tains the data of 768 patients who were studied by the
National Institute of Diabetes and Digestive and Kidney Dis-
eases in Phoenix, Arizona. It has 8 independent features:
age, body-mass index, number of pregnancies, plasma glu-
cose, diastolic blood pressure, triceps skin fold thickness,
insulin, diabetes pedigree function; and 1 dependent feature
in which 1 is interpreted as ‘‘diabetes positive’’. We used this
dataset to build machine-learning models to predict whether
a patient in the dataset had diabetes.
The Diabetic Retinopathy dataset from the UCI Machine

Learning Repository [48], [49] contains data extracted from
1151 eye fundus images to predict whether an image contains
the sign of diabetic retinopathy, which is a visual impair-
ment caused by diabetes mellitus. It consists of 19 inde-
pendent features related to a lesion in the eye, anatomical
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FIGURE 3. The setup and evaluation procedure of the experiments. In the
setup, the dataset is split into n sites constituting the federated
environment. In the evaluation, data at each site are split as training and
test, and local Random Forest models are generated. After federated
BOFRF model is built on top of the local models, it is evaluated on test
data of each site.

information, or an image-level descriptor; and one dependent
feature, where 1 indicates a sign of diabetic retinopathy.

The South African Heart Disease dataset contains data
of 462 men living in the heart-disease high-risk region of
Western Cape, South Africa. Researchers took a subset of it
consisting of 9 features, which are systolic blood pressure,
LDL cholesterol, family history of heart disease, adiposity,
obesity, type-A behavior, tobacco and alcohol usage, and age,
for predicting whether a patient will suffer from coronary
heart disease or not. In this study, we used the dataset pub-
lished by Bartley in Harvard Dataverse [50], [51].

The SHELTER study conducted research between
2009 and 2011 to assess the care needs and provision of care
to nursing home (NH) residents in Europe [52] and collected
the data of 4156 NH residents in eight countries (Czechia,
England, Finland, France, Germany, Italy, The Netherlands,
and Israel). Onder et al. [53] analyzed the determinants of
excessive polypharmacy (usage of more than 10 drugs) in
the SHELTER dataset and identified the factors that are
associated with excessive polypharmacy. We utilized this
information and extracted 14 features from the SHELTER
dataset; and used this dataset to predict excessive polyphar-
macy risk of NH residents.

B. ENVIRONMENT SETUP
In our study, we conducted two types of experiments. In the
first type, which we call observational experiments, we used
the Pima Indians Diabetes, Diabetic Retinopathy, and South
African Heart Disease datasets to set up different federated
environments to prove the effectiveness of BOFRF in chal-
lenging scenarios of federated learning. In this regard, we set
up federated environments consisting of different numbers
of sites (i.e., 2, 3, or 4) by splitting the datasets into several
datasets with different characteristics, i.e., datasets producing
well-performing local models or datasets producing unsuc-
cessful local models. The setup and evaluation procedures of
these experiments are illustrated in Fig. 3.

TABLE 2. Number of sites, total number of records, and the number of
positive and negative labelled instances in the federated environments
built in the experiments.

In the second type of experiments, which were conducted
on the SHELTER dataset, we did not follow the same setup
procedure because the dataset was already split according
to origin countries. Instead, we built a total of 247 feder-
ated environments consisting of two, three, four, five, six,
seven, and eight sites, with all possible combinations of the
eight countries involved in the dataset. In these experiments,
we performed statistical testing of BOFRF and observed how
well it performs in real federated environments that we did not
emulate, as well as how effective it is on larger datasets and
increasing number of participants. Table 2 shows the details
of the environments, including the total number of records
at each site and the number of positive and negative labelled
instances.
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C. EVALUATION PROCEDURE
In each experiment, we first compared the results of our pro-
posed BOFRF algorithm with the baseline, which is the local
random forest algorithm of each participating site, to show
howBOFRF can improve the predictive power of the baseline
local model. While building the local random forest models,
we applied 10-fold cross-validation and used the grid search
method to avoid overfitting and determine the best model
with the best hyperparameter combination. To ensure privacy
of sensitive data and enable the calculation of the AUC,
we put some restrictions on the hyperparameter values that
are explored by the search grid, such as the minimum leaf
size. For instance, a suspicious site may attempt to identify a
subject through a decision tree that has a leaf node with only
one subject. Therefore, a value of 1 for the minimum leaf size
was not allowed so that none of the sites could generate such
decision trees. This also makes the calculation of prediction
probabilities possible for each decision tree since no leaf node
contains a single class estimate. The prediction probabilities
of decision trees are required to calculate the AUC values
of the random forest models and the BOFRF model. Then,
to evaluate the success of our proposed algorithm against
existing solutions, we compared the results of BOFRF with
those of the federated model generated by one of the most
successful existing solutions in the field, namely BOPPID.
For a fair comparison, we implemented the algorithm pro-
posed by Li et al. in their paper [15] in Python and ran
both BOPPID and local AdaBoost, which is the baseline of
BOPPID in each experiment.

V. RESULTS
A. RESULTS OF OBSERVATIONAL EXPERIMENTS
1) COMPARISON WITH LOCAL RANDOM FOREST
We utilized the Pima Indian Diabetes dataset to set up six dif-
ferent environments with two different characteristics: (i) all
sites had quite good models with relatively close AUC values
(Environments 1 and 3), and (ii) one site had a very good
model with a high AUC value, and at least one site had a poor
model with a low AUC value (Environments 2, 4, 5 and 6).
The results are presented in Table 3.

In all cases, BOFRF successfully improved the perfor-
mance of all local RFmodels. In the former, the percentage of
improvements was usually around the same level at all sites,
that is between 1-6%. In the latter, we observed a significant
improvement in sites having poor models with low AUC
values. BOFRF increased the local AUC value from 0.752
to 0.856 in Environment 2 (13.86% increase), from 0.734 to
0.882 in Environment 4 (20.17% increase), from 0.735 to
0.833 and from 0.714 to 0.849 in Environment 5 (11.7% and
15.86% increase, respectively), and from 0.686 to 0.904 in
Environment 6 (24.29% increase). In these settings, the
improvement on the best-performing model was usually
around 0-2%, but this is something expected because these
models can only be improved up to a certain level as they
already have high AUC values. Fig. 4 shows the comparison

TABLE 3. Comparison of algorithms based on the AUC values in
federated environments built on the Pima Indian Diabetes dataset. For
better visualization, environments are abbreviated as E1, E2, etc.,
whereas sites are abbreviated as S1, S2, etc. The (*) near the values in the
‘‘Change’’ columns highlights the improvements that BOFRF provided
significantly high.

TABLE 4. Comparison of algorithms based on the AUC values in
federated environments built on the Diabetic Retinopathy and South
African Heart Disease datasets. For better visualization, environments are
abbreviated as E1, E2, etc., whereas sites are abbreviated as S1, S2, etc.
The (*) near the values in the ‘‘Change’’ columns highlights the
improvements that BOFRF provided significantly high.

of the local RF with BOFRF on the Pima Indian Diabetes
dataset.

On the Diabetic Retinopathy dataset, we set up three envi-
ronments, i.e., Environments 7, 8, and 9 as shown in Table 4.
In Environment 8, where the participating sites had AUC
values close to each other, we observed the same level of
improvement as in the Pima Indian Diabetes dataset. In Envi-
ronment 7, there were two sites, Site 1 and Site 2, with AUC
values of 0.666 and 0.742, respectively. BOFRF improved
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FIGURE 4. Comparison of the local RF with BOFRF in the Pima Indian Diabetes dataset. Orange bars represent the
performance of local RF, whereas green bars represent the performance of BOFRF.

FIGURE 5. Comparison of the local RF and BOFRF in the Diabetic Retinopathy and South African Heart Disease
datasets. Orange bars represent the performance of local RF, whereas green bars represent the performance of
BOFRF.

the AUC values by 9.8% and 2.03%, respectively. In Envi-
ronment 9, we kept Site 1 as it is and introduced two new
sites having AUC values as low as Site 2 in Environment 7.
In this case, BOFRF significantly improved the AUC values
by 20.44% and 30.72%.

On the South African Heart Disease dataset, we intro-
duced sites having the lowest AUC values in all experiments
and evaluated the performance improvement. The results for
Environments 10, 11, and 12 are shown in Table 4. In Envi-
ronment 10, Site 1 had a local RF model with an AUC
value of 0.580, and Site 2 had a local RF model with an
AUC value of 0.758. After applying BOFRF, the AUC values
increased by 30.77% and 4.71%, and became 0.759 and
0.793, respectively. In Environment 11, Site 3 had a very low
AUC value of 0.573 due to its imbalanced data with only
22% positive. BOFRF provided 21.21% of improvement on
this site and increased its AUC value to 0.696. Similarly,
it increased the AUC of Site 1 in Environment 11 from
0.618 to 0.709 by 14.7%, and the AUC of Site 2 in Environ-
ment 12 from 0.599 to 0.685 by 14.22%. The overall compar-
ison of local RF and BOFRF in the Diabetic Retinopathy and
South African Heart Disease datasets is displayed in Fig. 5.
As a result of these experiments, we observed that for all

sites, our proposed BOFRF algorithm successfully improved

the prediction performance of the local RF. In particular,
BOFRF significantly improved the prediction performance
of sites whose local model was poor (i.e., having an AUC
value less than 0.75). We highlighted such cases in Table 3
and Table 4 with ‘‘(*)’’ near the percentage of change values.
For instance, in Environments 6, 9, and 10, we observed
that BOFRF increased the local AUC value from 0.686 to
0.904 (24.29% increase), 0.638 to 0.833 (30.72% increase),
and 0.580 to 0.759 (30.77% increase), respectively, with the
help of other well-performing models. Furthermore, we also
observed that even a site with a poor local model can provide
a remarkable contribution to the other sites in BOFRF as
presented in Environments 7 and 9.

2) COMPARISON WITH BOPPID
In our observational experiments, we observed that BOFRF
provided better AUC results than BOPPID in 91.6% of
the cases. In addition, the percentage of improvement pro-
vided by BOFRF was higher than that provided by BOPPID
in 77.7% of the cases as shown in Fig. 6. The average
change percentages of BOFRF and BOPPID were 9.04%
and 4.67% respectively, which shows that BOFRF can
improve the performance of the local models better than
BOPPID.
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FIGURE 6. Comparison of percentage of improvement provided by BOPPID and BOFRF on their baseline local
models in observational experiments. Blue bars represent the percentage of improvement provided by BOPPID,
whereas green bars represent the percentage of improvement provided by BOFRF.

TABLE 5. Achieved AUC values of countries along with their standard
deviations in real federated environments built on the SHELTER dataset.

B. RESULTS OF STATISTICAL EXPERIMENTS
In the statistical experiments that we performed on the SHEL-
TER dataset, we built 247 environments in total, consisting of
every possible combination of countries in federated settings
with two, three, four, five, six, seven, and eight sites. For
example, Czechia (CZ) is involved in 7 settings with two
sites (Czechia and another country), 21 settings with three
sites (Czechia and two more countries), 35 settings with
four sites, and so on. In each environment, we first run the
local random forest model, which is the baseline of BOFRF,
at each site (country) without using the federated learning
approach. We then run the BOPPID and BOFRF algorithms
in each of the 247 environments, and calculated the mean
AUC and accuracy values for each country. In Tables 5 and 6,

TABLE 6. Achieved accuracy values of countries along with their standard
deviations in real federated environments built on the SHELTER dataset.

we compare these values along with their standard deviations
and p-values.

The statistical experiments confirmed our findings in
observational experiments; that is, BOFRF improved the pre-
diction power of the baseline local random forest model in
all cases. In particular, in Table 5, the best improvement was
observed in Czechia (CZ) and England (EN), which had the
lowest AUC value in their baseline random forest models,
that is, the two most unsuccessful local classifiers. On the
other hand, BOPPID provided the best improvement on the
site having the best performing local model, the Netherlands
(NL), which is also the only case in which BOPPID produced
better result than BOFRF. This is understandable because
BOPPID is designed to give more importance to the site’s
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FIGURE 7. Overall AUC comparison of BOFRF with the baseline local RF model and BOPPID. The blue, orange, and
green lines in each chart represent the BOFRF, BOPPID, and local RF, respectively. The blue-painted areas show the
range that the AUC values of BOFRF change.

own local model than the others in the federated model.
However, in all the other cases, BOFRF produced better
results than BOPPID. To statistically verify that BOFRF
outperforms BOPPID, right-tailed Z-test was applied. The
alternative hypothesis H1 was that the mean AUC value of
BOFRF (µ) is greater than the mean AUC value of BOPPID
(µ0) at a given level of significance. The null hypothesis was
just the opposite as formulated in (11).

H0 : µ ≤ µ0

H1 : µ > µ0 (11)

After the Z-tests were run, the corresponding p-value of
each test were calculated based on the output Z-scores. The
level of significance was determined as α = 0.05. If the

p-value ≤ 0.05, the null hypothesis should be rejected, oth-
erwise it cannot be rejected. The null hypothesis can also be
rejected if the Z-score ≥ 1.645, which is the critical value
for the significance level of 0.05. As shown in Table 5, the
p-value of all sites except the Netherlands were either
0.000 or 0.001, which means that the null hypothesis is
rejected, hence the alternative hypothesis is true. The rea-
son that p-values of the sites had such low values was
because their corresponding Z-scores had extremely high
values, ranging from 7 to 52. The results obtained with
the accuracy values were in line with those obtained with
the AUC values. As shown in Table 6, BOFRF gave bet-
ter accuracy results than BOPPID in all cases. The only
p-value that was not below 0.05, hence not rejecting the null
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FIGURE 8. Overall accuracy comparison of BOFRF with the baseline local RF model and BOPPID. The blue, orange,
and green lines in each chart represent the BOFRF, BOPPID, and local RF, respectively. The blue-painted areas show
the range that the accuracy values of BOFRF change.

hypothesis, was that of Italy. Consequently, in seven out of
eight sites in both AUC and accuracy, we had statistically
significant evidence to confirm that BOFRF outperforms
BOPPID.

Fig. 7 and Fig. 8 elaborate the comparison of AUC and
accuracy values shown in Table 5 and Table 6 respectively,
and provide line charts to depict the influence of the increas-
ing number of sites on the performance of the algorithms.
In the figures, the blue lines represent the mean values of
BOFRF, whereas the orange lines represent the mean values
of BOPPID. The AUC/accuracy value of the baseline local
RF model is represented by a straight green line. To illustrate,
in Fig. 7, the mean AUC values of BOFRF for Czechia in

federated settings with two, three, four, five, six, and seven
sites were calculated as 0.643, 0.649, 0.658, 0.661, 0.665,
and 0.678, respectively. The blue-painted areas in the figure
show the range in which the values of BOFRF change, that
is, the area between the minimum and the maximum values,
and the blue lines indicate the average values for each setting.
In Czechia, England, Finland, Italy, and the Netherlands, the
blue line followed an ascending path, implying that for an
increasing number of sites, the performance of the BOFRF
increased as well. In the case of France, increasing number
of sites did not significantly affect the result; hence, the
line followed a straight path, indicating that the same level
of improvement was observed in all scenarios. A decrease
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in performance for an increasing number of sites was only
observed in Germany and Israel, but in both cases, the rate of
decrease was limited and BOFRF performed better than local
RF and BOPPID in all scenarios.

VI. DISCUSSION
The experiments showed that our proposed algorithm can
successfully generate a powerful global model for all sites
participating in the federated setting, regardless of whether
they have well-performing or under-performing local models.
In this section, we evaluate the results further and discuss the
advantages and limitations of the proposed solution.

First, the empirical results show that BOFRF consistently
improves the prediction performance of local RF model,
hence achieves the main objective of federated learning
because BOFRF considers the performance of each decision
tree across all sites with equal emphasis. When compared
to one of the best-performing existing solutions, namely
BOPPID, the most important advantage of BOFRF is that it
provides significantly high prediction improvement for the
sites whose local model is not performing well, suggest-
ing that the algorithm also attained the expected impact.
The particularly important feature of BOFRF that enables
it to achieve this is its novel MCC-based weight calculation
methodology, which takes both target classes (0 and 1) into
account when calculating the weights of each decision tree.
In our experiments, we observed that the closer the AUC
value of the local site is to 0.5, which is regarded as the fail-
ure limit, the more improvement BOFRF can provide given
successful local models from other sites. This is important
because in federated environments, enhancing the prediction
capability of unsuccessful sites is much more important than
the others in many cases. Thanks to BOFRF, these sites could
benefit from the advantages of federated machine learning,
that is, the ability to make accurate predictions despite the
insufficient data they have in their repositories. Therefore,
unless the usage of AdaBoost models is more convenient
than RF models for some datasets (e.g., datasets producing
high bias and low variance models), we believe that BOFRF
would be a better choice than BOPPID because of the better
prediction improvement it can provide for the sites, especially
those with relatively unsuccessful local models.

In the literature, there are numerous solutions utilizing
deep learning methods for federated learning [54], [55].
Although federated deep-learning approaches can produce
better results than traditional federated learning methods in
certain settings, they are computationally expensive, bring
a communication overhead, and require a large amount of
training data. Therefore, the implementation of federated
solutions on traditional machine learning methods, including
random forest, is still an important topic that has been widely
studied by researchers. In this regard, we believe that the
proposed solution is an essential contribution to state-of-the-
art federated solutions.

Using decision trees as weak classifiers is a useful
approach to follow in federated settings because decision

trees have many advantages over other machine learning
methods, such as the ability to handle categorical data and
the ability to deal with outliers and noisy or missing data.
Furthermore, although the participating sites mostly share
the same set of features, they may still have some local
features that are not present in others. This is not an issue in
random forest because the standard random forest algorithm
already uses the idea of taking a random subset of features
to build each decision tree to prevent overfitting; hence, the
local features are not present in every decision tree generated
at sites. However, this is valid up to a point because the
more local features differ from each other, the more vertical
they become, which may prevent the BOFRF algorithm from
producing successful results. Therefore, we note that our
work is currently limited to horizontally partitioned data;
hence, it may not be suitable for applications in vertical
settings. Furthermore, in this study, we did not focus on
improving the robustness of the proposed algorithm. Future
enhancements could include the addition of a validation step,
where the sites approve the retrieval of decision trees sent by
other sites.

VII. CONCLUSION
In this paper, we propose a novel federated ensemble
classification algorithm for horizontally partitioned data,
namely Boosting-based Federated Random Forest (BOFRF),
in which we adapt the idea of boosting to random forest
in a federated manner and introduce a new aggregation and
weight calculation methodology in the integration phase.
We present a number of observational and statistical exper-
iments conducted on four healthcare datasets to measure
the performance of BOFRF. The empirical results show that
BOFRF improves the prediction performance of the local
random forest models in all cases.Moreover, andmore impor-
tantly, it provides significantly high improvement on the
predictive power of sites having unsuccessful local classifiers
because of their poor quality or imbalanced data unlike exist-
ing solutions.

In future work, to further improve the prediction capa-
bility of participating sites, we aim to extend our solution
by adapting the concept of personalized federated learning
[56], [57], [58], where each site obtains a site-specific fed-
erated model instead of a single global model. Furthermore,
we aim to analyze the effect of applying feature selection
techniques [59], [60] prior to running the actual algorithm to
handle heterogeneous data.
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