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ABSTRACT Good sleep quality is very important for everyone to protect physical and mental health.
People’s sleep behavior at night reflects their sleep status. In this paper, we propose a method to detect
people’s sleep behavior at night by adopting Pseudo-3D (P3D) convolution neural network with attention
mechanism. In particular, we propose a new structure, which integrates Squeeze-and-Excitation (SE) blocks
into P3D blocks, named P3D-Attention. For the input video, we use P3D blocks to extract spatial-temporal
features, and use SE blocks to pay more attentions to the important channel features. The proposed network
is tested on the Sleep Action (SA) dataset, which consists of five different actions, namely turn over, get
up, fall off bed, play mobile phone, and normal sleep. Experimental results show that the proposed network
achieves reasonably good detection results, and the accuracy rate on the test set can reach 90.67%. Compared
with 3D convolutional neural networks (C3D), our proposed network can increase the accuracy by about 6%
with only 1/6 model parameter size, and achieves an average prediction speed about 1.75 item/s. Compared
with the residual spatiotemporal convolution network (R(2+1)D), our proposed network can increase the
accuracy rate by about 1.5% with less than 1/2 model parameter size.

INDEX TERMS Pseudo-3D convolution, attention mechanism, spatial-temporal feature extraction, sleep
behavior detection.

I. INTRODUCTION
People’s physical and mental health is closely related to
sleep. Having sufficient sleep time and high-quality sleep is
a necessary condition for everybody to keep a good state.
According to the annual sleep report of China (2022), the
overall sleep status of Chinese residents is not optimistic.
In 2021, 67.5% respondents slept less than eight hours per
day on average [1]. For some particular application scenarios,
such as nursing home, elderly home endowment, child care,
hospital, home disease rehabilitation, depression treatment,
and prisons, etc., monitoring the personnel sleep state can
reveal the body condition of specific people, so timely medi-
cal treatment and psychological counseling can be provided,
which can effectively reduce the damage to health and avoid
the occurrence of risk event.
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Traditionally, the sleep status detection is evaluated by
using the polysomnography (PSD) [2], [3]. However, only
specialized technicians or doctors can draw the PSD, and
testers need to wear a large number of heavy and com-
plex equipments, which severely impairs the sleep comfort.
Subsequently, the activity recorder is invented, which uses
sensors to measure and record the wrist acceleration [4],
[5]. Although, sensors can measure the number of turn
over and judge the effective sleep time, testers still need
to wear equipments during sleep. The high experimental
cost and user-unfriendly wearing experience restricts its
application. In recent years, benefiting from the great devel-
opment of computer technology and the emergence of large-
scale datasets, such as ImageNet [6], convolutional neural
network (CNN) has made remarkable progress in image
classification. Many deep learning models have emerged,
such as VGGNet [7], GoogLeNet [8], Residual Network [9],
are widely used in pattern recognition, artificial intelligence,
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communications, bioinformatics and natural language pro-
cessing, etc. In bioinformatics and computational biology,
deep learning models have been implemented to identify
DNA 6mA sites from the cross-species genome [10], and
identify Flavin mono-nucleotide (FMN) biding sites in elec-
tron transport chains [11]. It is natural to use CNNs for the
video recognition. Video is a series of continuous image
frames playing at a certain speed. Different from images,
video contains not only spatial information of behaviors and
scenes, but also temporal information of dynamic evolutions
of behaviors. Video behavior recognition based on 3D con-
volutions has been widely studied, as it can improve the
accuracy of human action recognition. 3D convolution is
an extension of 2D convolution, which extends the spatial
convolution to the spatial-temporal convolution, to simulta-
neously extract both spatial and temporal features. However,
it faces some serious issues, such as large amount of compu-
tation, high memory consumption, and high requirements on
hardware performance, etc.

In this work, we propose a novel neural network architec-
ture based on Pseudo-3D (P3D) block and attention mech-
anism to detect sleep behaviors of people. The network
is composed by a dual-channel structure, which uses P3D
blocks instead of the residual structure. We also add a time
dimension in the squeeze-and-excitation (SE) block, which is
palced after the 1×3×3 spatial convolution filter to extract the
interdependent relationship between channel features. The
main contributions of this work are summarized as follows:

1) We design a dual-channel network structure (DCS). For
shallow networks, this structure can effectively reduce
the difference of output feature maps, which is caused
by the different arrangements of spatial and temporal
convolutions in P3D blocks. We stack these structures
and propose a lightweight and efficient deep learning
network model.

2) We add a time dimension into the SE block and apply
it after the 1 × 3 × 3 convolution filter. For a group
of successive frames, attention is paid to each channel
of frame. This approach can increase the relevance
of important channel features, amplify important fea-
tures, and extract temporal features between successive
frames.

3) We recruit volunteers to record their sleep videos in real
scenes and build a sleep behavior dataset named sleep
action (SA) dataset. This dataset contains a total of
2393 video clips captured from the upper left and upper
right angles above the bed. There are five basic sleep
behaviors: turn over, get up at night, fall off bed, play
mobile phones, and normal sleep. We use the backward
propagation algorithm to train the network.

4) Experimental results show that our proposed net-
work can achieve an accuracy rate of 90.67% for
the sleep behavior recognition over the test set. The
model parameter size of our proposed network is
only 14.47M, which is about 1/6 of the C3D size.
Furthermore, our network has an average prediction

speed of 1.75 item/s. Thus, our proposed network can
increase the accuracy of sleep behavior detection, and
meanwhile decrease the requirement of computation
resources.

The remainder of this paper is organized as follows.
Section 2 reviews the relevant works on video behavior
recognition. Section 3 illustrates our proposed network struc-
ture. In Section 4, we introduce the dataset and experiment.
Finally, conclusion and future work are outlined in Section 5.

II. RELATED WORKS
A. VIDEO BEHAVIOR RECOGNITION
Before the advent of 3D convolution, there are two main
methods to extract temporal features for the video based
behavior recognition. One method is using optical flow infor-
mation and 2D convolution neural network (CNN) for the
behavior recognition.Wang and Schmid used the optical flow
to obtain the track in the video sequence, and extracted fea-
tures along the track [12]. Simonvan and Zisserman designed
a two-stream network in [13], which trained the CNN model
for spatial and temporal features, respectively, and finally
integrated the results of these two networks. Wang et al.
proposed the temporal segment network (TSN) based on the
long-range temporal structure modeling [14]. It combines a
sparse temporal sampling strategy and video-level supervi-
sion to train the whole video. Another method is to use the
recurrent neural network (RNN) to extract temporal features
of image frames and the 2D CNN to extract spatial features of
image frames. In [15], the long short-term memory (LSTM)
cell is connected to the output of the underlying CNN.

Ji et al. exploited 3D convolution for the behavior recog-
nition [16]. Tran et al. proposed the classical C3D network
and revealed that the optimal size of convolution kernel is
3 × 3 × 3 [17]. Li et al. proposed a hierarchical structure
of video with multiple granularities and use a multi-stream
deep learning architecture to model each granularity [18].
The Two-Stream Inflated 3D Convolution Network (I3D) is
proposed in [19], where the initial convolution kernel in the
2D CNN Inception-V1 is expanded as 3D. However, due to
the surge of computing volume, the high computing cost,
and the limitation of computing resources, 3D convolution
network can’t reach a high level of depth. In order to solve
this problem, Qiu et al. proposed the P3D block, which splits
3D convolution into 1× 3× 3 spatial and 3× 1× 1 temporal
convolutions separately to extract temporal and spatial fea-
tures, respectively [20]. Three basic structures were proposed
with different arrangements of spatial and temporal convo-
lutions, which replace 2D convolution in Resnet Network
and achieve much better performance on public datasets.
In order to speed up the video behavior recognition process
without degrading accuracy, the CNN layer basically uses
P3D blocks to replace 3D convolution, as shown in [21],
[22], [23], and [24], and in [21] the authors decomposed
CBAM into spatial and temporal attention blocks to form a
dual channel attention mechanism, which is embedded into
the P3D structure and can be regarded as an improvement
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of the attention mechanism. In our work, in order to achieve
the lightweight, we use convolution instead of the original
residual structure after embedding the improved SE module
to form a two-way structure.

B. ATTENTION MECHANISM
The attention mechanism is used to imitate human visual,
which pays more attention to the useful information in
images and videos, so the model can learn to focus on
key information and ignore irrelevant information. Attention
mechanism is widely used in the areas of machine trans-
lation, image processing, and natural language processing,
etc. For the classification task, Chen et al. used the attention
mechanism to softly weigh the multi-scale features [25].
Wang et al. constructed a Residual Attention Network by
stacking multi-layer Attention modules [26]. Girdhar and
Ramanan proposed a method for the fine-grained video clas-
sification, which adopts attentional pooling instead of aver-
age pooling or max pooling before the last full-connection
layer [27]. Kar et al. implemented adaptive scan pooling to
predict the importance of each image frame of the video [28].
Zhang et al. introduced the Context Encoding Module to
capture the global context information and highlight the cat-
egory information associated with the scene [29]. Zhao et al.
proposed the self-attention mechanism, which can make each
position in the feature map connect with all the other posi-
tions through the adaptive predictive attention map [30].
In [31], authors adopted SE blocks to model the interdepen-
dence between channels, adaptively iterates the characteristic
responses of channels, and their network won the first place
in the ILSVRC classification contest in 2017. By using the
self-attention GAN (SAGAN), Kim et al. proposed a mod-
ule that can extract four features of video information: spa-
tial information, time information, slow motion information,
and fast motion information [32]. In [33], authors proposed
an interaction-aware self-attention model, which can learn
attention maps by extracting the information of interactions
between feature maps. Vaswani et al. proposed the Trans-
former structure, where the whole structure is composed
of Self-Attention and Feed Forward Neural Network [34].
In addition, the authors built a trainable neural network by
stacking Transformers, which has achieved great success
in machine translation [34]. Compared with other attention
mechanisms, the SE block is a substructure, which can be
embedded into any layer of classification detection models
with less computation required. Therefore, we integrate SE
blocks into P3D blocks to enhance attentions on key frames.

III. SLEEP BEHAVIOR DETECTION MODEL
A. ATTENTION MECHANISM
The attention mechanism can imitate the human visual mech-
anism. When people watch pictures or videos, they always
focus on key areas and changes of prominent features, and
pay less attention to background factors and non-key areas.
Attention mechanism can increase the focus to the most

salient features in images. It’s often used for image feature
extraction. The SE block can perform Squeeze and Excitation
operations to assign different weights for different chan-
nels [31]. The structure of the SE block is shown in Fig. 1,
where Fsq denotes the Squeeze operation, Fex denotes the
Excitation operation, and Fscale represents that the weighted
feature vector is multiplied by the original feature map.

The Squeeze operation is mainly performed at a Global
Average Pooling layer to compress the spatial dimension of
input images, and compress the global spatial information
into channels, as shown in formula (1) [31]:

zc = Fsq(xc) =
1

H ×W

H∑
i=1

W∑
j=1

xc(i, j), (1)

where xc represents the input image, H and W represent
height and width of the input image, respectively.

The Excitation operation uses the global information
obtained in the Squeeze operation, which forms a bottleneck
structure consisting of two full-connection layers. This bot-
tleneck structure can model the correlation between feature
channels, and parameterize the gating mechanism. Finally,
the Sigmoid function is used for the activation, as shown in
formula (2) [31]:

s = Fex(z,W ) = σ (g(z,W )) = σ (W2δ(W1z)), (2)

where δ and σ represent ReLU and Sigmoid activation func-
tions, respectively, W1 ∈ R

C
r ×C and W2 ∈ RC×

C
r represent

weight matrices of the first and the second full-connection
layers, respectively.

In order to integrate SE blocks into P3D blocks, we add
a temporal dimension into the SE block to form the
3D-SE block. For the input successive frames, the 3D-SE
block pays attention to the channel of each frame sepa-
rately. This approach focuses on the relationship of continuity
between frames, and makes the change of action between
frames more obvious. Take the input X = [x1, x2, . . . , xc] as
an example with xc ∈ R(C×F×H×W ), where C represents the
number of channels per frame, F represents the number of
input frames, H and W represent height and width of each
frame, respectively. The feature map of (C,F,H ,W ) will
be transposed as (F,C,H ,W ), which is input into 3D-SE
blocks. After the Squeeze operation, the feature map becomes
x ′c ∈ R

F×C×1×1. Later, we let x ′c learn the weights of W1 ∈

R
C
r ×C and W2 ∈ RC×

C
r to determine the importance of each

channel. Finally, x ′c is multipliedwith the original feature. The
3D-SE operations is shown in Fig. 2.

B. P3D WITH ATTENTION MECHANISM
Qiu et al. replaced 3D convolution with P3D blocks (1× 3×
3 spatial convolution filter S is used in the spatial domain,
and 3 × 1 × 1 temporal convolution filter T is used in the
temporal domain), and designed three bottleneck building
blocks, namely P3D-A, P3D-B, P3D-C, by considering two
points: (1) whether spatial and temporal convolution filters
directly or indirectly influence each other; (2) whether the two
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FIGURE 1. Schematic diagram of the SE block module structure.

FIGURE 2. 3D-SE operations.

FIGURE 3. P3D-Attention structure diagram.

convolution filters directly affect the final output [20]. On the
basis of P3D blocks, we introduce the attention mechanism
to form the P3D-Attention structure as shown in Fig. 3.

P3D-AA: The attention mechanism is added after the spa-
tial convolution S, and the temporal convolution T directly
affects the final output. The structure of P3D-AA can be
expressed as:

(I + T · AT · S) · xt := xt + T (AT (S(xt ))) = xt+1, (3)

where xt and xt+1 represent the input feature map and the
output of the P3D-Attention structure, respectively. They

have the same dimension. T represents the temporal 1D con-
volution, S represents the spatial 2D convolution, I represents
doing nothing, and AT represents the 3D-SE block.
P3D-BA: The attention mechanism is added after the spa-

tial convolution S, and the structure allows the two filters to
process the input data separately. Although there is no mutual
influence between the two convolutional filters, they both
affect the final output directly. The structure of P3D-BA can
be expressed as:

(I + T + AT · S) · xt := xt + AT (S(xt ))+ T (xt ) = xt+1.

(4)

P3D-CA: The attention mechanism is added after the spa-
tial convolution, which establishes direct influence between S
and T . And they both affect the final output directly. Specifi-
cally, P3D-CA implants the direct connection between S and
the final output based on P3D-AA structure. The structure of
P3D-CA can be expressed as:

(I + AT · S + T · AT · S) · xt
:= xt + AT (S(xt ))+ T (AT (S(xt ))) = xt+1. (5)

C. DUAL-CHANNEL STRUCTURE
We propose a DCS based on the P3D-Attention. This
structure integrates the attention mechanism to make the
key frame play a greater role in the classification, and it
can also narrow the gap between the outputs of different
P3D-Attention blocks thanks to the different arrangements of
spatial and temporal convolutions. Compared with the single-
channel structure, our DCS is more helpful to excavate the
deep semantic features of video and improve the detection
accuracy.

The P3D-Attention decouples 3D convolution into 1D and
2D convolutions on the basis of residual structure. However,
P3D-AA adopts a series of spatial and temporal convolutions,
while only the temporal convolution connects directly to
the final output. P3D-BA adopts spatial and temporal con-
volutions in parallel, and both convolutions can connect to
the final output directly. P3D-CA adopts the series-parallel
compromise mode to influence the final output jointly by
spatial and temporal convolutions. Considering the depth of
the proposed network model, there will be no serious network
performance degradation, so we replace the residual struc-
ture with P3D-Attention and form DCS. Fig. 4 shows three
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FIGURE 4. Schematic diagram of dual-channel structures.

DCS, which consist three dual-channel schematic diagrams
denoted as DCS-A, DCS-B, and DCS-C, respectively.

DCS-A is composed of both P3D-AA and P3D-BA, which
can be expressed as:

(T · AT · S) · xt + (AT · S + T ) · xt
:= T (AT (S(xt )))+ [AT (S(xt ))+ T (xt )] = xt+1, (6)

where xt and xt+1 represent the input feature map and the
output of a DCS structure, respectively. They have the same
dimension. G represents the 1 × 1 × 1 convolution, T rep-
resents the temporal 1D convolution, S represents the spatial
2D convolution. AT represents the 3D-SE block structure.

DCS-B is composed of both P3D-AA and P3D-CA, which
can be expressed as:

(T ·AT ·S)·xt+(AT ·S+T ·AT ·S)·xt
:= T (AT (S(xt )))+ [AT (S(xt ))+ T (AT (S(xt )))] = xt+1.

(7)

DCS-C is composed of both P3D-BA and P3D-CA, which
can be expressed as:

(AT ·S+T )·xt+(AT ·S+T ·AT ·S)·xt
:= [AT (S(xt ))+T (xt )]+[AT (S(xt ))+T (AT (S(xt )))]=xt+1.

(8)

We preserve the 1×1×1 convolution layer in the proposed
DCS. The 1 × 1 × 1 convolution layer can flexibly change
the matrix dimensions without changing the properties of
matrix. For example, the 1 × 1 × 1 convolution layer at the
beginning of the structure is used to reduce the number of
channels, which can reduce the matrix dimension and hence
the computation. The 1 × 1 × 1 convolution layer is used at
the end to restore the reduced dimensions. In addition, the
1 × 1 × 1 convolution layer can also increase the network
complexity at a low cost and make it closer to the accurate
target model.

D. NETWORK MODEL
Fig. 5 shows our proposed sleep behavior detection model
based on P3D blocks and attention mechanism. The model

consists of four DCS-B structures, five pooling layers, one
batch normalization (BN) layer, one 1 × 7 × 7 convolution
layer, and one full-connection layer. Among them, the main
function of the first 1 × 7 × 7 convolution layer is to down-
sample the input image. In the premise of not increasing the
number of channels, downsampling can reduce the computa-
tion cost and preserve as much information as possible about
the original images. The BN processing method is proposed
by Ioffe and Szegedy in 2015 [35], which is used to speed
up the training and convergence of the network, and prevent
over-fitting to a certain extent. As shown in Fig. 4, the DCS
adopts DCS-B, which can fully extract the spatial-temporal
features by using the P3D-Attention, and improve the corre-
lation of important channel features by using 3D-SE blocks.
In order to prevent the occurrence of over-fitting, the dropout
layer is added to make the network model more robust. At the
end of the network, a full-connection layer is used as a
classifier, followed by a softmax activation function to output
the detection result. The detailed parameters of the network
model are shown in Table 1 given on top of the next page.

We evaluate the uncertainty of the model by predicting a
video on the same model 3 ∼ 5 times to obtain the predicted
value and calculate the prediction entropy. The prediction
entropy calculation formula is as follows:

H [y|x,Dtrain
:= −

∑
c

p(y = c|x,Dtrain) log p(y = c|x,Dtrain)]. (9)

where x, y,Dtrain, p are labels, input videos, training data, and
probabilities, respectively. If the value is low, the model is
sure about its predictions, and if the result is high, the model
doesn’t know what’s in the video.

IV. EXPERIMENT
A. DATASET
1) SLEEP ACTION (SA) DATASET
So far as we know, there are no publicly available datasets of
sleep behavior on the Internet.We recruit four volunteers with
different characteristics and record their night sleep videos to
build a dataset of sleep action. The volunteers are all graduate
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FIGURE 5. Schematic diagram of network model structure.

TABLE 1. Example of a network model. We show the structure and output size with 16 frames of pictures input.

students in the school and sleep videos are recorded in the
student dormitory. The angle of the camera with respect to
the bed is set as upper left corner and upper right corner,
respectively. A high-definition infrared camera is used to
record the volunteers’ sleep states for seven consecutive days
from 00:00 a.m. to 8:00 a.m. Since the light is bright from
6:00 a.m. to 8:00 a.m. like daytime, the dataset is a mix
of black and white and color. A total of 145 videos were
recorded with each lasting for 2-3 hours. Among them, vol-
unteers are required to simulate the fall off bed behavior in a
more natural way for part of the time. In the rest of time, the
camera records actions such as turn over, get up at night, play
mobile phones, and normal sleep under normal conditions.

In order to meet the experiment requirements, wemanually
clip 145 videos and reserve the required action parts. Some
sleep behaviors can be completed in a relatively short period
of time, for example, turn over, get up at night, and fall
off the bed. Such behaviors can be completed within about
4 seconds, while playing mobile phones and normal sleep is
a continuous behavior, which can last from ten to dozens of

TABLE 2. Number of action clips after clipping.

minutes. Therefore, each video clip lasts for 4 seconds after
cutting. After clipping, each video frame pixel is adjusted
from 1920 × 1080 to 320 × 240. As shown in Table 2,
after cutting there are 555 turn over actions, 211 fall off
actions, 270 get up at night actions, 528 play mobile phone
actions, and 829 normal sleep. There are totally 2393 videos,
we named it SA dataset.

2) DATASET PROCESSING
The length of each video in the SA dataset is 4s, the frame
width is 320, the frame height is 240, and the frame rate is
25 frames/s. Since continuous image frames are input into our
network, we cut each video in the dataset into image frames at
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FIGURE 6. Example of modified image.

TABLE 3. Number of dataset.

TABLE 4. Accuracy of different DCS structures.

the rate of 25 frames/s. In order to improve the computation
efficiency, we reduce the number of reference frames, and
remove the frames with little changes of actions between
continuous frames. Through intercepting one frame in every
four frames, we finally obtain 25 reference frames for each
video clip. The size of the video frame is still relatively large
for the network model. When such pictures are input into the
network, there is too much useless information, which will
cause interference to the network data fitting and increase the
computation overhead. Therefore, we use the resize method
in PyTorch to adjust the size of each picture when cutting the
reference frame. Fig. 6 shows an example of a modified RGB
image (fall off bed action). After processing, each video will
be decomposed into 25 pictures of size.

B. EVALUATION
We evaluate the proposed network on the SA dataset. The
experiment was conducted on a desktop workstation, which
is equipped with 64 bit Ubuntu 20.4 operating system, CUDA
11.4, CUDNN 8.2.4. The CPU is Intel Core I9-10900X, and
GPU is GeForce RTX 3090 with 24GB display memory.
The deep learning framework is PyTorch, version 1.10.0, and
Python version 3.7.11.

When the dataset is loaded, it will be randomly divided
into training set, verification set, and test set with a ratio of
6:2:2. Table 3 shows the number of samples in training set,
validation set, and test set. When the training set is used for
training, the data of the validation set and test set are not used.
After each training, the validation set is used to evaluate the
generalization ability of the model, and the test set is used to
verify the recognition ability of the model. During the model

FIGURE 7. Accuracy of training and validation.

training, the network randomly selects 16 consecutive frames
from the 25 frames, randomly intercepts each frame with a
size of 160×160, and input them into the network. The batch
size is 64, and the initial learning rate is 0.001. The learning
rate attenuates gradually with the increase of training rounds,
and the attenuation coefficient is 0.1, which attenuates once
every ten rounds. We adopt the cross entropy loss, and use
the Adam optimizer to update network parameters through
following the back-propagated gradient information of the
network. Regularization built into the optimizer is used to
prevent overfitting, and the value is 8× 10−4.

In 40 rounds of training, after eath round, the validation
set will be used to observe the accuracy of the model and
the loss function timely, so as to facilitate the mediation
of hyperparameters. Finally, the generalization ability of the
model is tested with the test set every five rounds of training.

Fig. 7 shows the line graph of the result of training and
validation set on the SA dataset. It can be seen that the fitting
of training and validation is very good. Fig. 8 shows the accu-
racy over the test set. In addition, we draw the ROC (receiver
operating characteristic) curve with TPR (true posive rate) as
the ordinate and FPR (false postive rate) as the abscissa, and
the area enclosed by it is the AUC (Area Under Curve) value.
Fig. 9 shows the ROC of each category and calculate the
AUC, The larger the AUC value, the better the classification
effect of the classifier.

C. COMPARISON
1) COMPARISON OF DUAL-CHANNEL STRUCTURES
In order to verify the efficiency of DCS, we compare the
three DCS proposed in subsection III.C on the SA dataset,
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TABLE 5. Comparison of different network models in SA dataset.

FIGURE 8. Accuracy of test.

FIGURE 9. Receiver operating characteristic.

the results are shown in Table 4. DCS-B structure combines
P3D-A and P3D-C with the SE structure. In [20], the authors
have verified that the accuracies of P3D-A and P3D-C are
higher than P3D-B, so the dual-channel structure DCS-B
composed of P3D-A and P3D-C is better than the other two
structures.

2) COMPARISON OF NETWORK MODELS
In order to verify the efficiency of the proposed network,
this experiment compares the recognition effects of C3D
network and R(2+1)D network on the SA dataset in terms of
accuracy, recall, precision, model parameter size, and average
prediction speed (1 item equivalent to 1 batch size), respec-
tively. Since the whole data samples are divided into three
subsets according to the ratio of 6:2:2, we perform 5-flod

cross-validation. We perform 5 times of experiments to train,
validate, and test our proposed model separately. In each
experiment, we build a training set, a validation set, and a test
set. For the 5 experiments, the test sets have no intersections.
Finally, the test results of these 5 experiments are averaged.

C3D network is the first applies 3D-CNN for the behavior
detection, it has representative significance in convolutional
neural networks. But its network structure is very simple,
including only 8 convolution layers, 5 pooling layers, and
2 full-connection layers, so it has the worst effect and takes
the longest time on the SA dataset. Through comparing with
C3D, we can show the efficiency of splitting 3D convolution
into 2D spatial convolution and 1D temporal convolution
in sleep behavior recognition. R(2+1)D network is jointly
created by Tran, founder of C3D [17], and Lecun, inven-
tor of CNN [36]. R(2+1)D uses a similar method as the
P3D block, adopts 2D spatial convolution and 1D temporal
convolution, and learns through Residual Network. For the
behavior recognition, R(2+1)D network has reasonably good
accuracy. However, for the sleep behavior recognition, our
proposed dual-channel structure can achieve much better per-
formance than R(2+1)D.

As show in Table 5, R(2+1)D and our proposed network
have highter accuracy compared with C3D, so it is a reliable
method to split 3D convolution into 2D spatial convolution
and 1D temporal convolution. Compared with C3D, the accu-
racy of our proposed network improves by about 6% with
only 1/6 model parameter size. The average prediction speed
of the proposed method is about 1.75 item/s. Compared with
the R(2+1)D network, the accuracy is improved by 1.5%with
only 1/2 model parameter size.

In order to prove the effectiveness of our experiments,
we performed T-tests for different models, and the test meth-
ods are as follows: If two algorithms perform the same,
they should have the same test error rate in the same train-
ing/testing set, that is ξ̂iA = ξ̂iB. Difference between the error
rates for each set of tests, we get 1i = ξ̂A − ξ̂B. If the
performance of the two models is the same, the difference
is 0. If they are different, the T-test is performed according
to 11, 12, 13, . . .1k to calculate the mean |1̄| and variance
S2 of the difference, then:

|(1̄−1i)|

S/
√
k
∼ t(k − 1) (10)
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If postulate H0 : ξA = ξB, H1 : ξA 6= ξB, and:
|1̄|

S/
√
k
∼

tδ/2. Since we use 5-flod cross validation, we get five 1i for
validation. In this paper, we verified C3D and our proposed
network, R(2+1)D and our proposed network, respectively.
After verification, the performance of our proposed network
is not statistically the same as others.

V. CONCLUSION AND FUTURE WORK
We propose a network structure by integrating P3D blocks
and attention mechanism. In order to improve the network
performance, we extend the SE block by adding a time dimen-
sion after the 1 × 3 × 3 spatial convolution. To verify the
effectiveness of the proposed model, we build a SA dataset
and conduct experiments on it. We compare the proposed
model with several classical models in terms of accuracy,
model size, and computational cost. The results show that our
proposed model can achieve highly competitive performance
with smaller model size and less computational cost.

In our model, the attention mechanism is only added to the
channel at the spatial level, which improves the extraction
ability of the underlying spatial features. The extraction of
temporal features is not enough, which is a promising direc-
tion to study. In addition, inspired by [16], [22], and [34], it is
meaningful to build a network by combining CNN and RNN,
and introduce the Transformer attentionmechanism to extract
the spatiotemporal feature more sufficiently.
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