
Received 9 August 2022, accepted 21 August 2022, date of publication 25 August 2022, date of current version 31 August 2022.

Digital Object Identifier 10.1109/ACCESS.2022.3201525

SEC-BADAEC: An Efficient ECC With No Vacancy
for Strong Memory Protection
YUSEOK SONG 1, SANGJAE PARK 1, MICHAEL B. SULLIVAN 2, (Member, IEEE),
AND JUNGRAE KIM 3, (Senior Member, IEEE)
1Department of Electrical and Computer Engineering, Sungkyunkwan University, Suwon 16419, South Korea
2NVIDIA, Santa Clara, CA 95051, USA
3Department of Semiconductor Systems Engineering, Sungkyunkwan University, Suwon 16419, South Korea

Corresponding author: Jungrae Kim (dale40@skku.edu)

This work was supported in part by the Institute of Information and Communications Technology Planning and Evaluation (IITP)
Grant by the Korean Government through the Ministry of Science and ICT (MSIT) (Intelligent in-memory error-correction device for
high-reliability memory, 50% Artificial Intelligence Semiconductor based Multi Device Wireless Charger SoC Development, 30%) under
Grant 2021-0-00863 and Grant 2021-0-00479, and in part by the National Research and Development Program through the National
Research Foundation of Korea (NRF) by the MSIT (20%) under Grant 2020M3H2A1076786. The EDA tool was supported by the IC
Design Education Center (IDEC), South Korea.

ABSTRACT Shrinking process technology and rising memory densities have made memories increasingly
vulnerable to errors. Accordingly, DRAM vendors have introducedOn-die Error Correction Code (O-ECC)
to protect data against the growing number of errors. Current O-ECC provides weak Single Error Correction
(SEC), but future memories will require stronger protection as error rates rise. This paper proposes a novel
ECC, called Single Error Correction–Byte-Aligned Double Adjacent Error Correction (SEC-BADAEC), and
its construction algorithm to improve memory reliability. SEC-BADAEC requires the same redundancy as
SEC O-ECC, but it can also correct some frequent 2-bit error patterns. Our evaluation shows SEC-BADAEC
can improve memory reliability by 23.5% and system-level reliability by 29.8% with negligible overheads.

INDEX TERMS Reliability, ECC, on-die ECC, DRAM, SEC, BADAEC.

I. INTRODUCTION
Dynamic Random Access Memory (DRAM) is the de-facto
standard for main memory for its low cost and high
density. Large-scale systems deploy tens of thousands of
DRAM chips to provide tens of terabytes of memory or
more. Meanwhile, memory devices are more vulnerable to
errors than logic devices, which have increased sources
of error masking [1], [2], [3]. A large number of chips
and greater vulnerability have made DRAM one of the
primary sources of failures—for instance, DRAM errors
are the second most dominant source of hardware fail-
ures in [4]. The importance of DRAM failures has been
reproduced by many other field studies and radiation-testing
experiments [5], [6], [7], [8], [9].

System companies typically use Rank-level ECC (R-ECC)
to protect DRAM against errors. R-ECC stores redundant
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information on extra chips in a DRAM DIMM (Dual In-line
MemoryModule) to correct errors. A class of strong R-ECCs,
called Chipkill-correct, can restore data even if a chip in the
rank fails completely, providing the required level of DRAM
reliability to current systems [10].

However, with the continued process and voltage scaling,
individual DRAM chips are becoming more vulnerable to
errors. DRAM manufacturers have introduced On-die ECC
(O-ECC) to protect DRAM against growing errors [11],
[12], [13]. O-ECC adds extra cells and embeds encod-
ing/decoding circuitry inside a chip to store redundancy and
correct errors internally. O-ECC has not been standardized,
yet most DRAM companies utilize 8-bit redundancy over
128-bit data to provide Single-Error Correction (SEC). With
SEC O-ECC, single-bit errors within an O-ECC block are
corrected inside a DRAM chip, and a faulty chip can operate
externally error-free to improve manufacturing yield. O-ECC
also improves reliability by correcting errors from inherent
faults and new faults during operation.
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Although SEC O-ECC is efficient against random single-
bit errors, it is insufficient to correct more severe errors. Field
measurements show thatmulti-bit errors are already relatively
common, accounting for 1−5% of the total errors [5], [6], [7],
[8], [14]. In addition, shrinking process technology will make
future DRAM chips more vulnerable to multi-bit errors. The
critical charge to upset a DRAM cell keeps decreasing with
cell capacitance reduction, potentially causingmoreMulti-Bit
Upsets (MBUs) [15]. The smaller supply voltage and higher
parasitic capacitance also make bit-lines more susceptible to
crosstalk noise [16].

Maintaining the current reliability level with future
DRAMs requires stronger O-ECC against multi-bit errors.
However, increasing the ECC overheads is not desirable
for the cost-sensitive DRAM vendors. Current SEC O-ECC
utilizes 6.25% extra cells (8-bit redundancy over 128-bit data)
and 6.9% overall chip area overhead [17]. Adding one more
bit to the redundancy (8-bit to 9-bit) significantly increases
the extra cell ratio to 12.5% and the overall chip overhead to
12.1% [17] because DRAM internal structures are organized
as a multiple of 8 (Figure 1) [17], [18], [19], [20].
This paper proposes a novel ECC, called Single Error

Correcting - Byte-Aligned Double Adjacent Error Correcting
(SEC-BADAEC) to improve memory reliability with negli-
gible costs. SEC-BADAEC utilizes the same ECC config-
uration as SEC O-ECC (i.e., 8-bit redundancy over 128-bit
data) and provides stronger correction by correcting frequent
multi-bit errors, as well. The SEC O-ECC is a shortened
code and utilizes only 136 out of its 8-bit syndrome values
to correct single-bit errors and leaves 119 non-zero syndrome
values for detection only. SEC-BADAEC utilizes the unused
119 syndromes to correct 119 frequent multi-bit errors and
leaves no vacancy for correction. By fully exploiting the syn-
drome space, SEC-BADAEC can provide stronger correction
without increasing redundancy.

FIGURE 1. Overview of DRAM internal organization. DRAM collects 8 bits
from individual MATs to build a 136-bit block and applies SEC O-ECC.

The 119 syndromes are used to correct Byte-Aligned Dou-
ble Adjacent Errors (BADAEs). Double Adjacent Errors
(DAEs) are two-bit errors at adjacent positions, and BADAEs
are DAEs that do not cross a byte boundary (Figure 2). There
are 119 BADAEs on a 136-bit block (7 DAEs per byte and

FIGURE 2. Double Adjacent Errors (DAEs) and Byte-Aligned DAEs
(BADAEs) in DRAM. Byte-crossing DAEs are rare due to DRAM internal
organization.

17 bytes per block). DAEs that cross a byte boundary are
rare [9], [10], [14] because DRAM internally fetches 8-bit
data from each cell array, called MAT, for routing and area
efficiencies [17], [18], [19], [20]. Therefore, a severe MBU
fault often generates errors in adjacent bit positions without
crossing a byte boundary. A field measurement shows that
84 out of 85 multi-bit errors are confined to a single byte,
and 26.3% of double errors are BADAEs [14]. The 26.3%
ratio is significantly higher than expected from a random
distribution of double errors (5.6%). By mapping the unused
syndromes to the frequent BADAEs, SEC-BADAEC can
provide efficient and strong protection for O-ECC.

SEC-BADAEC utilizes a novel code construction algo-
rithm to map BADAEs into the syndromes that are not
used by SEC ECC. It utilizes a divide-and-conquer approach
based on the cyclic property of the Galois field to construct
SEC-BADAEC codes quickly.

Our evaluation based on field data shows that SEC-
BADAEC improves DRAM-level reliability by 23.5%
and system-level reliability by 29.8% over SEC O-ECC.
Despite its aggressive correction, SEC-BADAEC reduces
system-level undetectable errors by 35.2%. Moreover, the
hardware overhead is minimal (a few thousand logic gates
and an additional 3-input OR gate delay).

The major contributions of this paper are as follows:

• We propose a novel class of ECC codes, called
SEC-BADAEC, to strongly and efficiently protect
DRAM with O-ECC. SEC-BADAEC limits its target
DAEs to byte boundaries to correct most DAEs using
the same redundancy as the current SEC.

• We propose a novel algorithm to construct
SEC-BADAEC codes. It uses a systematic search based
on the cyclic property and cosets of Galois Field to find
SEC-BADAEC codes in a short time despite the long
code length (136-bit).

• We implement an encoder and decoder for the con-
structed SEC-BADAEC code, showing that hardware
overheads areminimal. The encoder has almost the same
latency, area, and power as one for SEC, and a nominal
increase in latency.

The rest of this paper is organized as follows: Section II
provides the background to facilitate the understanding of
SEC-BADAEC. Section III analyzes some of the most related

89770 VOLUME 10, 2022



Y. Song et al.: SEC-BADAEC: An Efficient ECC With No Vacancy for Strong Memory Protection

work in literature. Section IV provides the motivation behind
SEC-BADAEC, and Section V provides an overview and
details of SEC-BADAEC and its construction algorithm.
Section VI evaluates SEC-BADAEC, demonstrating its supe-
rior correction capability and minimal hardware overheads.
Section VII discusses other applications and scalability of
SEC-BADAEC. Section VIII concludes the paper.

II. BACKGROUND
This section reviews the concepts and theories that are funda-
mental to understanding SEC-BADAEC. Brief introductions
to DRAM, DRAMECC, linear block codes, and Galois fields
are presented.

A. DRAM ORGANIZATION
The high density of DRAM comes from its simple cell struc-
ture. A DRAM cell is composed of one transistor and one
capacitor. A group of cells that share the same control signal
over the access transistor is called a row, whereas a group of
cells sharing the same bit-line is called a column. A bank is a
two-dimensional cell array, and a DRAM has multiple banks
to overlap accesses and hide long access latencies.

A deeper look at the DRAM bank structure can provide
more details. Each bank is subdivided into 512 × 512-cell
MATs. Each MAT has 512 local Bit-Line Sense-Amplifiers
(BLSA). On a row activation, a BLSA senses a subtle change
in the bit-line voltage, amplifies it to full VDD or VSS, and
holds the voltage level. During a read/write, Column-Select
Lines (CSLs) select a group of bits from BLSAs to transfer.

Outside a MAT, the selected data is transferred from/to
a MAT via local and global I/Os. Modern DRAMs transfer
8 bits from a single MAT to reduce area overheads [17], [18],
[19], [20]. A bank group gathers data from 17MATs (one byte
each) to build a 136-bit block and applies O-ECC [18], [20].
Due to the byte-aligned organization, a local fault within a
MAT can only corrupt bits within its byte data, regardless of
its severity. The byte alignment of MAT-local faults has been
borne out in a large-scale measurement of field errors [14]
and recent radiation tests of DRAM [9].

B. DRAM ECC
System companies have long used ECC to protect data
from DRAM errors. They utilize Rank-level ECC (R-ECC)
based on extra chips added to DRAM modules. On a
64-bit data interface, 8-bit redundancy is required for
SEC-DED (Single Error Correction - Double Error Detec-
tion), leading to the standard 72-pin ECC-DIMMwith 12.5%
extra chips. Some systems provide SEC-DED protection
using the 12.5% redundancy, while high-reliability systems
utilize the same redundancy to provideChipkill-correct ECC,
which can restore data even if a chip completely fails [10],
[21], [22], [23].

As DRAM raw error rates increase with processing scal-
ing, DRAM vendors have introduced On-die ECC (O-ECC)
since LPDDR4, DDR5, and HBM2E [12], [18], [24]. These
DRAMs embed redundant cells and ECC circuits into each

memory die and can correct errors internally. The inter-
nal correction allows a faulty device to operate externally
fault-free and improves yields and reliability. The amount of
redundancy is not standardized, but most companies utilize
a multiple of 8 bits of redundancy (Section II-A). The eight
extra bits can be used 1) to correct single-bit errors on 128-
bit data (6.25% redundancy) or 2) to correct single-bit errors
and detect double-bit errors on 64-bit data (12.5% redun-
dancy). The extra detection capability is not very useful for
O-ECC because commodity DRAMs do not have a real-time
reportingmechanism for error detection [13]. On the contrary,
DRAMvendors are sensitive to costs and utilize the SEC code
with lesser redundancy and area overheads [17].

Errors uncorrected by O-ECC reach R-ECC, which can
correct and/or detect severe errors using Chipkill cor-
rections. Note that SRAM ECC requires safe detection
because SRAMs have single-level ECC protection. Mean-
while, DRAMs have two-level protection, and poor error
detection in O-ECC is acceptable owing to the safe detection
of R-ECC [10]. Combined with O-ECC and R-ECC, the sys-
tem can ensure data correctness unless a block has multiple
chips with multi-bit errors.

C. LINEAR BLOCK CODE
DRAM ECCs utilize linear block codes (e.g., Hsiao [25]
or Reed-Solomon [26]) to minimize decoding latency. On a
memory write, a linear block code generates redundancy
using linear combinations of the data; the valid pair of data
and redundancy is called a codeword. An (n, k) linear block
code generates a n-bit codeword (denoted as c) from k-bit
data (denoted as m) and can be fully described by a k × n
Generator Matrix (denoted as G) (Eq. 1).

c = m× G (1)

On a memory read, the received word (denoted as ce) may
have an error (denoted as e) (Eq. 2). An invalid pair of data
and redundancy due to an error is called a non-codeword.

ce = c+ e (2)

A linear block code decodes a word by multiplying it with a
transposed Parity Check Matrix (denoted as HT ) (Eq. 3).

s = ceHT (3)

The H-matrix has a dimension of (n− k)×n to have (n− k)-
bit output in Eq. 3. The output is called a syndrome (denoted
as s). If the G and H satisfy Eq. 4, the syndrome follows Eq. 5
and it must be zero for all valid codewords (i.e., e = 0). A non-
codeword has a non-zero syndrome that is determined by the
error only, regardless of the protected data.

GHT
= 0 (4)

s = (c+ e)HT
= mGHT

+ eHT
= eHT (5)

An ECC can identify a class of errors if its H-matrix gen-
erates a unique non-zero syndrome for each constituent error.
After identification, ECC can restore the data by flipping the
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bit at the affected error position (or all erroneous bits, in the
case of multi-bit correction). An H-matrix for SEC shall have
unique non-zero column values. With a single-bit error (i.e.,
e is a one-hot vector), the calculated syndrome is the column
value at the 1’s position from Eq. 5. If each column is unique,
the ECC can identify the error and correct it by flipping the
bit at the column position.

If a word has multiple errors, the output syndrome is a sum
of the individual syndromes (Eq. 6).

ce = c+ e1 + . . .+ em
s = ceHT

= e1HT
+ . . .+ emHT (6)

For DEC, an H-matrix shall have unique non-zero column
values, and a sum of two distinct columns shall not match
another column or sum. Such an error has e as a two-hot
vector, and the syndrome is a sum of the two columns in the
H-matrix. Unless the sum matches a column value (aliased to
a 1-bit error) or another sum (aliased to another 2-bit error),
the error can be identified and corrected by flipping bits at the
column positions.

A systematic code embeds input data in the original form in
the codeword. Systems prefer systematic codes for monitor-
ing and other purposes (e.g., a faster hash lookup). Systematic
codes have H and G matrixes as:

G = [Ik : P],H = [PT : I(n−k)], (7)

where Ix indicates x×x identity matrix, and P indicates k× r
sized parity matrix.

D. GALOIS FIELD
Each column in the H-matrix can be regarded as an element
in a Galois Field. In mathematics, a field is a set on which
addition, subtraction, multiplication, and division are defined
(e.g., real numbers), and GF(q) is a field whose number of
elements is finite to q. GF(2) has two elements, 0 and 1, and
its addition andmultiplications are defined asXOR andAND,
respectively. For a positive integer k, there exists a GF(2k ).
Elements of GF(2k ) can be represented as polynomials of
degree strictly less than k over GF(2). Addition in GF(2k ) can
be done by adding coefficients of two polynomials in GF(2).
Multiplication can be done by multiplying the polynomials
modulo an irreducible polynomial, called a generator poly-
nomial.

A Galois Field has at least one α (called a primi-
tive element) that can represent all non-zero elements as
1, α1, α2, . . . αq−2 (cyclic property [27]). These representa-
tions are called multiplicative, and multiplication in GF can
also be done by adding the powers of these representations.
To stay closed within the finite number of elements, αq−1

must be 1 [27], and multiplication leads to arithmetic addi-
tion modulo q − 1 of their powers. SEC-BADAEC utilizes
GF(256), which implies that α255 is 1.

III. PRIOR WORK
ECC has a trade-off between protection capabilities (e.g.,
detection and correction) and overheads (e.g., redundancy

TABLE 1. Comparison of existing ECC classes and SEC-BADAEC.

ratio and block size), leading to various ECCs for different
purposes. This section presents the most related state-of-the-
art ECCs for DRAM, classified by their protection capabili-
ties. Table 1 presents a summary of the classes.

A. SEC CODES
A SEC (Single Error Correction) ECC was first proposed
by Hamming [28]. A Hamming code with r-bit redundancy
can correct single errors on (2r − 1)-bit blocks by filling its
H-matrix with unique nonzero columns. With the full block
size (e.g., 255-bit codeword), Hamming code is a perfect code
by satisfying the Hamming bound [29]. However, memories
are organized to have a power-of-2 data width and require
a shortening of the H-matrix to match the combined data
and redundancy size. After shortening, Hamming codes are
applicable to DRAM O-ECC as (71, 64) or (136, 128) SEC
ECCs.

B. SEC-DED CODES
SEC-DED (Single Error Correction–Double Error Detec-
tion) ECCs add double-error detection capability to SEC.
Hamming extended his SEC code by adding an extra parity
bit [28]. Hsiaomodified theHamming code to use odd-weight
columns only in the H-matrix and reduce the number of ones
in the matrix [25]. When generating parity bits on encoding
or generating syndrome bits on decoding, an dlog2(x)e depth
XOR gate tree is needed, where x is the maximum weight
(number of ones) of any row in the parity-check matrix.
Therefore, minimizing the number of ones or doing weight
balancing lowers hardware latency and complexity. Finally,
the Hsiao code also reduces the miscorrection probability of
triple bit errors and the detection probability of quadruple bit
errors, relative to Hamming SEC-DED.

SEC-DED requires one more redundant bit than SEC,
leading to (72, 64) and (137, 128) codes. Once an error
is detected-but-uncorrectable by ECC, the system may rely
on a higher-level recovery mechanism (e.g., software-based
checkpoint and restart [30]) to correct the error. Although
strong error detection is important to SRAM ECCs and
DRAM R-ECCs, error detection has limited importance in
O-ECC because commodity DRAMs do not have a real-time
reporting mechanism for detected errors and use detection
information primarily for fault diagnosis.
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C. DEC CODES
DEC (Double Error Correction) ECC can correct any two-
bit errors. A DEC code is commonly constructed from BCH
(Bose-Chaudhuri-Hocquenghem) code. BCH codes provide
multiple random bit error correction based on polynomial
over Galois fields. But, BCH DEC requires twice the redun-
dancy of SEC (e.g., 16-bit redundancy for 128-bit data DEC)
and more complex decoding [31].

D. BURST ERROR CORRECTION CODES
A high-energy particle strike (e.g., proton) can upset multiple
nearby memory cells, a symptom known as Multiple-Bit
Upset (MBU). An MBU corrupts multiple neighboring bits
within an ECC block, and there is rich literature on correcting
such errors using less redundancy than random ones. An n-
bit adjacent error has n consecutive errors (e.g., 111 for 3-bit
adjacent error), whereas an n-burst error has errors confined
to n consecutive positions but not necessarily consecutive
(e.g., 101 and 111 for 3-burst error).

References [32] and [33] proposed OLS codes that can cor-
rect adjacent errors with reduced overheads. Reference [34]
proposed XGYL code that corrects X global errors (i.e.,
random errors) and Y-bit local errors (i.e., burst errors). Ref-
erence [35] proposed low-overhead burst ECC using identity
matrix based on hamming code. Reference [36] proposed
3BEC-QAEC (3-bit burst error correction - quadruple adja-
cent error correction) code by extending 3BEC codes to
correct 4-bit adjacent errors. However, these codes require
additional parity bits than the baseline (e.g., random correc-
tion only) to correct burst errors.

A few studies add adjacent error correction capability
without extra parities. SEC-DED-DAEC (SEC-DED-Double
Adjacent Error Correction) code adds DAE correction to
SEC-DED [37], [38], [39]. They utilize unused syndromes
in SEC-DED to correct the frequent adjacent errors without
additional bits. Dutta and Touba [37] proposed SEC-DED-
DAEC codes by extendingHsiao SEC-DED codes [25]. Dutta
requires its H-matrix to have unique and non-zero columns,
no linear dependency involving three or fewer columns, and
no linear dependency among two sums of adjacent columns.
It uses a greedy search to find such a matrix. However, the
computation time for the greedy search grows exponentially
with code length, so the paper provided codes for up to
(72, 64) blocks. Ming et al. [38] reduced the miscorrection
probability of SEC-DED-DAEC by using high-weight col-
umn values. Naele and Sachdev [39] proposed SEC-DED-
DAEC-xAED (x-bit Adjacent Error Detection) codes, which
can correct DAEs and detect triple adjacent errors using
the same redundancy as SEC-DED. It provides a systematic
algorithm to build an H-matrix to find a SEC-DED-DAEC-
TAED code quickly and detect longer adjacent errors with
extra parity bits.

SEC-BADAEC is related to SEC-DED-DAEC in that it
utilizes the unused syndromes to correct burst errors. On the
other hand, SEC-BADAEC restricts target DAEs to fit into

the unused syndrome of SEC instead of using codes with
more redundancy (i.e., SEC-DED). The number of DAEs is
large (={block size} − 1) and does not fit into the unused
syndromes of SEC. As a result, the prior studies resorted to
SEC-DED with more unused syndromes to map all DAEs.
However, the extra 1-bit parity for DED can cause signif-
icant overheads in DRAM because DRAMs are organized
with 8-bit granularity [17]. Instead, SEC-BADAEC takes an
alternative approach of limiting target DAEs so that their
numbers match the number of unutilized syndromes of SEC.
By targeting byte-aligned DAEs only, it can provide similar
correction coverage as DAEC using the same ECC config-
uration as SEC. As a result, SEC-BADAEC can provide a
practical solution for DRAM O-ECC without changing the
current organization.

IV. MOTIVATION
Despite the rich literature on ECC, there are few works opti-
mized for O-ECC, and DRAM vendors are using aged and
sub-optimal SEC ECC. This section provides the motivations
that led to the development of SEC-BADAEC.

A. SHORTENED CODE
A (136, 128) ECC has 8-bit redundancy and can map
255 error patterns to its 255 non-zero syndrome values. How-
ever, there are only 136 single-error cases in the 136-bit word,
leaving 119 non-zero syndromes. The current SEC O-ECC
does not use the remaining 119 syndromes for correction
but for detecting some multi-bit errors whose syndromes
happen to match the unused value. Detected errors, however,
has limited benefits in reliability because O-ECC uses the
information primarily for diagnosis instead of preventing
systems from failure. The DDR5 standard only utilizes error
detection information as diagnosis counters on a few most
problematic rows [13]. SEC-BADAEC improves reliability
by mapping these unused syndromes to frequent multi-bit
errors and correcting them.

B. DRAM ERRORS
DRAM errors are generated for various causes, including a
defective circuit, weak cell, high-energy particle strike, and
silicon wear-out [5], [14], [40], [41], [42], [43], [44], [45],
[46] Most DRAM errors are single-bit and are correctable
by SEC O-ECC. However, some faults (e.g., a wordline
fault, a multiple-bit-upset from high-energy neutrons) gen-
erate multi-bit errors inside DRAM. These errors exceed
the correction capability of O-ECC and are exposed outside
the chip, breaking DRAM-level reliability and threatening
R-ECC and the overall system reliability. The patterns and
rates of multi-bit errors vary across DRAMs and systems, but
a few large-scale measurements [5], [6], [7], [8], [14], [40],
[47] reveal secrets under the hood.

Among the field measurements, we use ones with
LPDDR [14] and HBM2 [9] to analyze errors for O-ECC.
We especially focus on the LPDDR study, because it presents
detailed error patterns of bigger blocks within a chip.
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Other studies with commodity DRAMs (i.e., DDRx) provide
limited insights into O-ECC due to their narrow chip width.
Systems with commodity DRAMs group many DRAM chips
to build a channel (e.g., 18 4-pin DDR4 chips for a 72-pin
ECC DIMM), so that their word gathers a small amount of
data (e.g., 4-bit) from many chips. Error patterns in such
systems do not show per-chip error patterns beyond the small
block. Meanwhile, LPDDR and HBM2 build a channel from
a single chip, and their error patterns can provide per-chip
error patterns at a larger granularity (e.g., 32-bit).

TABLE 2. Multi-bit errors from a large-scale LPDDR study [14].

Table 2 shows the raw DRAM errors collected
from 945 SoC nodes with LPDDR over a year [14]. If a
fault generates multiple incorrect values for many iterations,
it is counted as a single independent error. After filtering out
a faulty node, they observed 55,000 independent memory
errors. Among the 55,000 errors, 85 errors are multi-bit.
84 out of the 85 multi-bit errors are confined to a single byte.
This aligns with other studies that most DRAM errors are
limited to a single byte due to the internal structure [17],
[18], [19], [20]. Out of the 84 byte-aligned errors, 76 are
two-bit errors. Among the two-bit errors, 20 have errors in
adjacent positions (i.e., DAEs). In a 32-bit word, there are
32C2 cases of two-bit errors and 28 cases of BADAEs. If all
errors are random, BADAEs will be 5.6%(= 28/496) of the
DEs, yet themeasurement shows 26.3% of DEs are BADAEs,
suggesting BADAEs are more frequent than other DEs. At a
block level, a 136-bit O-ECC block has 9180 (=136C2) DEs
and 119BADAEs (1.3%ofDEs), but the 26.3% ratio between
BADAEs and DEs may still apply, if the block has only
one erroneous 32-bit word. SEC-BADAEC focuses on the
BADAEs, which take 26.3% of two-bit errors in the study,
and corrects them using the unused syndromes.

Sullivan et al. [9] exposed NVIDIA GPUs to a high-
energy neutron beam to measure soft errors in HBM2. The
results show that multi-bit soft errors are relatively common
in HBM2, and that 86.7% of multi-bit errors are constrained
within a byte. The number of corrupted bits in each multi-bit
error is relatively large in the measurement, meaning that the
errors are likely due to logic faults internal to the DRAM,
and not direct cell strikes. Neutron beam testing provides

accelerated testing of soft errors, but it does not cover errors
from other sources (e.g., variable retention time, transistor
wear-out).

V. PROPOSED CODE
O-ECC has a strict constraint of (136, 128) block size to
meet layout design rules and minimize DRAM die size.
We propose a novel class of ECC, called Single Error
Correction–Byte Aligned Double Adjacent Error Correc-
tion (SEC-BADAEC), to fully utilize the code space for
aggressive correction. We first provide an overview of
SEC-BADAEC, followed by its properties and an efficient
algorithm to construct such a code.

A. (136, 128) SEC-BADAEC
A (136, 128) code has 255 non-zero syndromes from its
8-bit redundancy. Among the syndromes, SEC uses 136 for
single error correction and leaves 119 unused for correction.
This number exactly matches the number of Byte-Aligned
Double Adjacent Errors (BADAEs) in 136-bit words
(7 DAEs per byte × 17 bytes per word). Our goal is to map
these 119 BADAEs to the 119 unused syndromes to leave no
vacancy in the syndromes and increase correction coverage
to all single errors and BADAEs.

Although it is desirable to increase the correction coverage
further (e.g., SEC-DED-DAEC or DEC), it can incur signifi-
cant overheads with O-ECC. For example, SEC-DED-DAEC
on 128-bit data requires 9-bit redundancy. However, the
redundancy increases to 16 bits (12.5%) in DRAM because
DRAMs require a multiple-of-8 word size. A DRAM vendor
reported the overall chip area (including cells, peripherals,
and I/O) increases by 6.9% for (136, 128) SEC and 12.1%
for (137, 128) SEC-DED [17]. Decreasing the block size
to 64-bit data can implement SEC-DED-DAEC with 8-bit
redundancy, yet the redundancy ratio remains at 12.5% due
to the smaller block size. Meanwhile, DAEs across a byte
boundary are rare and did not appear in the large-scale
field study [14] or neutron beam-testing results [9]. SEC-
BADAEC can keep the redundancy at 6.25% but can provide
the same level of correction as SEC-DED-DAEC by focusing
on BADAEs.

B. CODE PROPERTY
Our proposed SEC-BADAEC code can correct all single
errors and all BADAEs. In a linear block code, it means
the H-matrix of SEC-BADAEC should have the following
properties:

1) All columns are non-zero
2) All columns are unique.
3) The sum of ith and (i + 1)th columns are unique,

if (i mod 8) 6= 7.
The first and the second properties are for single-bit error

correction.With a single-bit error (one-hot error location vec-
tor), the resulting syndrome is the column value at the error
position. Therefore, each column value must be non-zero (to
distinguish from no error) and unique (to distinguish from
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other errors). The third property is for BADAE correction.
A syndrome of multiple errors is the sum of syndromes of
individual errors (Eq. 6). Double adjacent errors at position
i and (i + 1), where i is not at the end of a byte, have its
syndrome as the sum of ith and (i+ 1) columns. By ensuring
that the sum is unique, the ECC can identify and correct
BADAEs.

C. CODE CONSTRUCTION
Although the number of non-zero syndromes matches the
number of single errors and BADAEs, it is challenging
to find such a code if it exists. One may try a greedy
approach to find a solution. A greedy search finds a new
H-matrix column based on previously-selected columns [36],
[37], [38]. However, its search space grows exponentially
with block sizes and is primarily for codes with short sizes
(e.g., ≤ 72 bits). If we apply the greedy approach to SEC-
BADAEC by excluding a new column value and its XOR
with the previous column from column candidates, there
are ∼10270 (= 255 × 254 × 252 × 250×. . . ) permutation
cases. Meanwhile, we expected there are a small number
of solutions satisfying the 100% syndrome utilization for
correction. We implemented the search in the C language and
ran it for a week to cover ∼1010 cases, yet we could not find
a solution.

FIGURE 3. 8 × 136 H-matrix is divided into 17 8 × 8 submatrices (Si ). The
last submatrix is the identity matrix.

Instead, we propose a systematic algorithm based on a
divide-and-conquer approach. It first divides the 8 × 136
H-matrix at a byte granularity into 17 8 × 8 submatrices
(Figure. 3). The ith submatrix is denoted as Si, and we use
the 8 × 8 identity matrix (i.e., I8) as the last submatrix (S16)
to make the code systematic. The identity matrix has unique
columns and sums of adjacent columns to correct single
errors and DAEs within the byte.

FIGURE 4. Conversion of columns and the sum of adjacent columns in
S16 into a multiplicative representation of GF(256).

Then we convert columns and column sums of S16 into
elements of GF(256) (Fig. 4). The columns are represented as
α7, α6, α5, . . . , and α0 in the GFmultiplicative representation,
and the adjacent sums are represented as α6+x , α5+x , α4+x ,
. . . , αx , where αx is a multiplicative representation of the

rightmost sum (i.e., α1 + α0). Then, we group the 255 non-
zero elements in GF(256) into 15 cosets, each of which has
17 elements. The ith coset is {αi, α15+i, α30+i, . . . , α240+i}.
Then we search for a primitive polynomial which maps
α1 + α0 to an element in Coset8 (i.e., (x mod 15) = 8).
GF(256) has 16 irreducible polynomials, and we found two
of them meet the requirement: 0x14D and 0x165. If we use
0x14D as the generator polynomial, x equals to 23, and the
adjacent sums in the identify matrix will be {α29, α28, α27,
. . . , α23}. Please note that all the values and sums are from dif-
ferent cosets: columns from Coset7, Coset6, . . . , Coset0 and
sums from Coset14, Coset13, . . . , Coset8.

FIGURE 5. Derivation flow of S15 from S16. Each column is multiplied by
α15 to be the next element in each coset. Multiplied columns make the
sums multiplied by the same value so that sums have the next element in
their cosets.

The next step is extending S16 to other submatrices. Dur-
ing the derivation, a syndrome value used in one submatrix
(for either a single error or DAE) shall not be used by
another submatrix. To ensure the uniqueness of syndromes,
we use GF multiplications and utilize their cyclic property.
We multiply S16 by α15 to generate S15. The columns will
be {α22, α21, α20, . . . , α15}, which are the next elements
in each coset (Fig. 5). Similarly, the adjacent column sums
({α44, α43, α42, . . . , α38}) are the next elements in each
coset. They are distinct from column values and column
sums used in the previous S16, and their errors can be
corrected.

We repeat this step (×α15) to generate all other submatri-
ces. If the power after the multiplication exceeds 255, it wraps
around and goes to the first element in the coset because
α255 = 1 (i.e., cyclic). No column or sum will overlap
because different bit offsets within a byte result in elements
in different cosets, and different byte location causes values
in different elements within the coset. After generating all
submatrices, we convert the resulting H-matrix into a binary
vector representation. Fig. 6 presents the full H-matrices for
0x14D and 0x165 generator polynomials.
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FIGURE 6. H-matrices of (136, 128) SEC-BADAEC.

VI. EVALUATION
We evaluate the DRAM-level reliability, system-level relia-
bility, latency, area, and power impacts of SEC-BADAEC and
compare them against the current SEC O-ECC. The results
show that SEC-BADAEC can reduce uncorrectable errors in
DRAM by 23.5% and improve system-level reliability by
29.8% with negligible hardware overheads.

A. DRAM-LEVEL RELIABILITY
We evaluate DRAM-level reliability using the error patterns
from a large-scale fieldmeasurement [14].We count the num-
ber of uncorrectable errors in the profiled errors (Table 2).
SEC cannot correct multi-bit errors and therefore it suffers
from 85 uncorrectable errors. SEC-BADAEC can correct
all single errors and BADAEs to reduce the uncorrectable
count by 20. This translates to a 23.5% reduction in the
uncorrectable error probability from a DRAM chip.

The aggressive correction of SEC-BADAEC leaves no
syndrome for detection-only, yet the DRAM standard utilizes
detection information primarily for failure analysis using
error counters. If needed, SEC-BADAEC can provide the
same error count by incrementing the counter with BADAE
corrections, which would be detected errors with SEC.

B. SYSTEM-LEVEL RELIABILITY
System-level reliability is measured by estimating uncor-
rectable error and undetectable error probabilities in a sys-
tem. We run Monte-Carlo simulations to inject errors into
a DRAM channel and apply O-ECC and Chipkill-correct
R-ECC to find out whether the error is correctable (CE),
detectable-but-uncorrectable (DUE), or left-uncorrected
(silent data corruption, or SDC).

1) EVALUATION ENVIRONMENT
The target system uses 18 DDR4 chips (4 data pins each)
to build a channel, typical for high-reliability systems. Each
DRAMchip uses 8-bit redundancy over 128-bit data to imple-
ment SEC or SEC-BADAEC O-ECC. Each chip transfers
32-bit data per access using 4 data pins and burst length of 8,
so that the 128-bit data from an O-ECC block spreads over
four memory accesses. For R-ECC, we use AMD Chipkill-
correct [21] for its efficiency. It builds an 8-bit symbol from

2 beats of per-chip data. A memory access has four R-ECC
words from the burst length of 8. If those words have dif-
ferent corrected chip positions, AMD Chipkill discards the
corrections and reports a DUE to minimize miscorrections
(the conservative correction [10]).

We randomly inject multi-bit errors into two chips in
the channel. We focus on multi-bit errors because single-bit
errors are always correctable by O-ECC. We model multi-bit
errors as one of three types: BADAE, DE, and Chipkill.
A BADAE has two adjacent bit errors at a random start-
ing position but does not cross a byte boundary, and a DE
has two bit errors at random positions. BADAE patterns
are excluded from DEs. A Chipkill corrupts each bit with
50% flipping probability. We inject the errors into two chips
because single-chip errors are always correctable by R-ECC
and three-chip errors are extremely rare. As a result, there are
6 scenarios of multi-bit/two-chip errors: BADAE+BADAE,
BADAE+DE, BADAE+Chipkill, DE+DE, DE+Chipkill, and
Chipkill+Chipkill. For each scenario, we randomly inject
errors and apply O-ECC and R-ECC to find out the error is
correctable or detectable. We perform 1 billion Monte-Carlo
simulations for each measurement.

2) EVALUATION RESULTS
Table 3 presents the CE/DUE/SDC probabilities of each
error scenario with SEC and SEC-BADAEC. SEC + AMD
Chipkill-correct can correct some 2-chip/multi-bit errors. The
128-bit data from an O-ECC block spread over 4 memory
accesses and sixteen R-ECC words. If the errors after O-ECC
belong to different R-ECC words (e.g., chip 0 has double
errors in the 1st and 4th R-ECC words, while chip 1 has
double errors in the 5th and 8th R-ECC words), they can
be corrected by the R-ECC. Note that AMD chipkill-correct
utilizes the conservative correction to minimize SDCs. As a
result, corrections on different chips within an access lead to
a DUE, while corrections on different chips across memory
accesses lead to a CE.

SEC-BADAEC + R-ECC can correct multi-bit/two-chip
errors, if one of them is a BADAE. For more severe
errors, however, SEC-BADAEC can sometimes increase the
error severity through BADAE miscorrection. For DEs, for
example, SEC-BADAEC increases the error severity from
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TABLE 3. Comparison of system-level reliability against fault scenarios.
The system utilizes both O-ECC and R-ECC (AMD Chipkill-correct).

2-bit to 3-bit (53.3%, if the syndrome matches one of the
136 single-error syndromes) or to 4-bit (46.7%, if the syn-
drome matches one of the 119 BADAE syndromes). Mean-
while, SEC increases the error severity from 2-bit to 3-bit
(53.3%, if the syndrome matches a single-error one) or keeps
the severity constant (46.7%, if the syndrome has no match).
The increased error severity leads to fewer CEs and more
SDCs in the DE+DE scenario. In the scenario, errors are
rare, so that R-ECC can correct some scattered errors if all
of its R-ECC words have errors from a single chip. Mean-
while, with SEC-BADAEC, the chances of having all R-ECC
words having up to one-chip error decreases with a bigger
number of error bits, leading to fewer CEs and more SDCs.
On the contrary, the increased severity actually provides
better detection in the Chipkill+DE scenario. In the scenario,
almost all R-ECCwords already have errors from the chipkill
fault, and adding one or two-bit errors from the miscorrec-
tion does not degrade the CE ratio significantly. Instead,
more errors make it easier to be detected by R-ECC. For
the Chipkill+Chipkill scenario, both show similar reliability
levels because of the strong detection capability of AMD
Chipkill-correct.

To estimate overall CE/DUE/SDC ratios, we weight each
scenario based on the field measurement data from [14]. The
measurement shows 23.5% (=20/85) of multi-bit errors are
BADAEs and 65.9% (=56/85) of multi-bit errors are DEs
(excluding BADAEs). We regard the remaining 10.6% as
Chipkills. From the probabilities of single-chip errors, we can
extract probabilities of two-chip error scenarios, assuming
chips are isolated and have independent errors. For example,
BADAE + BADAE will take 5.54%(= 23.5% × 23.5%) of
multi-bit/two-chip errors. The weighted sum indicates SEC
can correct 24.2% of multi-bit/two-chip errors, while SEC-
BADAEC almost doubles the correction coverage to correct
46.8% of errors. In terms of uncorrectable errors, the failure
rate decreases by 29.8% (from 75.8% to 53.2%). Despite the

aggressive correction, the system-level SDC rate improves
down to 0.8% by correcting more error scenarios.

FIGURE 7. Decoder implementation used in hardware overhead
evaluation. The comparators check equality to fixed syndrome values and
can be optimized during a logic synthesis.

C. HARDWARE OVERHEADS
To estimate the latency, area, and power overheads of SEC-
BADAEC, we built Verilog models of (136, 128) SEC and
SEC-BADAEC. Fig. 7 presents an overview of the decoder
designs. It generates a syndrome using XOR-trees on the
input data. For SEC, each output bit position compares the
syndrome against the corresponding column in the H-matrix
and flips the output with a match. For SEC-BADAEC, each
output position compares the syndrome against two or three
values: the column value for single error correction, the
sum with the previous column and the sum with the next
column. The additional comparators and OR gates are the
primary hardware costs of SEC-BADAEC. All the column
and sums are pre-calculated, and a logic synthesis optimizes
the comparison-to-constant operations. Both encoders utilize
XOR-trees to generate redundancy.

We synthesized the models using Synopsys Design Com-
piler with UMC 28nm HVT standard cells. We could not
find a public standard cell library for a DRAM process and
used the logic process instead, expecting the HVT resembles
DRAM processes highly optimized to minimize leakage cur-
rents. The estimated latency using the logic process is about
half of one published by a DRAM vendor [17]. The target
frequency is 400MHz to model DRAM internal operations.
We measured the total (static+dynamic) power consumption
using the default switching activity factor of 10%.

TABLE 4. Comparison of hardware overheads between SEC and
SEC-BADAEC.

Table 4 compares the hardware overheads between SEC
and SEC-BADAEC. The encoders have the same latency
and similar area and power overheads. This is because both
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encoders have the same structure with different H-matrixes.
SEC-BADAEC decoder has a longer latency than SEC
because each bit position compares the syndrome against up
to 3 values (one for single-bit error at the position and two
for adjacent errors to the previous and the next position).
Due to the additional comparisons, the area increases by
984um2, which corresponds to 3,347 2-input NAND gates.
A DRAM chip requires 4 O-ECC circuits (one for each bank-
group), and the total area increase is <0.1% of a DRAM die
size (∼50mm2) [11]. The extra power consumption due to
SEC-BADAEC is 1.114 mW, because only one bank-group
is accessed at a time. This translates to 0.34% of DRAM read
power consumption [48].

VII. DISCUSSION
A. SCALABILITY OF SEC-BADAEC
SEC-BADAEC is based on (136, 128) SEC in the current
DRAM products. However, we believe that DRAM vendors
will keep using the (136, 128) code for the foreseeable future
and that SEC-BADAEC can apply to future DRAMs for the
reasons described below;

First, shrinking technology makes DRAMs more vulnera-
ble to errors. However, the current SEC provides sufficiently
good protection against reasonable BERs. For instance, SEC
O-ECC alone can provide high yield and reliability up to
10−6 BER, and combining SECO-ECCwith Chipkill-correct
R-ECC can tolerate up to 10−4 BER [17], [49], [50]. We are
susceptible that a DRAM with a higher BER can be com-
mercialized and require strong protection against random bit
errors.

Second, Process scaling can increase MBUs by reducing
critical charges. However, modern DRAM sub-systems have
two-level protection. R-ECC operates as the final gatekeeper
of reliability with Chipkill-correct, whereas O-ECC primar-
ily targets improving the yield against inherent faults and
reducing errors exposed outside the chip. Although MBUs
are not correctable by O-ECC, they are still correctable by the
R-ECC except very rare cases of concurrent multi-chip errors.
Given that there is another protection at the rank-level, we are
susceptible that DRAM vendors will strengthen O-ECC to
correct MBUs at cost of more area. On the contrary, SEC-
BADAEC can significantly reduce the probabilities of the
rare cases with negligible overheads. Please note that SRAMs
have single-level protection and require strong correction
capability against MBUs.

Last but not least, DRAM vendors are likely to keep
using the current access granularity (128 or 256 bit). The
access granularity is optimized to cache line sizes to avoid
overfetching. For example, all recent GDDR/LPDDR/HBM
standards (GDDR4/5/6, LPDDR3/4/5, and HBM1/2/3) use
256-bit prefetching across all densities to match the 32B
access granularity of GPU sector caches and other multi-
media IPs. Because DRAM access granularity is unlikely
to grow, O-ECC block size is unlikely to change. For the
reasons described above, we expect DRAM will keep using
(136, 128) ECC codes for the foreseeable future.

B. OTHER SEC-BADAEC USES
SEC-BADAEC corrects an error using every possible syn-
drome, maximizing the number of errors that can be corrected
with a given redundancy. Such aggressive error correction is
needed not only in DRAM but also in other storage structures
as well as data transmission.

Large on-chip SRAM structures are vulnerable to soft
errors, and SRAM errors have been shown to exhibit spa-
tial locality—the linear ionizing track that is deposited fol-
lowing an energetic particle strike is long enough to affect
multiple neighboring SRAM cells [51], [52], [53]. Further-
more, SRAM macros are often laid out with P-Well taps
that may encourage multi-bit errors to be byte aligned [51].
Thus, SEC-BADAEC could potentially offer higher avail-
ability in SRAM by correcting the most frequent multi-bit
soft errors.

Forward Error Correction (FEC) is often employed for
high-speed transmission in technologies such as PCIe
6.0 [54]. In a FEC scheme, an aggressive error-correcting
code is often combined with an error-detecting CRC. Any
uncorrectable errors result in a retransmission request, and
aggressive ECC serves to reduce the request rate and improve
overall performance. Transmission pin errors due to crosstalk
and power noise tend to be bursty in nature, such that BADAE
correction could improve the efficacy of FEC.

VIII. CONCLUSION
This paper presents a novel class of On-Die ECC codes
called SEC-BADAEC that are able to correct both single-bit
errors as well as byte-aligned double-bit-adjacent errors.
SEC-BADAEC requires no additional redundancy, and it
utilizes the full 255 non-zero syndromes possible with 8b
of redundancy. Thus, SEC-BADAEC is able to more aggres-
sively correct errors than traditional On-Die ECC, improving
memory reliability by 23.5% and system-level reliability by
29.8%. SEC-BADAEC offers a drop-in replacement for On-
Die SEC, meaning it has negligible latency, area, and power
overheads, suffers no performance degradation, and does not
require changes to the DRAM interface.
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