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ABSTRACT To apply emotion recognition and classification technology to the field of human-robot
interaction, it is necessary to implement fast data processing and model weight reduction. This paper
proposes a new photoplethysmogram (PPG) and galvanic skin response (GSR) signals-based labeling
method using Asian multimodal data, a real-time emotion classification method, a 1d convolutional neural
network autoencoder model, and a lightweight model obtained using knowledge distillation. In addition,
the model performance was verified using the public DEAP dataset and the Asian multi-modal dataset
‘MERTI-Apps’. For emotion classification, bio-signal data were window-sliced in 1-pulse units, and the
label was reset to reflect the characteristics of the PPG and GSR signals. Simple data pre-processing, such
as the prevention of loss and waveform duplication, was performed without using handcrafted features. The
experiment showed that the accuracy of the proposed model using MERTI-Apps was 79.18% and 74.84%
in the case of arousal and valence, respectively, for 3-class criteria, and the accuracy of the proposed model
using DEAP was 81.33% and 80.25% in the case of arousal and valence, respectively, for 2-class criteria. The
accuracy of the lightweight model was 77.87% and 73.49% in the case of arousal and valence, respectively,
for 3-class criteria and its calculation time was reduced by more than 80% compared to the proposed 1d
convolutional autoencoder model. We also confirmed that the proposed model improved computational time
and accuracy compared to previous studies using MERTI-Apps and the lightweight model used in limited
hardware environments enabled fast computation and real-time emotion classification.

INDEX TERMS PPG, GSR, 1D convolutional autoencoder, real-time, knowledge distillation.

I. INTRODUCTION

Real-time emotion recognition and classification are essen-
tial for efficient human-robot interaction. Human emotions
are sensitive to external influences, complex thoughts, and
physical characteristics. Therefore, the acquired data require
no information loss, a maintainable pre-processing process,
and a compact model setting that can quickly produce results.
Real-time emotion recognition-based research on human
facial expressions and voice signals that appear on the surface
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has been actively conducted, but facial expressions and voices
are human-controlled somatic nervous systems (SNS) and
cannot be viewed as accurate inner emotion recognition.
Therefore, accurate inner emotions can be recognized using
autonomic nervous system (ANS) signals, which cannot be
controlled by humans [1], [2]. It is possible to research,
develop, and apply human-robot interaction using inner
human emotions in various fields. Complex-correlated emo-
tions, which result from internal and external environmental
factors and personal characteristics, affect the accuracy of
emotion recognition and classification. Therefore, using the
fusion technology of bio-signals (ANS), facial expressions,
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and voice data (SNS), it is possible to build a strong emotion
recognition model by improving the internal and external
emotion recognition and classification performance [3]. For
example, an accurate internal emotion recognition technol-
ogy can provide individual standards according to the pilot’s
emotional bio-signals during training for complex airplane
piloting [4] and can also be applied in the medical industry
for patient rehabilitation [5].

To acquire various bio-signals without loss of information,
invasive and non-invasive methods are available. In the inva-
sive type, an accurate signal can be measured by inserting a
sensor and needle directly into the subject’s body; however,
in this case, side effects and safety concerns arise. Therefore,
the non-invasive method in which electrodes and sensors
are attached to the skin of a subject, is the most commonly
used approach [6], [7]. As shown in Figure 1, ANS signals
acquired from human skin can be of different types depending
on the body part and acquisition method.

o Electroencephalogram (EEG) shows the electrical activ-

ity of the brain

« Electrocardiogram (ECG) measures the electrical activ-

ity of the heart

« Photoplethysmogram (PPG) is a measure of the reflected

light from blood vessels

o Galvanic skin response (GSR) measures sweat output

and changes in body temperature.

o Electromyography (EMG) measures electrical signals

generated by skeletal muscles

EEG; Electroencephalogram

GSR; Galvanic Skin Response

EMG:; Electromyography

FIGURE 1. Bio-signals of an ANS based on measurement location and

type.

As described above, depending on the measurement
method for each bio-signal, the user’s convenience, com-
mercialization, and specific regularity of the signal appear
differently. In addition, the user’s usability and efficiency of
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these methods obtained by the users may significantly vary
depending on the number and locations of the electrodes
used to acquire various bio-signals. Because the information
carried by these signals as well as the methods of utiliz-
ing this information are diverse, several trials and studies
have been conducted from various perspectives. EEG signals
use many electrodes, with up to 64 channels, and contain
complex information. Therefore, to extract features for emo-
tional information, Mantini ef al. used the power spectrum
density (PSD) of the EEG signals [8]; moreover, Topic et al.
extracted the features of sustained emotional information
using their topography [9] The ECG signal, which measures
the electrical activity of the heart, includes blood pressure
and heart rate information. Golgowski ef al. studied abnor-
mal heart detection using wavelet transformation [10], and
Cai et al. and Puurtinen et al. classified emotions using dis-
crete wavelet transform (DWT) and tabu search (TS) algo-
rithms [11], [12]. The PPG signal is a record of volumetric
variations in blood circulation and includes information on
changes in blood flow and regular heartbeat based on the
luminance reflected from the blood vessels. Rakshit et al.
extracted heart rate variability (HRV) from PPG signals and
classified them based on emotions [13]. Lee et al. performed
rapid emotional classification using simple pre-processing
of short-length PPG signals and a 1D convolutional neu-
ral network (CNN) model [14]. The GSR signal includes
information on sweat output and body temperature changes
according to emotional changes and is closely correlated with
the physical domain [15]. Ganapathy et al. proposed a CNN
model to extract 38 features from the time-frequency domain
using Fourier transforms [16], and Susanto ef al. conducted
an emotional classification using a 1D CNN and residual
bidirectional GRU [17].

This paper proposes a multimodal emotion classification
method that can improve the accuracy and stability of emo-
tion classification [18] and user convenience by using two
bio-signals. Furthermore, developed models can be used in
real-time and in limited hardware environments. This paper
introduces related research and techniques in Section II, and
Section III describes a bio-signal-based database. Section IV
proposes real-time emotion classification and deep learn-
ing model techniques based on PPG and GSR signal pre-
treatment, considering user convenience. Section V describes
the experimental environment and the performance results.
Finally, conclusions and future research plans are presented
in Sections VI and VII.

Il. BACKGROUND

This section describes emotion recognition and classification
in SNS and ANS and deep learning in a limited-hardware
environment.

A. EMOTION RECOGNITION AND CLASSIFICATION BASED
ON THE SNS

The most commonly used data for recognizing and clas-
sifying emotions in high-dimensional domains are facial
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expressions and voices. Emotion and intention recognition
based on facial expressions exhibits high performance and
various performed. The face contains information about
human conditions such as shape of eyes, facial expressions,
changes in skin color, and the forehead. The main steps
for facial expression recognition and classification include
facial image pre-processing, feature extraction, and feature
classification [19]. There are two feature extraction methods:
geometric and face-shape feature extraction. The geometric
features include facial components such as the mouth, eyes,
nose, and chin, whereas the facial shape features consider
specific areas, including changes in the face such as wrinkles.

Cootes et al. proposed a method for matching statistical
appearance models with images [20]. The method utilizes the
learned correlation between the errors in model parameters
and those in results to construct an efficient iterative matching
algorithm that controls changes in the shape and gray-level
learned in the training set. Phavish et al. explored the classi-
fication of human facial expressions through a deep-learning
approach using CNN models. The shape and location of the
facial composition information were extracted using an edge
detection framework and a stochastic classifier was used for
facial expression classification [21]. Collecting photo- and
video-based facial expression data is expensive, and there are
concerns regarding personal information leakage.

Because voice signals are expressed in various forms based
on age, region, and language, the acquired data becomes com-
plicated. Therefore, it is necessary to proceed with feature
extraction through the standardization and pre-processing of
individual characteristics. Albornoz et al. conducted speech
recognition and classification using a two-stage hierarchical
classifier and studied the prosodic and spectral characteris-
tics of speech signals and performed speech-based emotion
classification using acoustic characteristics [22]. Eyben et al.
developed an LSTM-RNN model that did not require emo-
tion recognition or separate window slicing; it was based on
real-time voice signals. In our previous work, we combined
acoustic and linguistic features through feature extraction
and fusion [23]. Voice-based emotion recognition and clas-
sification has lower risk of personal information leakage
compared to its image-based counterpart. However, it cannot
be applied to environmental factors such as libraries, con-
struction sites, and underwater environments, where human
behavior is restricted, and to those persons with disabilities
who have difficulty in vocalization.

B. EMOTION RECOGNITION AND CLASSIFICATION BASED
ON THE ANS

Because the bio-signals acquired from the ANS consist of
electrical signals transmitted through muscles and bones,
external environmental influences are minimized. Therefore,
it is possible to avoid the problems observed in the case of
facial expression and voice signals, and technology fused
with additional bio-signals exhibits strong emotion recog-
nition and classification performance and performs various
functions [24], [25]. Unlike the user-controllable SNS, the
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ANS can accurately recognize and classify internal emotions
using uncontrollable signals. However, using a single bio-
signal for inner emotion recognition limits the accuracy and
size/quality of learning data. Therefore, a multimodal emo-
tion recognition and classification method based on multiple
bio-signals has been proposed for improved performance.

Hui et al. proposed a decision recognition fusion model
to combine the continuity of dimensional emotion recogni-
tion. In [26], first, pre-processing and feature extraction of
non-invasive EEG and ECG signals were performed; sub-
sequently, emotion recognition was performed based on the
probabilistic neural network (PNN) and the experimental
results showed that the results achieved using multiple signals
outperformed those obtained using a single signal.

Yang et al. extracted EEG and PPG signals into 11 sta-
tistical time zones and five frequency zones and performed
emotion classification using a 1D CNN. Furthermore, in our
previous study, we calculated the pulse transit time (PTT)
between the ECG and PPG signals to improve the final
classification accuracy [27]. However, it required a minimum
signal latency of 10 s and a maximum of 60 s for feature
extraction and recognition of emotions. A signal latency of
more than 10 s is unsuitable for real-time emotion recogni-
tion systems and it limits the usefulness of studies that fuse
different signals (images, voices, etc.).

Ayata et al. used random forest, k-nearest neighbors
(KNN), support-vector machines, and ensemble learning
methods used in classification and regression analysis to
evaluate PPG and GSR signals. They extracted features from
GSR and PPG signals measured for 3 s and 8 s, respectively,
resulting in an accuracy of 72.06% based on arousal and
71.05% based on valence [28]. In addition, the correlation
between the PPG and GSR signals in the arousal and valence
regions was confirmed. Lee ef al. used the characteristics of
the normal to normal (NN) time domain for heart rate varia-
tion in PPG signals and the frequency domain characteristics
through normalization. They achieved an accuracy of 82.1%
based on feature-based arousal and 80.9% based on valence
extracted from a PPG signal of 10-s duration [29].

In these studies, although the minimum time required for
emotion recognition has been shortened compared to that
in previous studies, the researchers agree that additional
feature extraction is required for data processing. In a pre-
vious study, various feature extraction methods improved
bio-signal-based emotion recognition and classification per-
formance, but handcrafted tasks such as time-frequency
domain feature extraction still require additional computa-
tion time and have the problem of limited usability. A fast
data processing method and a method for maintaining signal
characteristics are required to solve the existing problems in
real-time emotion recognition.

C. USE OF DEEP LEARNING MODELS IN
LIMITED-HARDWARE ENVIRONMENTS

Advances in computer hardware and software have signifi-
cantly influenced the development of artificial intelligence
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research. The multilayer perceptron [30], developed in the
1980s, overcomes the limitations of existing linear classifiers
by adding hidden layers to the existing perceptron structure.
However, accessing it was difficult for various industries and
products because of the limitations in terms of hardware
performance at the time, learning time. Recently, because
high-performance GPUs capable of parallel computation and
with multiple cores have been developed, research on artifi-
cial intelligence models using rapid learning and more com-
plex algorithms has progressed. However, a model designed
to perform operations on a vast amount of data is inappro-
priate for application to the resources of various embedded
devices for human-robot interaction [31]. Various studies
have been conducted to utilize the methods that help reduce
the number of model parameters, for example, deep learn-
ing model compression, knowledge distillation, and pruning,
for deployment and use in embedded systems with limited
hardware resources, as shown in Figure 2. Han et al. pruned
layer units with low values based on a specific threshold,
and then conducted repeated re-learning [32]. The overall
number of parameters was reduced from 61M to 6.7M, which
was reduced to approximately 90%, and the accuracy error
from the original model was not higher than 0.1%. Han et al.
pruned layer units with low values based on a specific thresh-
old, and then conducted repeated re-learning [32]. The overall
parameter was reduced from 61M to 6.7M, which was a
reduction of approximately 10%, and the accuracy error from
the existing model was not significantly different, at 0.1%.
Knowledge distillation techniques can transfer knowledge
from a large model, the teacher, learned through ensemble
techniques, to build students, a small model that exhibits the
same performance. Ho ef al. extracted the knowledge of com-
plex teacher models into light student models, after which,
they self-trained these student models to perform multilabel
lung disease classification [33]. The aforementioned model
lightning technology can be utilized in limited-hardware
environments using biological signals, embedded boards, and
modules for biological signal acquisition. In addition, it could
be applied to parallel systems that used video and voice sig-
nals together because, compared to existing models, it could
minimize accuracy loss and reduce the required memory and
computation volume.

emotions have a multidimensional structure and are con-
stantly changing. As shown in Figure 3, the structure widely
used in the study of bio-signal-based emotion recognition
and classification consists of the arousal (physical) and
valence (emotional) bases of the two-dimensional struc-
ture proposed by Russell and James [37]. By expressing
emotions in a two-dimensional structure, complex and gen-
eral emotions can be subdivided into arousal and valence
scales. As shown in Table 1, representative bio-signal public
data for emotion analysis were labeled with the same two-
dimensional domain-based emotion as the DEAP dataset [38]
and MAHNOB-HCI database [39]. To create accurate train-
ing data for the emotions of the subject, human emotion
labels are important [40]. In addition, according to Western
standards, two public data (DEAP, MAHNOB-HCI) were
mainly used for emotion recognition and classification based
on bio-signals.

Alarmed
Aroused
Angry
Excited

High

Annoyed
Frustrated

—] Delighted

Happy

Neutral

Neutral

Arousal

Miserable Pleased

Depressed Serene
P Satisfied
= Bored
Calm
Tired Sleepy
>
>
Negative Neutral Positive
Valence

FIGURE 3. Arousal and valence domains in the 2D structure.

TABLE 1. Public data (DEAP, MAHNOB-H(CI).

Original Network

Pruning
Synapses, Neurons

Pruning Network

N\g/
Student model

=
f

Softmax ——

/ abel /—J

.

DEAP DATA SET
Participants 32 (16 male, 16 female)
Video 40 videos (60 second)
Bio-signals EEG, EOG, EMG, GSR, PPG
Labeling Self-Assessment Labeling (Arousal, Valence)
MAHNOB-HCI DATABASE
Participants 27 (11 male, 16 female)
Video 20 videos (34 to 114 second)
Bio-signals EEG, EOG, GSR
Labeling Annotation Labeling (Valence)

FIGURE 2. Pruning techniques (left) and knowledge distillation (right).

1ll. BIO-SIGNAL (ANS)-BASED DATA

Psychologists study emotions from two perspectives: gen-
eral and complex [34], [35], [36]. General emotions are
divided into happiness, anger, sadness, and fear, and complex
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A. COMPARISON OF LABELING TECHNIQUES FOR A
QUANTITATIVE APPRAISAL

To evaluate emotions in multidimensional domains, DEAP
uses self-assessment labeling and MAHNOB-HCI uses
observer annotation labeling.
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For self-assessment labeling, the arousal scale ranged
from boredom to excitement and the valence scale ranged
from 1 to 9, ranging from sadness to joy. The subjects
watched a 60-s-long emotion-evoking video and marked self-
assessment labeling [41]. Therefore, it was difficult express-
ing changes in emotion while watching, and there was a limit
to subdividing the emotion standard of the entire video.

Observer annotation labeling showed that fine-grained
labeling could be used for short-term bio-signal data,
as shown in Figure 4, because trained observers measured
emotional changes in real time while viewing the subject’s
face-facing videos. Consequently, observer annotation label-
ing can note the change in emotions until the experimenter
elicits an emotion. Therefore, observer annotation labeling,
in which the learning data labels show variations in emotions,
was appropriate for real-time emotion recognition and subdi-
vided emotion classification.

Arousal

7.60 7.60 7.60 7.60 7.60 760 760 7.60 760 7.60 7.60 7.60 760
Valence

7.1 7.n 7.1 771 771 771 n 7.7 7n 771 7 771 n

Self-Assessment Labeling

L
DEAP 1-1 PG Raw Signal

I

Window Size : 30 s

|

Valence
151 184 156 291 597 123 487 864 242 248 761 347 293

—

Annotation Labeling

\ : i
MAHNOB-HCI 1-1 GSR Raw Signal

Window Size : 30 s

FIGURE 4. Distribution of data labels of the same 30-s length; (Top)
Self-Assessment of the DEAP dataset; and (Bottom) annotation of the
MAHNOB-HCI dataset.

B. MERTI-APPS DATABASE

In this study, we performed multimodal emotion classifica-
tion based on PPG and GSR signals using the DEAP dataset
and the Asian multi-modal database MERTI-Apps [42],
which is detailed in Table 2. Asian multimodal data, MERTI-
Apps, extracted data on 15 emotion-evoking videos from
62 subjects (28 males, 34 females). Self-evaluation and
observer annotation labeling were conducted by five pre-
trained observers. The data obtained were measured for
Experiment 1 (EMG, EOG, PPG, GSR), Experiment 2 (EEG,
EMG, EOG), and Experiment 3 (EEG, EOG, PPG, GSR).
The acquired emotion-induced video-based labeling scale
ranged from —100 to 100.

IV. PROPOSED METHOD

Conventional bio-signal-based emotion recognition and clas-
sification methods generally involve data pre-processing and
extracting signal features from the time-frequency domain.
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TABLE 2. Public data (MERTI-Apps).

Participants 62 (28 male, 34 female)
Video 40 videos (60 second)
Experiment 1
EOG, EMG, GSR, PPG

Bio-signals

Emotional response 5 videos (Sad 1, Happyl, Angry 2, Scared 1)

to videos
Labelin Annotation Labeling (Arousal, Valence)
g Self-assessment Labeling (Arousal, Valence)
Experiment 2
Bio-signals EEG, EMG, EOG

Emotional response 5 videos (Sad 1, Happyl, Angry 1, Scared 1,

to videos Neutral 1)
Labelin Annotation Labeling (Arousal, Valence)
g Self-assessment Labeling (Arousal, Valence)
Experiment 3
Bio-signals EEG, EOG, PPG, GSR

Emotional response

{0 videos 5 videos (Sad 1, Happy2, Angry 1, Scared 1)

Labeling Self-assessment Labeling (Arousal, Valence)

However, conventional methods using additional handcrafted
feature extraction are too complex to be applied to a real-
time system. In this paper, we propose a real-time emotion
classification method using PPG and GSR signals for user
convenience and a labeling method to reflect the bio-signal
characteristics. The proposed method is divided into three
main categories: data pre-processing with window slicing and
prevention of waveform duplication and loss, training data
label setting, and weight-reduced model learning for emotion
classification. Without additional handcrafting, the window
sliced by one pulse unit of PPG and GSR signals is mainly
used as input for a multimodal neural network model.

As the basic model in emotion classification, a 1D convo-
lutional autoencoder model consists of an input (encoder) and
output (decoder) of the same structure.

A. BIO-SIGNALS FOR USER CONVENIENCE AND
USABILITY

To improve smooth interaction between humans and
machines to which bio-signals are applied, convenience,
and usability in daily life, the number, attachment posi-
tion, and accessibility of the acquisition electrodes should
be considered. Among the representative bio-signals, up to
64 electrodes were acquired, as illustrated in Fig. 5(a). The
EEG signal shows high emotion classification accuracy based
on information and data collected from many electrodes.
However, it is not easy to use in real time or daily life.
ECG signals were acquired up to six electrodes, as shown in
Figure 5(b). Although high-performance emotion classifica-
tion is possible owing to direct heart change-based sensitivity
and regularity, it is inconvenient to attach directly to the chest
near the heart and have low access to the external environ-
ment. EMG signals can be acquired using various body parts
and a small number of electrodes. However, because some
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muscle signals contain movements that humans can control,
it is difficult to see them as signals suitable for inner emotion
classification.

Therefore, in contrast to other signals requiring large num-
bers of electrodes, this study used a PPG signal with infor-
mation on heart rate and blood flow and a GSR signal with
physical details such as body temperature change and sweat
emission with two electrodes. The two bio-signals can be
measured and acquired at the user’s fingertips, as shown in
Figure 5(c), improving convenience and accessibility in daily
life.

FIGURE 5. Actual acquisition method and location according to
bio-signal: (a) EEG [39]; (b) ECG; (c) PPG, GSR.

B. DATA PRE-PROCESSING OF PPG AND GSR SIGNALS
Raw PPG signal data are more convenient and usable than
ECG signals, but the noise of high-frequency components,
such as power source noise and low-frequency components
caused by capillaries, must be removed. In this study, the
Butterworth filter, which is a simple linear frequency-domain
filter, was applied. The dynamic noise was reduced through
high-order polynomial fitting, baseline fluctuation noise of
the data, and moving average filter. The same pre-processing
was repeated for the GSR signal.

1) BUTTERWORTH FILTER [42]
The Butterworth filter is a frequency filter with a flat pass-
band amplitude spectrum and a smooth transition band.
The simple linear frequency filter is expressed as fol-
lows: the higher the order N, the smaller is the transition band
and the sharper is the transition.

o The basic formula for filter approximation is

K

V1 + e (0?)

|H (joo)| = M
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« Butterworth filter function

(f (0)2) — 0)2”)1

|H (jw)| =

approximation

K
/T+ 202" @

o Normalized Butterworth filter approximation function:

H (joo)] = —— 3)
w)| = —.
1 + w2

K=lLe=1w=1),
2) POLYNOMIAL CURVE FITTING [43]
Higher-order polynomial fittings are commonly used to
address outliers and errors in the data after biometric signal
acquisition. The correlation between the input and output
variables can be analyzed and predicted to reduce the error
rates and obtain the most appropriate data. The higher-order
polynomial fitting is expressed as follows:
« Nth-order polynomial equation:

o)=Y @

3) MOVING AVERAGE FILTER [44]
A general moving filter is the average of the sum of the
data measured to the present time. If the measured value
changes continuously with time, then a moving filter is not
appropriate. Therefore, a moving average filter is used as
a method to remove noise from the data and average the
dynamic data. The average of the most recent N values is used
instead of the average of all the data. The moving-average
filter is expressed as follows:
« Moving average filter for N data:

B B S R . SR

Xk = Xk—1+
n n

Xk — Xk—n

)

4) PRE-PROCESSED SIGNAL

Figure 6 shows the pre-processing results of the PPG and
GSR signals. After bio-signal pre-processing, the 10-s-long
PPG signal reference peak and average heart rate information
were collected and stored for accurate window slicing.

C. WINDOW SLICING FOR TRAINING DATA

GSR signals containing information on body temperature
changes and sweat emissions generally have an irregular
form. However, the blood flow rate that changes according
to the heartbeat always has a distinct regularity in the PPG
signal. To properly divide into cycles, such as heart rate and
blood pressure fluctuations according to emotional changes,
signal division in short waveform units is performed based
on regular PPG signals. However, the acquired PPG signals
should be divided into precise waveform units considering
personal characteristics because regular cycles, such as blood
flow and heartbeat according to the experimenter, vary widely
from person to person. When unilaterally dividing according
to sample size, the peak value of the PPG signal and the
bottom data overlap and loss occurs based on the window size
and sampling rate, as shown in Figure 7.
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Window Size

108 Find Posks PPG Signal MERT)-Apps.
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Amplitude [V]

GSR Sgnal based on 10 PPG poaks MERTIApps
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FIGURE 6. 10s-long PPG, GSR signal pre-processing result: (top)
pre-processed PPG signal; (middle) peak-to-peak of PPG signal;

and (bottom) GSR signal of the same section as the peak value of PPG
signal.

In this study, the zero-zone was set and divided through
the PPG signal reference peak value and heartbeat informa-
tion stored in the pre-processing process, in consideration of
personal characteristics after completion of pre-processing.
To accurately separate the PPG and GSR signals, the sample
size was divided equally based on the peak value of the PPG
signals stored in advance. As a result, the sample size of the
PPG and GSR signals measured at 1 kHz was maintained
at 1,100. In addition, the heart rate was used to treat it as a
zero zone, except for one waveform section, to prevent dupli-
cation. Figures 8 shows that PPG and GSR signals appear
without redundancy and loss as 1.1 seconds after the final
treatment is completed.

o Zero-zones setting to prevent duplication:

total frequency sample size .
heart rate samp. le size
zero zone = 3 . (6
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Amplitude [mV]

Window Size
Incorrect window slicing method applied result2 (PPG signal)
T T T T T T
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3
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)
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Window Size
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FIGURE 7. PPG signal processed with incorrect window slicing method.

PPG sgnal afler preprocossng and sogmentaton MERTH-AO(
T T T T T T

Argiitade [V]
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) L i " i i 1 i L i L
- w sax « o %0
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FIGURE 8. Final PPG, GSR signal output (sample size 1100); (Top) Results
of the PPG signal; and (bottom) results of GSR signal.

D. LABEL SETTING FOR TRAINING DATA

Existing observer annotation labels show that trained com-
mentators express the experimenter’s facial expressions at
0.25 s intervals, and the scale provides labels that vary con-
tinuously over time. Therefore, for a short emotional classi-
fication in unit of 1.1 seconds, the label of the DEAP and
MERTI-Apps database was defined as three classes based on
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arousal and valence, as shown in Table 3. The overall range of
self-assessment labels in the DEAP dataset was from 1 to 9,
and in this study, three classes were defined: positive
(7-9), neutral (4-6), and negative (1-3). In addition, the
overall range of the observer annotation labels in the
MERTI-Apps database was expressed as -100 to 100,
in which three classes were defined: positive (20 to 100),
neutral (-20 to 20), and negative (-100 to -20).

TABLE 3. 3-class criteria for emotional classification in 1.1 seconds.

Data DEAP MERTI-Apps
Labeling Self-assessment Annotation
Existing Label Scope 1to9 -100 to 100
Emotion positive 7t09 20 to 100
classification neutral 4t06 -20 to 20
class negative 1to3 -100 to -20

Labeling of the extracted waveform unit PPG and GSR
signals was performed based on the peak-to-peak values of
the PPG signals stored in advance using the section set,
as shown in Table 3, and the observer annotation label
of MERTI-Apps. In the MERTI-Apps database, a total
of 32,000 segments were extracted from the data and
pre-processed through five 1~5 min-long emotion-evoking
images for 62 experimenters. In the previously pre-processed
and divided 32,000 segments, the label average within the
sample size section was used for the label, and data that
did not match the experimenter’s evaluation result were not
used.

The diversity of the final label distribution is confirmed,
as shown in Table 4. The self-assessment labeling technique
is expressed as unified emotion labeling because the experi-
menter proceeds after watching all emotion-evoking videos.
Therefore, as shown in Table 4, because simple labels based
on five emotion-evoking videos are provided to the model,
diversity for learning is not provided. The observer annotation
labeling technique can provide a model with a wide variety
of learning data based on 32,000 segments because the third
observer reflects the change in the face according to the
emotion change in the label in real time.

TABLE 4. Distribution of Segment Label for ppg, gsr signals.

Self-assessment
labeling

Annotation
labeling

Number of data 32000 segments

extracted
high 14,489 2
Label neutral 11,190 2
(arousal)
low 6,321 1
positive 6,716 1
Label neutral 5,289 1
(valence)
negative 14,227 3
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E. THE MODEL SETTING FOR EMOTION CLASSIFICATION
1) MULTIMODAL 1D CONVOLUTIONAL AUTOENCODER

A 1D convolutional autoencoder was used to perform fea-
ture extraction and emotion classification based on the pulse
units of the PPG and GSR signals. The model consisted
of two convolution layers and two pooling layers, and the
encoder and decoder had the same structure. The extracted
data were transmitted to the fully connected layer through the
concatenation layer. The information on each layer is shown
in Figure 9, and Adam (learning rate: 0.0008) was used as
the optimizer. By setting the batch size to 16, the repetition
learning was executed 100 times. 64% of the total data were
learned as training data, 16% as validation data, and 20% as
performance validation data.

2) LIGHTWEIGHT MODEL OBTAINED USING KNOWLEDGE
DISTILLATION
A knowledge distillation technique was applied to two
bio-signal-based 1D convolutional autoencoder models
(teachers) in an environment where real-time programs and
hardware performance are limited. The knowledge distilla-
tion technique used in this study is a method for distributing
and using the knowledge of a pre-trained complex deep neural
network (teacher model) to a simple deep neural network
(student model). To transfer knowledge to the student model,
an output value softer than the actual output value was used
by adding a hyperparameter (temperature) to the output value
of the neural network through the softmax function of the
teacher model. In addition, a loss function is constructed
by comparing the teacher model’s soft label and the student
model’s soft predicted value through the distillation loss value
so that the same output of the student and teacher models is
derived [45]. Knowledge distillation is expressed as follows:
« Probability value of the class through the last softmax
layer:
gi= =2 %
L ew()
o Set soft and hard result values using temperature
coefficient:

exp(z;/temperature)
qi = : ®)

Zj]le exp(zj/temperature)

o Distillation loss value (L:loss function, S:student model,
T :teacher model, L_CE: cross-entropy
loss, L_KD:distillation loss, 6:train parameters,
T:temperature)

L=3" Lo (05,0, T (05, 1) +ALcr(, )
©))
As described above, knowledge of the existing teacher model
was transferred to the 1D CNN model (student) with a
simple structure, as shown in Figure 10. It consisted of

convolutional and pooling layers, and an Adam optimizer
(learning rate: 0.0005) was used. By setting the batch size
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to 16, the repetition learning was executed 200 times. The
final student model reduced the computation time by com-
pressing the network and reducing the number of parameters
while maintaining accuracy.

Encoder 1D CNN
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FIGURE 9. Proposed multimodal 1D convolutional autoencoder diagram.
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FIGURE 10. Configuration diagram of student model (1D CNN) used in
the paper.

V. EXPERIMENTAL RESULT

This section presents the experimental environment, bio-
signal-based emotion classification model composition, and
experimental results. Figure 11 shows the overall composi-
tion of the aforementioned contents and results.

A. EXPERIMENTAL ENVIRONMENT

In this study, the MERTI-Apps and DEAP datasets, including
both PPG and GSR signals, were used. The data used in
this study were defined as 1100 samples(1kHz) on average
through the pre-processing process mentioned earlier, peak
of the signal, and prevention of duplication and loss by divid-
ing the PPG and GSR signals into one pulse unit through
average heart rate detection. Typical PC configurations used
for model learning include Intel Corei7-9700, RAM: 64GB,
OS: Windows 10, and GPU: Nvidia GeForce RTX 2080Ti.
In addition, different hardware environments were configured
to analyze the computational time required for the pre-trained
final model.

B. COMPARISON OF BIO-SIGNAL-BASED PRECEDENT
STUDIES AND RESULTS

To apply real-time bio-signals to an emotion recognition
system, pre-processing and feature extraction are required in
the same way as the learning data of the model. The feature
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TABLE 5. Performance of equipment used in the experiment.

Category CPU GPU Memory
Nvidia 3-core ARM 512.—c0re volta 32GB 256~
Jetson AGX 8.2 64-Bit with tensor bit
Xavier : cores LPDDR4x
High- Single Intel NVIDIA
performance Xeon Silver Quadro RTX 64GB
computer 4214R 2.4GHz 6000 D6 24GB
. NVIDIA
Nr(;rmtalr Intelgggge i7- GeForce RTX 32GB
compute 2080Ti

extraction process has limitations such as additional computa-
tion time and low utilization. Therefore, this study compared
the data-processing time and accuracy of the handcrafted
feature extraction method and the proposed method used in
the Asian multi-modal data MERTI-Apps-based precedent
study [8], [11]. For comparison of experimental results, the
same dataset consisting of 1,100 samples for PPG data and
12 channels for EEG signal was used. In addition, time,
frequency, and time-frequency domain characteristics were
extracted from the data in the same way as the existing
research method [27], [46]. For the 1-channel PPG signal,
a scalogram that could check time change according to the
frequency band was used [47].

To compare the performance of previous studies [46], [47],
feature extraction from the EEG signals acquired from
12 channels was performed in the time domain for changes
over time and the frequency domain to understand the spatial
resolution of the EEG signal. Four regions were divided
using the PSD characteristics: slow alpha (8—10 Hz), alpha
(8-13 Hz), beta (13-29 Hz), and gamma (30-50 Hz). More-
over, the average and absolute values were used. In the time-
frequency domain, the EEG signal was decomposed over time
through a discrete wavelet transform, and then their average
and absolute values were extracted in the frequency range.
The PPG signal was converted into a scalogram, from which
noise was removed through data pre-processing. It was used
through MATLAB’s Toolbox, and a filter tank separated the
band in the range of 0.3-5 Hz, and an octave with 48 sections
was set.

A general PC environment was used to set the same exper-
imental environment and data size, and the results were con-
firmed according to the experiment, as shown in Table 6.
It took 4.91 s to extract features from the EEG signal and an
average of 2.34 s for the PPG signal to be pre-processed and
converted into a scalogram. The method without additional
handcrafting and based on PPG and GSR signals proposed
in this paper performs pre-processing and feature extraction
within an average time period of 0.17 s, which was faster
than the data processing time of existing precedent studies.
In addition, the bio-signal should consider the minimum win-
dow size to proceed with the emotion classification. The time
required for the final data process is the sum of the minimum
waiting times for emotion recognition, data pre-processing,
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« Butterworth filter

zero zone =

Window slicing & Labeling

(total frequency sample size
eart rate

Window slicing & Labeling

— sample size |

K
H(jw)| =—
Vi+o?

+ Polynomial curve fitting

* Moving average filter

X — X
Xpe = Xy + =

n

Proposed method

2
N ) =
yx w) = Zm,.rf A
=0 = X
\

*  Soft output

_ exp (z/temperature)
7%, exp (zi/temperature)

— = Model i
| Raw bio-signal [*] Data Pre-processing [ Personal information || Window slicing k—> [Cearning modet |-+] Emotion resutt | (nowledge distlstion)

Traditional method

Handcraft Feature Learning model }—DI Emotion result I

FIGURE 11. Proposed overall configuration diagram for emotion classification based on bio-signals (PPG, GSR).

feature extraction, and model calculation time. Therefore,
when comparing the results excluding the model calculation
time, the EEG signal required the most time at approximately
64.91s. The existing scalogram (PPG) method [47] is approx-
imately 3.44 s faster than the power density feature extrac-
tion (EEG) method [46] but slower than the proposed method.
In addition, the proposed method has twice the sample size
as the scalogram feature extraction method, but requires a
short time of approximately 1.27 s. The accuracy of emotion
recognition and classification of the proposed method was
80.89% in the arousal domain, which was the highest among
the three methods, and 81,25% in the valence domain, which
was the second highest among the three methods. However,
the difference in accuracy between the scalogram method
and proposed method was approximately 1% in the valence
domain, indicating the same performance.

This confirms that the proposed method can improve
the processing time and performance by optimizing data
pre-processing and window size compared with previous
studies on emotion recognition and classification based on
MERTI-Apps and Asian multimodal data.

TABLE 6. Comparison of bio-signal-based precedent studies and the time
required for the proposed method.

Category EEG [46] PPG [47] PPG, GSR
window size 60 s 1.1s each 1.1s
handcraft features
feature extraction (time, frequency, scalogram sliced and
time-frequency g filtered raw data
domains)
pre-processing &
feature extraction 491 s 2.34s 0.17 s
time
total time required 64.91 s 3.44s 1.27s
deep learning bidirectional 1D convolutional
model LSTM 2D CNN autoencoder
emotional accuracy o o 76.09% / 80.89% /
arousal/valence 78.00%/81.00% 82.33% 81.25%

C. EMOTION CLASSIFICATION RESULT OF THE PROPOSED
MULTIMODAL MODEL

Using the Asian multimodal data MERTI-Apps and the open
dataset DEAP, the accuracy, recall, precision, and F1 score
were derived by comparing the performance of the emotion
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classification model in the arousal and valence domains.
In general, the accuracy, which is a representative indicator
of a model’s performance, is the proportion of correctly clas-
sified data to the total data. Accuracy can be a misleading
indicator depending on the data used. Therefore, we used two
additional performance indices: recall, which represents the
ratio of data that the model classifies as true to true data,
and precision, which represents the ratio of data that is true
to data that the model classifies as true. Furthermore, recall
and precision have a tradeoff relationship. The F1 score is an
index that can identify the data imbalance between classes,
classified as a harmonic mean of recall and precision.

o The proportion of correctly predicted data out of the total

data:

(TP: true positive, TN: true negative, FP: false positive, FN:
false negative),

TP + TN
Accuracy = . (10)
TP+ TN + FP + FN
« The proportion of data that predicted factual data:
TP
Recall = ——. (11
TP + FN
o The proportion of factual data among data predicted to
be true:
. TP
Precision = ——. (12)
TP + FP
« Harmonic means precision and recall.
S 1l
F1 score — 2 « Precision * reca (13)

precision + recall”

In MERTI-Apps, emotion classes were divided into two
(high, low) and three (high, neutral, low) in the arousal
domain and two (positive, negative) and three (positive,
neutral, negative) in the valence domain. The mean results
for each group were compared. These results are presented
in Table 7 and Figure 12. All performance index results
of the teacher (1D convolutional autoencoder) model were
confirmed to be 74.00% or higher, and Figure 12(a) shows
the results of the teacher model for the three-class crite-
ria: accuracy (79.18/74.84%), recall (73.61/72.44%), preci-
sion (76.66/74.31%), and F1 score (74.99/73.18%) based on
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FIGURE 12. PPG, GSR signal-based emotion classification result graph; (a) 1D convolutional autoencoder (three-class, teacher); (b) 1D convolutional

autoencoder (two-class); (c) 1D CNN (three-class, student); (d) arousal domain (teacher model, LSTM, 1D CNN); (e) valence domain (teacher model, LSTM,

1D CNN); and (f) result of using the DEAP dataset.

TABLE 7. Research results of emotion recognition and classification based on various bio-signals.

Bio-signals window size Method class Arousa?ccurac}\,/alence
FFT (fast fourier transform) enhanced feature 2 70.1% 70.9%
Yoon, 2013 [51] EEG ) extraction and classification; 3 55.2% 55.4%
Ayata, 2018 [28] PPG, GSR 3~8s g%‘f;‘g;‘::;t’ k-NN, Decision tree; - 72.06% 71.05%
Mert, 2018 [48] EEG 60s Multivariate extension; ANN; DEAP database 2 75.00% 72.87%
Lee, 2019 [14] PPG 1.1s 1D CNN; DEAP database 2 76.20% 75.30%
Chao, 2019 [49] EEG 3s ggg’j;‘:ﬁ;;‘re matrix; CapsNet; 2 66.73% 68.28%
Xing, 2019 [50] EEG 60s SAE+LSTM; DEAP database 2 81.10% 74.38%
Wang, 2019 [52] EEG : N hort ifne fourier ransform); 2 T36A%  TA41%
1D CNN; Selected statistical feature; o o
Lee, 2020 [29] PPG 10s DEAP database 2 80.90% 82.10%
EEG, GSR, Time, Frequency domain; o o
Raheel, 2021 [53] PPG 60s DEAR-MULSEMEDIA database 2 85.18% 76.54%
EEG, EOG, ACO-bidirectional LSTM; o o
Hwang, 2022 [46] GSR. PPG 60s MERTI-Apps database - 78.00% 81.00%
1D Convolutional autoencoder; DEAP database 2 81.33% 80.25%
1D Convolutional autoencoder (teacher model); 2 80.89% 81.25%
Annotation labeling; MERTI-Apps database 3 79.18% 74.84%
1D CNN (student model); Annotation labeling; o o
Our PPG, GSR L1s Knowledge distillation; MERTI-Apps database 3 77:87% 73:49%
LSTM; Annotation labeling; o o
MERTI-Apps database 3 70.40% 63.21%
1D CNN; Annotation labeling; 3 71.18% 67.15%

MERTI-Apps database

arousal and valence. Compared with the LSTM and 1D CNN
models in Figures 12(b) and 12(c), respectively, it was con-
firmed that the model showing the highest level of classifica-
tion performance showed that the teacher model was superior
in all performance indicators. LSTM, a comparative model,
is suitable for research that includes time series and sequential
input/output, but it was confirmed that the performance was
low for input data without a separate handcrafted process
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for feature extraction and PPG and GSR signals in short
waveform units. The 1D CNN model, which represents the
second-best performance, utilizes the sparsity of parameter
sharing and connection to show that it is strong for spatial
information, form maintenance, and automatic feature extrac-
tion of data but performs lower than the teacher model based
on the same size. In addition, in the open dataset DEAP, it was
confirmed that the proposed method had a high performance
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with a window size of 1.1 s, and an accuracy of 81.33% based
on arousal and 80.25% based on valence.

To proceed with real-time emotion classification, the
knowledge of the pre-trained complex teacher model show-
ing the highest performance was transferred to the simple
structure of the student (1D CNN) model. As shown in
Figure 12(d), the results of the performance index of the
student model for the three-class criteria showed a maximum
error rate of 1.65% based on arousal and 2.49% based on
valence. This confirms that the knowledge of the teacher
model was correctly transferred to the student model. When
the parameters of the existing teacher model used for emo-
tion classification based on PPG and GSR signals and the
student model to which knowledge distillation was applied,
were compared, it was confirmed that the number of param-
eters in teacher models was approximately 358M and that
of the student model was approximately 6M, which indi-
cates a 98% reduction. In addition, the time required for
emotion classification based on 6,400 segments of test data
was reduced from 4.72 s to 1.14 s. To compare the perfor-
mance of the temporal bio-signal-based emotion recognition
and classification model, as shown in Table 8, based on
6,400 segments and a 1,100 Hz sample in three hardware
environments. Although many computational and hardware
(CPU, GPU, etc.) resources are required to use multimodal
bio-signal-based emotion classification teacher models, the
student model enabled a model weight reduction of 1.87 s on
Nvidia Jetson AGX Xavier, 1.14 s on typical PCs, and 0.97s
on high-performance PCs, reducing the time spent on all
environments by less than half. As a result, applying the pre-
learned model to the lightning process confirmed its usability,
even in a limited hardware environment, by exhibiting similar
performance with reduced computation time.

TABLE 8. Experimental results in different hardware environments.

Average processing time (6,400 segments)

Model Nvidia Jetson Normal High-performance
AGX Xavier computer computer

Teacher 11.41s 4.72s 321s

Student 1.87s 1.14s 0.97s

VI. CONCLUSION

In this paper, we proposed a method for emotion classifica-
tion using multimodal 1D convolutional autoencoder models
based on two PPG and GSR signals. As shown in Table 7,
research on emotion recognition and classification based on
various bio-signals was conducted. In the study of emotion
classification based on bio-signals, there is an appropriate
window size for input data, and there is a minimum waiting
time for feature extraction and regularity of the acquired sig-
nal. Therefore, the real-time characteristics decrease owing
to the essential waiting time for recognition. Moreover, the
accuracy was reduced due to use of a single bio-signal.
Yoon et al. used FFT (fast Fourier transform analysis) to
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analyze the signal in the time domain, and applied shape
selection based on the Pearson correlation coefficient [51].
However, there was a severe decrease in accuracy as the
number of classes increased. Wang et al. expressed the EEG
signal as a spectrogram in the time-frequency domain using
a short-time Fourier transform (STFT) to improve the time
interval limit of the existing FFT and used it for emotion
recognition [52]. However, an additional handcrafted course
was also included. Xing et al. extracted correlations and fea-
tures from EEG signals acquired over many channels and
reduced the computational time using SAE-based linear EEG
mixing models [53]. However, the window size for emotion
recognition is 60 s, which makes it difficult to apply to real-
time systems. Lee et al. prevented additional time loss by
automatically extracting signal characteristics from a single
PPG signal in a short waveform unit of 1.1 s using a 1D CNN
and showed the possibility of short-term emotion classifica-
tion in the two classification results [14]. However, labeling
integrated with a single signal has limitations in accuracy and
stability as the detailed emotion recognition and classification
class increases. This study confirmed the possibility of high-
level emotion classification without the need for another
handcrafted process for extracting the signal characteristics.
Using this method, an improved emotion classification per-
formance was confirmed. As a result of the experiment,
in DEAP, the proposed method with arousal/valence criteria
of 81.33/80.25% showed fast and high performance. In addi-
tion, with subdivided labeling, MERTI-Apps showed a high-
performance index even with the additional class increase,
with arousal/valence criteria of 80.89/81.25% in two classes
and 79.18/74.84% in three classes, compared to previous
studies. The model lightning work was carried out to fuse
the real-time system and additional signals (image, video,
etc.). The computational time of the model was confirmed on
embedded boards commonly used in robots for actual vehicle
and human interaction. By reducing the parameters and sizes
of the model, less than half of the computational time of the
existing model was confirmed in all environments.

Finally, this paper discussed a study conducted based on
autonomic nervous system signals for the accurate recog-
nition of inner human emotions using limited hardware
resources. Existing studies have conducted emotion recog-
nition and classification based on two-class criteria. How-
ever, in this study, the results for emotion classification were
derived using additional class criteria in the arousal and
valence domains. This study confirms that although self-
assessment labeling is appropriate for emotion recognition
and classification between 10 and 60 s, short unit bio-signal
emotion recognition and classification between 1 and 5 s can
provide diverse learning data for observer annotation labeling
settings.

VIl. FUTURE WORKS

In future research, we intend to develop a framework for
mounting on vehicles and human-robot interaction robots and
develop models that can be used with human expressions and
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voices. In addition, we plan to study the development of a
system that can check whether the vehicle can be controlled
through the driver’s emotion recognition based on the devel-
oped lightweight model, and whether the external and internal
emotions match.
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