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ABSTRACT On-board data reduction is a major concern in designing of a spaceborne synthetic aperture
radar (SAR) system since the volume of acquired SAR data is generally much higher than the downlink
capability to the ground-station. The dechirp-on-receive (DoR) method is considered the state-of-the-art
SAR data reduction technique. If there is deramping hardware in the SAR instrument, DoR is an effective
method to reduce the volume of images for high resolution modes. In this paper, we use a digital signal
processing method which applies a modified discrete Fourier transform (MDFT) filter bank for SAR data
reduction. We call this method MDFT band selection filter (MDFT-BSF). This paper presents a quantitative
analysis of the MDFT-BSF on data reduction performance. In addition, we provide a relationship between
the data reduction performance and the number of sub-bands (M), and show that there is an optimal value of
M that minimizes the volume of on-board SAR data. An evaluation of MDFT-BSF including a comparison
with the DoR method presents that MDFT-BSF has an advantage for SAR data reduction. We show that
MDFT-BSF can be implemented and operated on commercial space-grade FPGAs by the development of a
spaceborne SAR digital receiver.

INDEX TERMS Dechirp-on-receive, field programmable gate array, modified discrete Fourier transform
filter bank, satellite electronics, synthetic aperture radar.

I. INTRODUCTION

Data reduction is an eternal challenge in the domain of data
transmission. The same issue is rising in synthetic aperture
radar (SAR) applications as the ceaseless demands for higher
resolution and wider swath width on SAR images has made
SAR data increasingly larger and more challenging for trans-
mission.

State-of-the-art SAR data reduction technique is the
dechirp-on-receive (DoR) method [1]. This method involves
generating a linear frequency modulated (LFM) chirp signal
and mixing it with the received echo return under the condi-
tion that the two signals have the same chirp rate. The mixing
operation is generally called a deramping process. The output
of the deramping process is a group of sinusoidal signals
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with the bandwidth estimated as the product of the chirp rate
and swath width. If there is deramping hardware in the SAR
instrument, DoR has been an effective method for acquiring
images from high resolution modes.

The digital signal processing method used in this paper
pursues two main goals: not requiring any deramping hard-
ware and possible implementation on commercial space-
grade field programmable gate arrays (FPGAs) considering
resource-limited applications such as spaceborne SAR. In our
method, we apply digital filter bank technology and utilize
LFM characteristics of chirp signal for SAR data reduction.
We call this method a band selection filter (BSF). Concep-
tually BSF works as follows. The input signal is divided
into time-frequency domain (TFD) blocks based on digital
filter bank technology. Then, blocks that only include the
region of interest (Rol) are selected to be transferred. If the
blocks for the Rol occupy a relatively small area among
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the total TFD blocks of the input signal, BSF can achieve
high data reduction. To realize the BSF, a modified discrete
Fourier transform (MDEFT) filter bank [2], [3], [4], [5], [6] is
applied as the best choice of digital filter bank for the BSF.
The MDFT filter bank eliminates the alias images from all
odd spacing sub-bands providing great signal to noise ratio
(SNR) performance. This overcomes the biggest limitation
of the popular discrete Fourier transform (DFT) polyphase
filter bank [7]. The cosine-modulated filter bank [8], [9],
[10], [11], [12] also shows alias cancelation characteristics,
but the MDFT filter bank provides a higher computational
efficiency for complex input signals [S] which is an important
property when considering resource-limited on-board imple-
mentation. A patent [13] was proposed to use the MDFT
filter bank for on-board SAR reduction, but it only presents
the data reduction process. No theoretical analysis results
and quantitative comparison to the DoR method are given.
In addition, evaluation results and hardware implementation
to demonstrate its effectiveness are not provided.

In this paper, we present a quantitative analysis of MDFT-
BSF on data reduction performance. To quantify the perfor-
mance, we define an Rol and a region of overhead (RoO),
and then present the closed form of equations to calculate
the size of Rol and RoO for the MDFT-BSF. Moreover, the
closed form of equations to calculate the size of Rol and
RoO from the DoR method is provided for a quantitative
comparison with MDFT-BSF. Normally it is expected that
the larger number of sub-bands (M) in the digital filter bank
results in a smaller size of RoO since the frequency width of
a TFD block becomes smaller with a larger M. However, this
paper proves that there is an optimal value of M to minimize
the size of RoO according to the parameters of sampling
frequency, chirp bandwidth and pulse width.

We present the evaluation results of MDFT-BSF and a
performance comparison with the DoR method based on
simulation. The evaluation results show that MDFT-BSF has
improved data reduction performance compared to the DoR
method under the larger swath width to pulse width condition
as well as under the SAR mode parameters reflecting real
satellite geometry. In addition, we developed a spaceborne
SAR digital receiver to show that MDFT-BSF can be imple-
mented and operated on commercial space-grade FPGAs.
We used space-qualified EEE-parts and materials to man-
ufacture the SAR digital receiver and completed the space
qualification test campaign to confirm that it satisfies the
function and performance requirements in space environment
conditions [14].

Several studies have focused on data reduction for SAR
images. Many of them were focused on quantization tech-
niques such as Block Adaptive Quantization (BAQ) [15],
[16], [17], vector quantization (VQ) [18], [19], [20], [21],
frequency domain quantization [22] and wavelet transform
coding [23]. An approach [24] related to Doppler filtering
was also proposed for SAR data reduction. Since MDFT-BSF
is a method utilizing the chirp-like signal characteristics for
SAR data reduction, it can be used in conjunction with the
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FIGURE 1. Visualization of band selection filter (BSF) concept for
on-board filtering process.

quantization and Doppler filtering approaches. The dechirp-
on-receive technique [25] is a well-known approach also
utilizing chirp-like signal characteristics. However, it is only
effective when the sampling window for the swath width is
much smaller than the pulse width.

This paper is organized as follows. Section II introduces
the BSF concept and MDFT-BSF architecture and Section III
provides an analysis on the data reduction performance.
In Section IV, the data reduction performance evaluation and
comparison with DoR are presented. The development of a
spaceborne SAR digital receiver, including the implemen-
tation of MDFT-BSF on space-grade FPGAs, is given in
Section V. Finally, in Section VI, we conclude our study.

Il. ARCHITECTURE OF MDFT-BSF

A. BAND SELECTION FILTER

In this section, we describe the filtering concept of the BSF
for on-board SAR data reduction. The concept of BSF is
visualized in Fig. 1. The first step of BSF is to divide input
data into sub-band data via a digital filter bank. The second
step is to divide each sub-band data into TFD blocks. If we
assume K - M samples flow into the digital filter bank and
the number of sub-bands is M, then each TFD block includes
K samples. The last step is to select the TFD blocks which
are necessary to be transferred, namely band-selection. The
reconstruction process is performed from the ground-station
in the reverse order of the on-board filtering process.

B. MDFT FILTER BANK

We applied the MDFT filter bank [6] for the digital filter bank
shown Fig. 1 due to its computational efficiency and excellent
alias cancelation properties.

ww=n@=mgw)

N-1

- z_TW_k%P(zWIj
k 2k
W* = exp —]7 where k =0,.... M -1 (1)

Fig. 2 shows an M -channel MDFT filter bank where Hy(z)
and Yj(z) represent the analysis and synthesis filters of the
kth sub-band, respectively. x(r) and y(n) shown in the figure
are the input and the output of the MDFT analysis filter bank,
and x (n) indicates the output from the MDFT synthesis filter
bank. The zero-phase prototype filter P(z) and the frequency
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FIGURE 2. M-channel MDFT filter bank.

PMZ PMI

NHHW,

2M-3)yt/M (2M-1)T/M /M 3n/M ®

FIGURE 3. Frequency response of filter Py (z).

shifted version of the prototype filter Px(z) are presented in
Fig. 3. In (1), the sub-band filters Hj(z) and Yi(z) are the
causal version of Pi(z) where N is the filter length of P(z).

The MDFT filter bank shown in Fig. 2 can be realized as
illustrated in Fig. 4 by means of two DFT polyphase filter
banks where one has a delay of M/2 samples. Through this
realization, the MDFT filter bank utilizes the computational
efficiency of the DFT polyphase filter bank. Ej(z) and E ,f) (z)
denote the kth type-1 and type-3 polyphase filters of Hy(z)
respectively.

ex(m)=hgo(n-M+k)y, k=0,1,....M—1
D) = hon-M —k), k=0,1,....M—1

The phase facltor w5 in (1) can be compensated by
N7
the factor WX"2~ on the kth sub-band shown in Fig. 4. The
reconstructed signal X (z) is written as follows.

M MX:I Fr (z) Mi 1 Hy (zWZI) (ZW21>

@

(2) shows that all odd spacing aliasing terms of X(z) are
perfectly eliminated, including the terms from the neighbor-
ing sub-bands. This property significantly reduces the alias-
ing error in X ().

In [5], it is shown that the operation in analysis and syn-
thesis filters can be simplified and the computational cost for
the operation can be significantly reduced by selecting the
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FIGURE 4. MDFT filter bank realized by DFT polyphase filter banks.
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FIGURE 5. Computationally efficient realization of an MDFT analysis filter
bank.

appropriate filter length N of P(z) using (3) and (4).

. Nolp rk
ifN=r-M+1, thenW 2*=(=1) 3)
. M N1y rk ~k
fN=r-M+—+1 then W= =(=D)" (=)
wherer = 1,2, ... 4

Fig. 5 illustrates the computationally efficient realization
of the MDFT analysis filter bank when we apply (4). It is
shown that the two IDFT matrix operations are reduced as
one.

The operation for the MDFT synthesis filter bank can also
be optimized in the same manner; however, the optimization
is not critical for SAR applications since the operation is
performed on the ground-station.

C. BAND SELECTION AND BAND RECONSTRUCTION

Here, we present the band selection and the band reconstruc-
tion process of MDFT-BSF, as shown in Fig. 6. The output
of the MDFT analysis filter bank goes into the block gener-
ator. Since some sub-band blocks might not be transferred,
there should be a band reconstruction operation before the
operation of the synthesis filter bank. The not-transferred sub-
band blocks can be generated using zero-value samples. For
the band selection operation, the table representing to-be-
selected TFD blocks should be pre-defined. A structure of
Fig. 7 can be applied to define the band selection table where
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FIGURE 6. Band selection and band reconstruction process of MDFT-BSF.
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FIGURE 7. Band selection table and time-frequency block representation
(example of M = 8).

the on-time and the duration are the start location and the
number of TFD blocks to be selected, respectively.

Ill. ANALYSIS ON DATA REDUCTION PERFORMANCE

A. OVERHEAD DATA RATIO OF MDFT-BSF

In this section, we provide an analysis on the data reduction
performance of MDFT-BSF. First, we define the Minimum
Selection Block (MSB) as the minimum area of the time-
frequency domain for the band selection operation.

F
MSB = m x n, where m = —> andn = K - — (®)]
M F

s

Fg and M indicate the sampling frequency and the number
of sub-bands of the MDFT filter bank, respectively. The
number of samples 7 is defined as a multiple of M by consid-
ering that the same number of samples are assigned to each
sub-band channel operation. Block Adaptive Quantization
(BAQ) can be practically applied after the MDFT-BSF on-
board operation, so K can be selected as the minimum block
size of BAQ.

Fig. 8 presents the time-frequency spectrum of MDFT-
BSF. In the figure, Bgc, Trx, and Tsy are the chirp band-
width, chirp pulse width and swath width, respectively, where
Tsw is defined as the time range within the receiving window.
The echo return from the near swath to the far swath is
represented as the gray area of Fig. 8. Therefore, the gray area
and the hatched area in Fig. 8 represent the Rol and the RoO
of the MDFT-BSF, respectively. Region-A is the overhead
region generated due to the difference between Bgc and the
frequency range covered by MSBs of the Rol. Region-B and
Region-C are the overhead regions created by the difference
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between Tsy and the time range covered by the MSBs of the
Rol.

Normally, we can define Tsy as a multiple of n. The centers
of the near swath and the far swath can then be located at the
centers of the first and the last MSBs in the center sub-band.
For simplicity, let us consider the upper half side of Bgc.
As seen in Fig. 8, we can recognize that one MSB overhead is
needed for each sub-band when the near (or far) swath passes
through the upper side of the MSB. Both the overhead from
the near swath side and the far swath side make one MSB
overhead for each sub-band. This region is defined as Region-
B. When the near (or far) swath passes through the right side
of the MSB, additional MSB overheads are required for the
sub-band. If the chirp rate is gentle compared to the MSB,
several MSB overheads are needed for the same sub-band.
This overhead region is defined as Region-C.

Rol = BEC X TSW (6)
RoO = (Region A) + (Region B) + (Region C)  (7)

Let us define / as the minimum number of MSBs covering
the frequency range of Bgc. As Bgc increases I increases
from 1 to M-1 by two and finally becomes M. Let us define
J as the number that the near (or far) swath pass through the
side of MSB within T7x. As Tty increases J increases by two.

B
2. [LC +o.5} 1,
2m

where 0 < Bgc <

Mv

Fs ®)

M —1
where Bgc > Fg

M
rex | ()] o
2 n
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FIGURE 9. Region of overhead w.r.t. M.

Region-A, Region-B and Region-C are calculated using (8)
and (9) as follows.

(Region A)
= (m-1 — Bgc) - Tsw

(Fs — Bec) - Tsw,
M—1

where Bpc > Fg

= Fg Bgc - M
— |2 05(—1)—B - Tsw,
{M( ’VZFS - —‘ ) EC} W
1

where 0 < Bgc < — Fg

(10)
(Region B)
=n-m-1

K-M,

-1
where Bgc > Fg

— , 11
1«(2[3’50 M+0.5W—1), (

2Fg
M—1
where 0 < Bgc < Fs
(Region C)
1 Fs - Trx
—nem-J=2K- |- (=X 4 12
n-m Lz <K.M + )J (12)

We define the ratio of Rol as Rg,; and the ratio of RoO
as Rroo based on the maximum area of the time-frequency
domain. Rg,; and Rg,o indicate the interest data ratio and the
overhead data ratio, respectively. For MDFT-BSF, they can
be calculated using (6), (7), (10), (11) and (12). In (13) and
(14), Tgy is the receiving window length which is the sum of
Trx and Tswy.

. Rol
(Ratio of Rol) = Rroj = ———— (13)
Fs - Tgrx
. RoO
(Ratio of RoO) = Rrop = ——— (14)
Fs - Trx

where Trx = Trx + Tsw
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B. APPROXIMATION AND ANALYSIS

Interestingly, from (11) and (12) we can find that, as M
increases, Region-B increases; however, Region-C decreases.
This indicates that there is an optimal value of M which
minimizes the RoO.

Since there are ceiling and floor operations in the equation
of RoO, it becomes a saw tooth shape as a function of M,
as shown in Fig. 9. Let’s define an approximated function
Ro0O),,,(M) which passes through the bottom of the teeth of
RoO(M). Then, we find M which minimizes RoOj,,,(M).

Fs

1) IN CASE OF Bgc > M-1Fs, namely M < Fe b

Let0 < B < 1, then

(Region A) = (Fs — Bgc) - Tsw (15a)

(Region By =K -M (15b)
. 1 (Fs-Trx

R C)=2K-|=-|———+1]) — 15

(Region C) (2 <K-M + ) ,3) (15¢)

Fs-Trx

=K-(1-2p)+ —

In the case of B = 1, Region-C has the minimum value and
RoO(M) locates at the bottom of the teeth. Therefore, we can
define RoOj,,,(M) as follows.

Fg-Trx
_ F¢—B
i + (Fs EC)

(15d)

RoOjpw (M) =K - M +
- Tsw — K

By differentiating RoO,,,(M) into M, we can find the value
of M minimizing RoO;,,,(M).

d Fs - T
7 (RoOiy (M) = K — == (15¢)
Let d(RoOjow(M))/dM = 0, then
Fg T F
M = S Tx, where M < 5 (151)
V. K Fs — Bgc

We can also define an overhead data ratio, Rryo_jow(M),
given as (15g) using (15d), and (Rro0_low )min Y inserting M
from (15f) into (15g) as follows.

RROO_low (M )

o RoOjp (M)
Fs - Trx
_ k-M . Trx (Fs — Bec) - Tsw — K
Fs-Trx Trx-M Fs - Trx

(15g)
(RROO,low)min

1 K- T Brc - T K
_ L. 1x  Bec - Tsw + 4 Tow
Trx Fs Fs

(15h)
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2) IN CASE OF 0 < Bgc < M-1Fg, namely M = %5

— Fs—Bec
Let0<a <1land0 < B < 1, then
(Region A)
Fy Bgc - M
={—=-(2-|——+05 —-1)-B
[ (2 (P55 rosa) 1) - e
2a - Fg - Tsw
Tsw = ————— 16
sw v (16a)
(Region B)
Brc - M
=K-|2- 0.5 -1
(- (355" ros+e) 1)
K -Bpc-M
—2q K 4 —EC T (16b)
Fg
(Region C)
Fs-T
::Kw(l-—zﬁ)+-—i5715 (16¢)

In the case of @ = 0 and B8 = 1, RoO(M) is located at the
bottom of the teeth. Therefore, we can define RoO,,,(M) as
follows.

K -Bgc-M  Fg-Trx

RoOy,, (M) = —K
00jow(M) Fs + M

(16d)

By differentiating RoO,,,(M) into M, we can find the value
of M minimizing RoOy,(M).

d K -Bgc Fs-Trx
i (RoOjow(M)) = Fe e (16e)
Let d(RoOjp(M))/dM = 0, then
T F
M = Fs - X hereM > —5—— (16f)
K - Brc Fs —B

We can also define Rroo_iow(M) given as (16g) using (16d),
and (Rroo_iow)min by inserting M from (16f) into (16g) as
follows.

RRo0_1ow(M) = %
K- -Bpc-M Trx K
N F? - Trx M -Trx  Fs-Trx
(16g)
(Rroo_iow),;, = FS;T (2 VK Brc Trx — K)
(16h)

(15f) and (16f) help the analysis of the optimal value of
M that minimizes RoO(M). The optimal M is independent
of Tsw. It is proportional to «/Fs - I1x /K. In the case of
0 < Bgc < MT_IFS, the optimal M becomes as large as
JFg / BEgccompared to the Bgc > A%F s case. Moreover,
(16h) helps for the analysis of the minimum overhead data
ratio for0 < Bgc < I%FS. The minimum Rpg,0 is inversely
proportional to Fs, and it decreases as Tsw increases under
the condition of the same T7y.
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C. COMPARISON TO DECHIRP-ON-RECEIVE

Fig. 10 presents the time-frequency spectrum of the DoR
method. In the figure, Bgc, Trx, Tsw and Bpg are the chirp
bandwidth, chirp pulse width, swath width and bandwidth
after the deramping process, respectively. The gray area rep-
resents the Rol before the deramping process. The blue and
the hatched area represent the Rol and the RoO after the der-
amping process, respectively. Region-A is the overhead region
included in the spectrum of the deramped signal and Region-
B is the overhead region existing due to over-sampling.

Rol = Brc - Tsw (17)
RoO = (Region A) + (Region B) (18)

According to (6) and (17), the deramping process does not
change the Rol size. Let o be the over-sampling factor. Then,
the interest data ratio and overhead data ratio are obtained as
follows.

(Ratio of Rol)
— Re — Rol (19)
= RRol — FS Ty

(Ratio of RoO)

Bec -Tsw  (Trx -0
= Rroo = . -1
Fs - Trx Trx
Bgc - 1 T
_JEC T ([, _ =W (20)
Fg 14+r Trx
(Ratio of Rol and RoO)
Bec - Tsw - o
= Rpot +Rro0 = ——7—— 2D

Fs - Trx

(20) shows that the Rg,¢ increases as Bgc/Fs or Tsw/Trx
increases. From (21), we can see that in the case of Tgy -0 >
Trx, the data size becomes bigger than before the deramp-
ing process. The detailed performance evaluation between
MDFT-BSF and DoR is shown in Section IV.

IV. EVALUATION OF MDFT-BSF

In this section, we present the evaluation results and discuss
the performance of MDFT-BSF. First, we explain the data
reduction performance of MDFT-BSF with different sets of
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FIGURE 11. Overhead data ratio over number of sub-bands(M) with
different sets of Bgc, Trx and Ty, at Fs = 675MHz.

parameters. Next, we compare the performance of MDFT-
BSF with that of the DoR method. During the evaluation,
we assume the over-sampling factor of DoR is 1.1 and K of
MDFT-BSF is 128.

A. MDFT-BSF DATA REDUCTION PERFORMANCE

Fig. 11 shows Rp,; and Rg,0 as a function of M. In this sim-
ulation, we assume Fs=675MHz and consider three sets of
Bgc, Trx, and Ty conditions. The case of Bpc = 600MHz,
Trx = 100us and Tsy = 50us (Casel) is chosen as a
reference. We then change the Tsw to 150us (Case2), and
then Bgc to 200MHz (Case3). The figure shows that Rg,;
of the three cases are 0.296, 0.533 and 0.099, respectively.
Namely, a longer swath width and larger bandwidth create
a higher interest data ratio. As we expect from Section III,
the envelope of Rg,o decreases and then increases as M
increases. The minimum values of Rg,¢ for the three cases are
0.056, 0.035 and 0.032 at M = 28, 28 and 37, respectively.
The change of swath width does not change the value of the
optimal M. We can find that Rg,o changes little for M above
a certain value. For example, M = 23 gives just about 1%
higher Rg,0 than the optimal M for the three cases. The figure
also shows that the longer swath width and smaller bandwidth
result in a lower Rg,0, as we expected from (16h) with the
M > 5 f %EC condition.

As shown in Figure 12, we increase Fs to 1350MHz and
change Bgc, Trx, and Tsw with the same rate. In general,
Fig. 12 gives similar results to Fig. 11. The Rg,; is the same
as the values in Fig. 11. However, the Rg,0 is generally lower
than the values in Fig. 11 with larger values of M. At M =
55, 55 and 91, the minimum Rg,o becomes 0.028, 0.018 and
0.016, respectively. This shows that the data ratio is optimized
at alarger value of M when Fs increases. We can also find that
M = 37 gives nearly a 0.5% higher Rg,0 than the optimal M
for the three cases.
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FIGURE 12. Overhead data ratio over number of sub-bands(M) with
different sets of Bgc, Try and Tgy at Fs = 1350MHz.
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FIGURE 13. Overhead data ratio comparison between MDFT-BSF and DoR
method with different Fs and Bgc.

B. COMPARISON TO DECHIRP-ON-RECEIVE

In Fig. 13, we compare the data reduction performance of
MDFT-BSF and DoR as the ratio of swath width to pulse
width increases. Let » = Tsw/Ttx. For this simulation, the
case of Fs = 675MHz, Bgc = 600MHz and T7x = 100us
(Casel) is chosen as a reference. We then change the Bgc to
200MHz (Case2) and Fs to 1350MHz (Case3). The values of
M are chosen as even numbers, 28 and 56, obtained from the
previous simulation results. The figure shows that the Rg,0
of DoR increases as r increases, but the Rg,o of MDFT-
BSF decreases. It also shows that the variation of Rg,o in
MDFT-BSF is minor compared to DoR. The Rg,o crossing
occurs at r = (.25 for Casel. This indicates that the data
reduction performance of MDFT-BSF becomes superior to
DoR as swath width is longer than 0.25 of the pulse width. For
the other two cases, the Rg,0 crossing occurs at r = 0.39 and
r = 0.225 respectively. In addition, if the ratio of Bgc to Fsis
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FIGURE 14. Data ratio comparison between the MDFT-BSF and DoR
method w.r.t. designed parameters for high resolution modes reflecting
satellite geometry.

the same, the Rg,o of DoR has the same value, but the Rg,0
of MDFT-BSF decreases with a larger Fs.

Fig. 14 shows the data reduction performance of
MDFT-BSF and DoR in practical scenario cases. For this sim-
ulation, we design the parameters for high resolution modes
considering a real satellite geometry. PRFs are selected based
on the PRF diagram, and the Swath ID in the figure represents
a different incidence angle. In this simulation, we assume
decimation operation after the deramping process, and the
decimation ratio is designed as follows by considering real
implementation. For MDFT-BSF, M = 16 and K = 128 are
used.

(decimation ratio) = [11.251.51.7522.252.52.75 3]

From the figure, MDFT-BSF presents better performance
in general. As Fig. 14 shows, the difference increases
when Tsw /Tty becomes larger. From these parameters, DoR
requires a 1.315 times higher average data ratio than MDFT-
BSE.

V. HARDWARE IMPLEMENTATION

We demonstrate that MDFT-BSF can be implemented and
operated on space-grade FPGAs by developing a spaceborne
SAR digital receiver (DRX). Since these FPGAs are com-
mercially available, implementation on FPGAs is much less
expensive than implementation on application specific inte-
grated circuits (ASICs). All the EEE-parts and materials used
in DRX are space qualified, and through a space qualification
test campaign, it is confirmed that all functions and perfor-
mance of DRX are satisfied with the requirements under
conditions considering the space environment [14].

Fig. 15 shows the flow of processing received signals in
the DRX. Signals down-converted to the baseband from SAR
Radio Frequency Equipment (RFE) are the DRX input. The
amplitude of the input signals is adjusted through an amplifier
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FIGURE 15. Functional block diagram of signal processing flow in the SAR
digital receiver.

considering the dynamic range of the ADCs. DRX uses 10-
bit ADCs to digitize the input I/Q signals at a 1350MHz sam-
pling rate. According to the bandwidth of the input signals,
the sampling rate of the digitized data is adjusted through the
decimation filter and MDFT-BSF.

In our SAR mode design, MDFT-BSF is used for high-
resolution modes; for the other modes such as standard modes
and wide-swath modes, the decimation filter is used and
MDFT-BSF is bypassed. Since the decimation ratio is high in
the other modes, the decimation filter shows sufficient data
reduction performance; however, MDFT-BSF requires rela-
tively high resource usage and computation. The output data
from MDFT-BSF is compressed by BAQ. After being packe-
tized in the Consultative Committee for Space Data Systems
(CCDS) format, it is transmitted through the channel-link
interface to the Datalink (DLS) subsystem, which is trans-
mission equipment to the ground-station.

Fig. 16 shows the functional block diagram of FPGAs
used in DRX. Two FPGAs are assigned to implement data
processing functions between ADCs and the Channel-link
serializers shown in Fig. 15. Xilinx Virtex4 is selected for the
FPGAs since it has space heritage indicating that it has pre-
viously been used in space. The functional blocks presented
in Fig. 15 are allocated considering the available resources
of FPGA1 and FPGA2. Accordingly, the functional blocks
of MDFT-BSF are divided into MDFT-BSF(A) and MDFT-
BSF(B).

Xilinx suggests that Virtex4 is manufactured through a
90nm copper CMOS process and can operate with a clock
frequency of 350MHz or higher [26]. However, it is necessary
to design with a clock frequency sufficiently lower than this
for the stable use of FPGAs. FPGAL is designed to operate at
two clock frequencies by dividing the functional blocks into
the front and rear ends. The input stage of FPGA1 applies
a 4-parallel Double Data Rate (DDR) structure of 168.75
(=1350/8) MHz clock frequency. The decimation filter is
designed as a two-stage serial structure, and the ratio is
selectable considering the received signal bandwidth. MDFT-
BSF applies a 3-parallel structure with a 120MHz clock fre-
quency that can process up to 360 MS/s. The 120MHz clock
frequency is decided after a trade-off between the FPGA
power consumption and the system rx-duty cycle which is
the sampling window length over the pulse repetition interval.
Then, BAQ is applied to compress the data with a selectable
ratio among 10:8/6/5/4.
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FIGURE 16. Functional block diagram of FPGAs in DRX.
TABLE 1. Resource usage of FPGA1 and FPGA2. E_F_};(—;A_l""_""_""__"“_"““—““—““—“““: i_l‘:l;(—;;\_i.? """"""
| [t o e H
Type Logic Used Available  Utilization ' Deirs T 161 R Sub Add /21—
! [Delays —{ 1611 FIR i ,LSub,Add,1/ i :
LUT 80,491 178,176 44% Do e = o
Lx200  Flip Flop 82,290 178,176 46% el | Tt FR il
DSP Slice 54 96 56% L e e i Sub,Add, 112 +—
BRAM 162(2,916Kb)  336(6,048Kb) 48% 5 Delayio]— o RN subAdd 2!
LUT 95,686 126,336 75% | otz et R il
Flip Flop 68,692 126,336 54% | fReans T te FR ——
X140 psp Siice 96 192 50% e N EE POARTETT oFT
BRAM  524(9,432Kb) 552(9,936Kb) 94% N FiR rom | Matrix
: Delay18 |—» 16:1 FIR Sub.Add. 1/ : !
: Delay19 [— 16:1 FIR " ' ! !
' ela — : FIR H '
] ge:ayﬂZ?H 1:;1 FIR SubAdd,1/2r—
i Eﬁ: 1:1 ‘ E:s Sub,Add, 1/ ; é
The internal functions of MDFT-BSF are implemented in | MR SubAdd12+—
FPGA1 and FPGA2, as shown in Fig. 17. Considering the ! R Sub A 12—
sequential processing of the functional blocks presented in ; R i SubiAdd, 1/ :
Fig. 15, the resources are insufficient to implement the entire ; FirR Sub.Add 1/2]-+—

MDFT-BSF functions in an FPGA; therefore, its functions are
divided into two FPGAs, as shown in Fig. 17. The number
of sub-bands (M) is set to 16 which requires 24 delays and
32 filter banks. The ‘Re, Im’ blocks represent an operation
‘extracting real and imaginary parts’ and the ‘Sub, Add, 1/2’
blocks indicate ‘Subtraction, Addition and Division by 2’
operation, respectively. The blocks are configured to reflect
the operation shown in Fig. 5.

Table 1 shows the resource usage of FPGA1 and FPGA2 in
their final FPGA images. We use LX200 and FX140 among
the Virtex4 space families for FPGA1 and FPGA?2, respec-
tively. This selection is based on an analysis of the required
resources. As shown in Table 1, LX200 has more resources in
logic slices which include look-up tables and flip-flops, and
FX140 has more resources in BRAMs [26]. Since our initial
design of data processing function for FPGA1 requires more
logic slices than the final design, we select LX200. In LX200,
only the first-stage decimation filter is implemented with
DSP slices. The remaining filters are implemented with LUTs
since the total number of DSP slices is insufficient.

VOLUME 10, 2022

FIGURE 18. Manufactured spaceborne SAR DRX.

Fig. 18 shows the manufactured DRX. All the EEE-parts
and the materials used in the DRX are space qualified.
Moreover, we developed a digital receiver unit (DRU) which
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FIGURE 19. Impulse response function performance of DRX. (a) without
MDFT-BSF and (b) with MDFT-BSF.

TABLE 2. Impulse response function comparison according to MDFT-BSF
application in DRX.

IDEAL w/o MDFT- w/ MDFT-
BSF BSF
Resolution(m) 0.2186 0.2186 0.2221
PSLR(dB) -13.2613 -13.2600 -13.2602
ISLR(dB) -10.0619 -10.0630 -10.0627

consists of four DRXs and two power suppliers. The DRU has
completed a qualification test campaign and all functions and
performance requirements for the DRU have been confirmed
to be satisfactory for satellite environment conditions.

Fig. 19 and Table 2 show the impulse response function
(IRF) performance from the restored chirps at the DRX out-
put. This is the result of compression with a relative pulse, and
a weighting function is not applied. The first column shows
an ideal case for reference purposes, and the second and third
columns show a case in which MDFT-BSF is not applied in
DRX and one in which it is, respectively. In this test, the
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BAQ is bypassed and the DRX input signal is generated by
an arbitrary waveform generator (AWG). Although there is a
slight deterioration in resolution when MDFT-BSF is applied,
it has little effect on IRF characteristics.

VI. CONCLUSION

In this paper, we present an MDFT-BSF architecture to uti-
lize an MDFT filter bank for on-board SAR data reduction.
This paper presents a quantitative analysis of MDFT-BSF on
data reduction performance. We provide the closed form of
equations to calculate the size of data via MDFT-BSF and
prove there is an optimal value for the number of sub-bands
(M) which minimizes the data size. The evaluation results
show that MDFT-BSF has better data reduction performance
compared to the DoR method under SAR mode parame-
ters reflecting real satellite geometry. The data reduction
performance of MDFT-BSF shows little change according
to the ratio of swath width to pulse width, but the perfor-
mance of DoR decreases as the ratio increases. Our develop-
ment of a spaceborne SAR digital receiver demonstrates that
MDFT-BSF is fully applicable to commercial space-grade
FPGAs.
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