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ABSTRACT The Internet of Healthcare Things has significantly altered traditional patient-doctor relation-
ships by allowing essential healthcare treatment from the comfort of one’s home. The wireless body area
network is an IEEE 802.15.6 standard that focuses on healthcare data, necessitating various cross-layer and
thermal-aware protocols. However, most cross-layer protocols have long convergence delays and a single
failure point. Moreover, these protocols exploit excessive broadcasts and handshake acknowledgments,
causing communication and processing overheads. Furthermore, thermal-aware protocols focus on thermal
variations, disperse data collection, and do not support cross-layer techniques. To address these limitations,
this study proposes an optimal distributive cross-layer and thermal-aware convergecast protocol. The
proposed protocol enforces a novel hybrid convergecast using probability and both minimum attenuation
strategies to collect data from leaf nodes to the root to improve data flow and adaptability in the network.
In addition, it accelerates the convergence process by reducing recurrent broadcasts and unnecessary
acknowledgments, resulting in improved energy efficiency and thermal control. The proposed protocol
supports a distributive hierarchy by establishing multiple parent-child relationships to avoid a single root
point failure. A multi-parameter maximum benefit-cost function is used to calculate the next hop according
to the extracted weights. Packet loss probability validates the number and sequence of packets received at
the sink node. The simulation results demonstrate that cross-layer and thermal-aware protocols can coexist
effectively. The proposed protocol reduces delays to 19.4%, improves throughput from 8% to 13.75%, and
retains a packet loss probability of 0.3% by keeping the thermal rise within bounds.

INDEX TERMS Convergecast, cross-layer, Internet of Healthcare Things, Internet-of-Things, thermal-
aware, wireless body area network.

I. INTRODUCTION
The Internet-of-Things (IoT) is the most recent cutting-
edge technology that has taken over the technological gamut
for tremendous applications in almost all parts of life.

The associate editor coordinating the review of this manuscript and

approving it for publication was Taehong Kim .

The IoT vision extends traditional compute-based centralized
systems to a dispersed environment by providing a seamless
platform for connecting people and objects. It provides a wide
range of everyday smart applications in industries [1], educa-
tion [2], homes [3], cities [4], agriculture [5], and health [6].
The health sector is the most important, with ever-increasing
demands providing greater insight into the various platforms
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for conducting advanced research in this dynamic domain.
The traditional patient-doctor physical appointment has lost
effectiveness, which upsurges the importance of smart health
applications. Smart devices and humans are linked via the
Internet for healthcare applications, as shown in Fig. 1.

FIGURE 1. The IoT-based smart rehabilitation system including IoHT.

Essential healthcare, which includes disease prevention,
treatment, rehabilitation, and palliative care, is a basic human
need for a fit-for-purpose workforce [7]. After a decade of
sensor technology research, a wireless body area network
(WBAN) is now capable of providing seamless health moni-
toring of a patient without interfering with his or her normal
daily life activities. The WBAN is a specialized application
and a subset of a Wireless Sensor Network (WSN). It per-
forms many services as WSN, such as sensing, process-
ing, storing, and communicating within its specified domain.
However, WBAN has distinct characteristics where WSN
techniques cannot be applied, as shown in Table 1.

TABLE 1. Feature comparison between WSN and WBAN.

Data transmission is critical in WBAN, where protocol
layers are influenced by a number of factors. The physical
layer faces temperature rise, body posture, interoperability,
changing topology, interference, battery, and security prob-
lems [8]. MAC layer protocols face control packet over-
head, broadcasts, convergecast, reliability, delay, collision,

and energy problems [9]. The network layer faces routing,
localization, mobility, and traffic control problems [10]. The
routing protocols in WBAN, such as cross-layer and ther-
mal aware protocols, rely on the conventional three-way
handshake convergence process. The convergence process
exploits redundant broadcasts and acknowledgments at a cost
of high delay. These excessive control packets in the form of
acknowledgments during parent-child polling are communi-
cation and processing overhead that may also raise the tem-
perature of the sensor nodes, causing adverse effects on body
tissues. A single parent is usually selected as a root node, with
the others as child nodes. The root node is responsible for
collecting all traffic from underlying children and forwarding
it to the sink node. The root is a single point of contact
having no alternative route, thus failure of this route means
failure of the network. Moreover, a broadcast is the only
mode of communication between sensors besides their valid
entries in the routing table. Another factor that contributes to
delays and thermal rise is that packets traveling longer routes
require other nodes to do more processing by forwarding
data. To address the limitations mentioned above, an opti-
mized distributive cross-layer and thermal-aware routing pro-
tocol that can operate adaptively, efficiently, and reliably is
required.

This paper proposes a novel cross-layer and thermal-aware
routing protocol using an optimized convergecast strategy
for a distributive network. The proposed protocol employs a
hybrid strategy comprised of gossip-based and attenuation-
based convergecast strategies. A gossip-based strategy such
as probability convergecast (ProbaCvg), increases the prob-
ability that a message will reach its destination. Whereas,
an attenuation-based strategy such as both minimum atten-
uation (BothMinAtt), aids in providing an alternate route to
complete transmission if the primary route fails. Furthermore,
the proposed protocols reduce redundant broadcasts during
the initialization process, parent-child polling, and converge-
cast. In addition, acknowledgments are also restricted dur-
ing parent-child polling. The proposed method also avoids
root point failure using a distributive cross-layer approach
by enforcing multiple parent-child relationships within two
hops.

The convergecast proficiently collects data in many-to-
one order using the ProbaCvg strategy, supplemented by a
backup BothMinAtt strategy to improve overall data flow and
adaptability in the network. The proposed protocol reduces
communication and processing overheads while maintaining
thermal effects and energy efficiency. Moreover, the sink
node verifies the sequence and number of received packets
using packet loss probability to ensure accurate data. The
research presented in this paper focuses on the best and most
optimized path selection parameters such as energy, thermal
effect, path loss, link reliability, hop counts, and bandwidth.

The rest of the paper is organized as follows. Section II
gives a comprehensive literature review and its associated
research limitations. Section III provides the methodology
of the proposed protocol. Section IV provides results and
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discussions, and Section V gives concluding remarks with
future directions.

II. LITERATURE REVIEW
The WBAN is a special-purpose network of heterogeneous
nodes with cross-layer, temperature-aware, posture-based,
cluster-based, and Quality of Service (QoS) based routing
classifications [11], as shown in Fig. 2.

FIGURE 2. Classification of WBAN routing protocols.

A. CROSS-LAYER ROUTING
Cross-layer routing protocols coordinate information from
layer to layer by improving synchronization between each
other without interfering with the main functionality [12].
Cross-Layer Design Optimal (CLDO) is proposed by [13]
to improve transmission reliability, energy efficiency, and
network lifetime by working across physical, MAC, and net-
work layers. The protocol seeks optimal transmission power,
relay node, and packet size. Joint transmission power control
and relay cooperation Autocorrelation-based Adaptive Trans-
mission (ATT) [14] uses the IEEE 802.15.6 standard. Two-
hop cooperative transmission, dynamic slot scheduling, and
joint transmission power control are used to realize a trade-
off between reliable transmission and energy. The scheme
predicts channel condition, regulation of transmission power
with reordering slot sequence, and relay node selection. Link
Reliability and Performance Optimization (LRPO) inWBAN
is proposed by [15] to offer a cross-layer routing mechanism
using QoS to find a cost function of energy levels of nodes,
reliable link availability, and variating specific absorption
rates. The algorithm is implemented in two stages, energy
efficiency is combined with link reliability policy and QoS
contention windows to analyze network performance. The
protocol is relay cooperative, where the source node broad-
casts route requests to neighbors, who respond with authentic
routes.

A Cross-Layer Protocol PHY/MAC (CLPM) for body
path loss in the IEEE 802.11ah IoT networks is proposed
by [16]. The protocol focuses on retransmissions by nodes
that have not received acknowledgment requests. Repetitive
requests result in higher communication costs and a higher
packet error rate. It detects human body interference via
beacon messages and beacon information in order to make
transmission decisions. A Priority-Based Cross-Layer Rout-
ing Protocol (PCLRP) [17] works across MAC and net-
work layers. The data is prioritized into three categories:

P1 for emergency data, P2 for time-sensitive data, and P3 for
general data. The protocol provides two competition access
phases for child nodes, each of which is further divided into
three priority-based slots. Cross-layer Opportunistic MAC/
Routing (COMR) for reliable communication on the Internet
of health things is proposed by [18]. The protocol offers
a cross-layer routing mechanism using QoS to find a cost
function of energy levels of nodes, reliable link availabil-
ity and variating specific absorption rates. The algorithm
is implemented in two stages, where energy efficiency is
combined with link reliability policy and QoS contention
windows to analyze network performance. The source node
broadcasts route requests to neighbors, who respond with
authentic routes in relay cooperative mode [19].

The above-mentioned protocols use traditional three-way
handshakes and recurrent broadcasts for network initializa-
tion and data dissemination, imposing additional traffic on
children and parent nodes. Hello packets are sent at regular
intervals with frequent searches for relay nodes. Prediction
of channel conditions invites overhead, resulting in massive
power feeding, delays, and slow convergence, causing root
nodes to run out of energy quickly. Furthermore, the existing
protocols are incapable of ensuring reliable transmission of
low-priority data because the number of transmitted packets
is not validated at the sink node. Below, Table 2 provides an
overview of cross-layer protocols.

TABLE 2. Comparison of cross-layer protocols.

B. THERMAL-AWARE ROUTING
The wireless modules generate magnetic and electronic radio
signals that emit radiation, and exposure to this radiation
can directly raise the temperature of sensor nodes and
human body tissues. As a result, thermal-aware routing pro-
tocols are being developed to mitigate the effects and fre-
quency of hotspots (heated nodes). M-ATTEMPT [20] is
a power-proficient and temperature-aware routing protocol
that also reduces the lag between heterogeneous bio-medical
sensors. The sink node serves as a base station and is located
in the body’s center, whereas the rest are located in inferior
positions. The protocol complies with four stages, such as ini-
tialization, routing, organization, and information transmis-
sion. Trust and Thermal Aware Routing Protocol (TTRP) [21]
considers two parameters, such as temperature and trusted
communication via relay nodes. The relay nodes do not
participate in information collection and are equipped with
high energy to complete tasks. The TTRP protocol includes
three stages; trust estimation, route discovery, and a route
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maintenance stage. A Thermal Aware and Energy Optimized
(TAEO) routing protocol for WBAN is proposed by [22].
It addresses the problem of temperature-raised hotspots while
improving network stability and lifetime. In the initialization
phase, they broadcast their location, energy level, tempera-
ture, and node-ID for routing decisions.

High Throughput and Thermal Aware Routing protocol
(HTTRP) [23] maintains temperature within specified limits
while balancing energy consumption. The forwarding node
uses an objective function based on residual energy and node
temperature to select the next relay node. The traditional
initialization finds neighbors based on parametric values
such as neighbor identity, residual energy, and temperature.
A thermal-aware duty cycle MAC protocol for IoT healthcare
(ThMAC) is proposed by [24] to estimate the tissue temper-
ature in order to maintain adequate thermal levels and avoid
hotspots. The protocol achieves QoS by allocating disjoint
periods for different types of traffic through the use of a
superframe structure. A thermal wake-up schedule specifies
the maximum and minimum amount of communication for
a given time. A Mobile Temperature Heterogeneity Energy
(mobTHE) routing protocol is proposed by [25] to address
the disconnection problem during information exchange.
Dual coordinator nodes are used to balance trade-offs for
efficient synchronization between themselves to minimize
packet transmission redundancy and packet drops.

However, the discussed protocols only use temperature as a
routing parameter and have a long delay to reduce the occur-
rence of hotspots. Path selection suffers from additional trade-
offs, processing, and transmission complexities. Themajority
of thermal-aware protocols are non-distributive, broadcast-
oriented, energy-hungry, and have low data reliability. Table 3
provides a summarized review of common parameters used in
the above-discussed thermal-aware protocols. The compari-
son criteria are set to low (0 ≈ 30), medium (31 ≈ 70), and
high (71 ≈ 100).

TABLE 3. Comparison of thermal-aware protocols.

III. METHODOLOGY
A. RESEARCH BACKGROUND
When WBAN is deployed, it usually starts a route discovery
process to find all available nodes and valid links between
them. To locate its neighbors, including relay nodes, the
parent node broadcasts a route request (RREQ) message. The
children confirm their availability by sending a route reply
(RREP) message after successfully receivingRREQ. The parent

node sends an acknowledgment (Ack) message to the child
node to confirm his neighbor’s status. All nodes that receive
the initial Ack message update their routing tables for the
valid path between them. The same process is repeated from
the child node by broadcasting the RREQ message on behalf of
its parent. The sub-child receiving the message replies with
interest to establish valid multihop paths, as shown in Fig. 3.

FIGURE 3. Conventional initialization process in WBAN. Root (Node-A)
sends Hello packet to the child (Node-B). In response, the child sends an
Accept packet and Node-A responds with a Join packet by updating its
routing table. The process continues by Node-B towards sub-child
(Node-C) and so on.

When a node receives a duplicate RREQ, it avoids the
looping paths by comparing the RREQ identifiers. If a node
desires to leave, it sends a route leave LREQ message. In the
preceding scenario, a single parent begins the convergence
process by taking a maximum number of children and also
enforcing LREQ message to truncate a child node. The parent
node is predefined and acts as a single point of contact,
indicating a high degree of dependency. The entire network
will fail if the parent node fails to respond to a message
or becomes depleted. Moreover, broadcasting is the only
mode to discover new routes or establish parent-child asso-
ciations. Recurrent broadcasting, in addition to valid routing
table entries, adds additional processing and communication
overhead. Typically, the packet will take the shortest avail-
able route to complete the communication until it reaches
the assigned threshold or time to live. When a running job
is interrupted, data packets wait for the next parent-child
election, which compromises data, particularly in emergency
communications. The entire procedure is depicted in Fig. 4.

FIGURE 4. Conventional initialization process between Node-A (root),
Node-B (child), and Node-C (sub-child).
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B. PROPOSED INITIALIZATION
The proposed routing protocol addresses the aforemen-
tioned limitations by initiating restrained convergence to gain
rapid stability, distributive parent-child relationships to avoid
a single root point failure, and an optimized convergecast
mechanism for efficient, reliable, and adaptable data flow by
maintaining minimal thermal variations.

The proposed protocol improves the initialization pro-
cess by reducing recurrent broadcasts and excessive hand-
shake acknowledgments during parent-child polling. Initially,
it allows the conventional convergence process to find nodes
and establish valid communication links between them. The
proposed protocol adds an additional feature RREQ − Wait
and RREP − Wait . The wait feature allows nodes to wait
for control packets if they are not collected. The root node
(i.e., node-A) awaits a reply RREP message from a child node
(i.e., node-B and C), whereas the child node awaits RREQ
offers from the root node. When the wait timer runs out, the
child node broadcasts its self-availability to join the network.
If they remain unanswered in either case, the node begins the
initialization process, as shown in Fig. 5.

FIGURE 5. Proposed initialization process.

Moreover, if a node has routing table entries, RREP is
inadmissible in the subsequent discovery phase because the
previous information is already available in the routing table.
The overall process is illustrated in Table 4.

The calculated complexity during the initialization process
is primarily determined by the amount of time and space
required for broadcast communication initiated by the par-
ent node. The initialization process has a time complexity
of O(V ), where v is the number of nodes. Whereas, space
complexity is O(mV ), where m is the memory requirement
for each child that depends on a size of a single broadcast
packet. All other communication has a constant time and
space complexity of o (1) for o (v).

C. PROPOSED NETWORK MODEL
WBAN is made up of tiny sensors that are either invasive
or non-invasive biosensors powered by micro-batteries and
are responsible for sensing physiological data. The sensed
data is gathered, cleaned, and transformed into a useful shape
to predict the health status of a patient [26]. The WBAN
architecture supports three kinds of data transmission, such as

TABLE 4. Pseudocode of initialization process and parent-child polling.

normal, on-demand, and emergency data. Emergency data is
more sensitive, requiring high priority PH for early process-
ing. On-demand transmission PD is a user-enquired request
that is also treated for early processing and execution, similar
to PH . On the other hand, normal data PN is periodic and
continuous traffic towards the sink. Graceful degradation is
performed by nodes with low energy by sending ELOW mes-
sages to stop forwarding packets, whereas thermal effects are
flagged by sending THIGH messages. These messages are sent
as an alarm for low energy and high temperature to inform
neighbors to refrain from sending data. Bothmessages initiate
a waiting process to gain energy or cool down. However,
WBAN is a critical network and if a node has PH packets then
it must complete ongoing transmission and then go to sleep
immediately. In the referred situation, the proposed converge-
cast initiate BothMinAtt strategy to take over ProbaCvg. The
proposed protocol also ensures that a route is not re-engaged
for a second transmission in order to give other nodes an equal
opportunity to act as a forwarding node.

WBAN is a critical network on which human life depends.
As a result, data priority is essential for determining the
packet priority to reach the base station, especially in emer-
gencies. The proposed model in this research prioritizes the
values under the MAC layer contention window (CWin) in
order to define the standard based on data classes. The max-
imum and minimum values are assigned to differentiate the
traffic according to its type, ranging from background traffic
to the most critical emergency traffic. The proposed model
efficiently differentiates traffic to allow appropriate transmis-
sion for PN and PH . There are several priority levels and con-
tention windows available in the literature [27]. However, due
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to limited resources, a simple three-tiered data priority system
is proposed for PN , PD, and PH communication, as given in
Table-5. The complete block diagram of the proposed model
is illustrated in Fig. 6.

TABLE 5. Assigned priority to data packets.

FIGURE 6. Block diagram.

1) ENERGY MODEL
Energy is a front-line parameter in all resource-constraint
networks because it is critical to the network lifetime [28].
WBAN, a resource-constraint network, suffers from energy-
hungry inter-WBAN or intra-WBAN communications, espe-
cially in broadcasts and multicasts, because it needs more
transmission power than unicast [29]. Periodic sensing con-
sumes 10% more energy in comparison to emergency and
on-demand communication, whereas relay nodes consume
20% more energy than standard nodes [30]. The total energy
(ETOT ) consumed by a standard node (SN ) is the sum of
sensing activity, radio transmission and reception, internal
processing, and thermal rise given in (1).

ETOT→SN = ESENSE→SN + ETRANS/RECEP→SN

+EPROCESS→SN + ETHERMAL→SN (1)

whereas the total energy consumed by a relay node (RN) is
given in (2).

ETOT→RN = ESENSE→RN + ETRANS/RECEP→RN

+EPROCESS→RN + ETHERMAL→RN (2)

2) THERMAL EFFECT MODEL
The thermal effect, an important parameter in WBAN, is the
increase in temperature of a sensor node. The sensor nodes
heat up due to steady processing and communication. These
sensors are installed invasively or noninvasively on the human
body, having a significant impact on the underlying tis-
sues, which may be damaged by thermal rise. In the above-
discussed literature, when thermal-aware protocols detect
hotspots, it results in unnecessary delays, causing a negative
impact on data communication and resulting in decreased
network stability and lifetime. The proposed protocol adap-
tively handles the stated situation by considering thermal rise
along with other necessary metrics. If a hotspot is detected,
the data is routed to the next best path using the BothMinAtt
convergecast strategy, as illustrated in Fig. 7.

FIGURE 7. Sr desire to send a packet to Dn will not be routed to/from Hs.

There are two types of thermal effects, such as heat gen-
erated by nodes and heat influenced by tissues, the latter of
which is highly dependent on the former. The expected rise
in thermal effect (RTEEXP) can be estimated in (3).

RTEEXP = TNPACKET × Avg× TRPACKET (3)

where TNPACKET is the total number of packets, the average
temperature (Avg), and TRPACKET is the temperature rise.
From (3), the total thermal effect (TTE) of the node can be
calculated by adding the current node temperature (CTNODE )
and RTEEXP as computed below in (4).

TTE = CTNODE + RTEEXP (4)

Specific Absorption Rate (SAR) is an important technique
for calculating the amount of radiation absorbed by body
tissues, which is useful for determining the heat absorption
rate per unit mass [31]. WBAN typically performs in con-
gested environments, where it constantly forwards vital data
despite congestion, disconnected links, and delays. Continu-
ous requests for successful transmission are made via electro-
magnetic radiation, which results in radiated thermal energy.
As the sensors are installed invasively or non-invasively on
the human body, exceeding radiation limits is extremely
harmful to body tissues, necessitating the use of SAR tech-
niques to reduce the biological risks. The radiation of a sensor
node during packet transmission is directly proportional to
its power and the distance between nodes. As the distance
between sensor nodes increases, so does the SAR level, which
necessitates more power and raising the temperature of the
nodes. The SAR is heat produced on tissue conductivity (σ )

VOLUME 10, 2022 90343



Y. Shahzad et al.: Optimized Distributive Cross-Layer and Thermal-Aware Convergecast Protocol for WBAN

by the induced electromagnetic field radiation (EMF) and the
density of tissue (ρ) can be estimated in (5).

SAR =
σ (EMF)2

ρ
(5)

Keeping in view above, the total change in thermal effect
(1T) beneath the tissue of the sensor node is equal to SAR in
the time interval (t) overheat capacity (c) given in (6).

1T = (SAR)
t
c

(6)

3) LINK RELIABILITY AND PATH LOSS MODEL
Estimating packet drop rate is an important parameter for a
reliable network. Typically, the link reliability (LR) between
node x and y can be determined by successful packet trans-
mission (PT S ) over total packet transmission (PT TOT ) for an
average weight factor (η) between xy [32] is given in (7).

LRxy = (1− η)LRxy + η
PT S→xy

PT TOT→xy
(7)

The transmitted signals attenuate as a result of travel,
clothing, implants, and body postures. The proposed protocol
describes a path loss between nodes for temporal variation of
body path loss propagation. To relate path loss to the total
distance (d), frequency (f ) as per the standard loss equation
of Friis free space, path loss (PL) between two communi-
cating nodes in consumed distance d0 adding the path loss
exponent (p) [32] is computed in (8).

PLd,f = PLossd0 + 10p.log10

(
d
d0

)
(8)

where

PLd0 = 10. log10 .
(4πd0f )2

c
(9)

where f is the actual node frequency and c is the speed of
light. In the proposed protocol, packet forwarding causes
variations that necessitate a shadowing factor to rectify the
path loss deviation from its mean value. Therefore, a Gaus-
sian distributed shadowing factor (Xσ ) is added with a zero
mean and standard deviation (σ ) for the path loss function
given in (10).

PLoss = PLossd + Xσ (10)

D. MULTI-PARAMETER MAXIMUM BENEFIT COST
FUNCTION
A multi-parameter maximum benefit cost function computes
the next hop based on the extracted weights, which include
residual energy, thermal effect, path loss, and link reliability
parameters [33]. The sum with a weighted coefficient is used
to find the best next hop with the highest value. As previously
stated, energy is the most important and necessary metric to
consider when looking for the next best hop. The proposed
protocol monitors neighboring node energy levels and selects
a route with high residual energy values to provide equal
node participation opportunities, resulting in longer network

life. If the calculated MBCF value is less than the assigned
threshold, the node will not act as a forwarding node but may
send emergency data if detected.

Equation (1) calculates the energy level of a node.
To declare a threshold of energy level, MBCF (γi1) is the vari-
ance between the total residual energy (RETOT ) and node’s
initial energy (NEINI ) levels with the assigned minimum
energy thresholds of the nodes (EMIN .TH ) is given in (11).

γi1 =
RETOT − EMIN .TH
NE INI − EMIN .TH

(11)

Equation (6) computes the thermal variations of a node.
To declare a threshold of node temperature, the MBCF (γi2)
is the difference between the total thermal effect of a node
(1TN ) and the initial thermal value of a node (1TN .INI ) levels
with assigned minimum thresholds (1TMIN ) is given in (12).

γi2 =
1TN −1TMIN
1TN .INI −1TMIN

(12)

Equation (7) computes the link reliability between nodes.
To declare a threshold of link reliability, the MBCF (γi3) is
the difference between total residual link reliability (LRTOT )
and the maximum value of a node (LRMAX ) with assigned
minimum thresholds of the nodes (LRMIN .TH ) is given in (13).

γi3 =
LRTOT − LRMIN .TH
LRMAX − LRMIN .TH

(13)

Equation (10) computes path loss between sensor nodes.
To declare a threshold, an MBCF (γi4) is the difference
between total path loss (PLTOT ) and maximum path loss of
a node (PLMAX ) with assigned minimum thresholds of the
nodes (PLMIN .TH ) is given in (14).

γi4 =
PLTOT − PLMIN .TH
PLMAX − PLMIN .TH

(14)

Hop count (γi5) and available bandwidth (γi6) are taken
into account to strengthen the next best hop selection cri-
terion. These parameters ensure more reliable data trans-
mission, improve network performance, reduce transmission
delay and improve node-to-node communication in real-time.
The HC depends on candidate hops to the sink (HCNEXT )
over the total hops of candidate nodes towards the sink node
(HCTOT ) is estimated in (15).

γi5 =
HCNEXT

HCTOT
(15)

The γi6 is the difference between accessible bandwidth
(BWAC ) and total bandwidth (BWMAX ) with an assigned
minimum threshold (BWMIN ) given in (16).

γi6 =
BWAC − BWMIN

BWMAX − BWMIN
(16)

The above-estimated parameters are linearly summed to
conclude MBCF by evaluating parameters for the selection
of the next best hop. The mean MBCF is given in (17).

MBCFMEAN = α × γ i1+ ß× γ i2+ η × γ i3+ θ × γi4

+ ν × γi5+ λ× (1− γ i6) (17)
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Here α, ß, η, θ , ν, λ are weight factors of each parameter,
and

∑n
i=1 (α + ß+ η + θ + ν + λ) = 1. In order to obtain

the maximum value from the above equation, an argument
Argmax operation is computed in (18).

î= argmax{MBCFMEAN }

= argmax i{α × γi1+ ß× γ i2

+ η × γ i3+ θ × γi4+ν × γi5+ λ× (1− γ i6)} (18)

where i = 1, 2, 3, 4, . . . ..,N

TABLE 6. Pseudocode of MBCF and route truncate.

The computational complexity of MBCF revolves around
parametric computation and its mean value. The process
proceeds iteratively for overall time and space complexity
O(P) where p is a parametric computation. For the number of
nodes V , the complexity becomes O(VP) at a constant time
and space of o(1).

E. PACKET LOSS PROBABILITY
The proposed network has successfully converged, and stable
communication links are identified for packets to choose the
next best hop. The sequence and number of traveling packets
that reach the sink node must be confirmed to ensure that
the data is accurate. The packet error rate (PER) is used to

calculate the number of packets that arrive in their original
form at the sink or base station. The bit error probability
(PBE ) is a standard technique to calculate the bit difference
between the transmission sequence and received bits [34] is
given in (19).

PER = 1− (1− PBE )
TPL+PHL

(19)

where TPL is a transmitted packet length and PHL is packet
header length. Moreover, other factors, such as signal-to-
noise ratio (SNR), distortion, and jitter, have an impact on
the calculated values [35]. The stated conditions must be
defined to reduce the error rate by taking into account the
source (SE), destination (DN), and relay (RY). The inclusion
of relay nodes adds an extra helping hand to enhance network
performance and lifetime [36]. These nodes are involved in
two-way communication, and there is a chance that an error
will occur between SE and DN or SE and RY nodes. If the
former fails, the latter is error-free, and data is transmitted
from SE to RY, failing DN to RY, and vice versa. Another
possibility is that SE to DN communication fails; therefore,
a link between SE and RY is required. The adaptable link is
established by ensuring that theDN to RY connection is error-
free. If any link from SE to DN, SE to RY, or RY to DN fails,
it results in a disastrous state, which is not a characteristic
of WBAN. As a result, possible link or packet recovery is
a fundamental responsibility of a protocol to achieve two-
way successful cooperation between nodes. The complete
scenario is computed in (20).

PER2WAY =P
ER
SE→DN ,RY + P

ER
SE→DN

(
1− PERSE→RY

)
×PERDN→RY + P

ER
SE→DN

(
1− PERSE→RY

)
× (1− PERDN→RY )(1− P

ER
RY→SR)P

ER
RY→DN (20)

F. END TO END DELAY AND THROUGHPUT
In WBAN, the End-to-End (E2E) delay is the total time (T )
required to transmit a packet PLEN with defined transmission
TRATE . Physical (PHY) and MAC layer services ought to
provide additional services such as PHY layer packet pream-
ble, PHY/MAC layer headers, control frames, inter-frame
spacing, and backoff time. The proposed model modifies the
propositions and assumptions depicted in [37]. A contention
time window (CtWin) for a single packet is defined by the
meantime collision TECOL , successful transmission TRSUC
and failure time TEFAIL by transmission rate. E2E is given
in (21).

E2E=
PLEN
TRATE

x (TECOL + TRSUC + TEFAIL) (21)

Here TECOL is the average contention time that occurs due
to collisions, backoff time, data packets, acknowledgment
duration, short inter-frame space (SIFS), and double delay
time (α) is given in (22).

TECOL=TCWIN+TDATA+T(1−ACK )+2T pSIFS+2T α (22)
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Here the backoff counter is set to a random integer number
that is uniformly distributed over the interval [1, CtWin]
where CtWin ∈ (CtWinMin, CtWinMax). The backoff time is
equal to the carrier sense multiple access (CSMA) slot length
in the contention window is given in (23).

TCWIN = TsCWin (23)

The time required for data packet transmission is given as
the sum of packet preamble time, PHY/MAC header time,
frame check sequence (FCS) time, andMAC frame body time
is given in (24).

TDATA=TPREAMBLE+TPHY+TMAC+TFCS+TBODY (24)

The required time for acknowledgment is given in (25).

T1−ACK = TPREAMBLE + TPHY + TMAC + TFCS (25)

Additionally, the radio frequency (RF) activity can also be
estimated in (26).

TACTIVITY = TRFPowerON + TCWIN + TDATA + T(1−ACK )

+ 2T pSIFS + 2T α (26)

Average positive transmission is equal to the critical
data index (CDIndex) of SE to DN and RF time activity
(T SE→DN
ACTIVITY ) is typically TRFPowerON + TCWIN . A probability

PO is added for SE to DN communication link, which should
be greater than SE to RE and RE to DN links. TRSUC is given
in (27).

TRSUC = CDIndex
(
T SE→DN
ACTIVITY · P

SE
SE→DN · P

∗
O

+

(
T SE→DN
ACTIVITY + T

RY→DN
ACTIVITY

) (
1− PSESE→DN

)
×
(
1− P∗O

)
· PSESE→RY · P

SE
RY→DN

)
+ (1− CDIndex) · PSESE→DN · T

SE→DN
ACTIVITY (27)

TRSUC = CDIndex
(
T SE→DN
ACTIVITY + T

RY→DN
ACTIVITY

)
×

(
1− PSESE→DN

)
· PSESE→RY · P

SE
RY→DN

+PSESE→DN · T
SE→DN
ACTIVITY (28)

CDIndex reaches 1, either T SE→DN
ACTIVITY or T SE→DN

ACTIVITY +

T RY→DN
ACTIVITY is the time required to send data. If CDIndex

reaches 0, then T SE→DN
ACTIVITY is the only time required to send.

Finally, TEFAIL can be given in (29).

TEFAIL =
(
1− PSESE→DN

) (
−PSESE→RY

)
· PSERY→DN · P

∗
O

·T SE→DN
ACTIVITY +

(
1− P∗O

)
(
(
T SE→DN
ACTIVITY+T

RY→DN
ACTIVITY

)
×

(
1−PSESE→DN

) (
1−PSERY→DN

)
· PSESE→RY

+

(
1− PSESE→DN

) (
1−PSESE→RY

) (
1−PSERY→DN

)
·T SE→DN

ACTIVITY ) (29)

The first section of TEFAIL endorses the link outages of SE
to DN and SE to RY, whereas RY to DN is operational. The
second section supports the link outages of SE to DN and RY

toDN, whereas SE to RY is now operational. The final section
endorses outage events SE to DN, SE to RY, and SE to DN.
CDIndex is excluded because channel fading is unaffected by
data type. Maximum throughput (MaxThPt) for the proposed
protocol can now be calculated as the number of maximum
transmissions sent in unit time for TRSUCCESS is given in (30).

MaxThPut =
TRMAXxTRSUCCESS

E2E
(30)

In order to improve throughput, payload length PDLEN is
added as an additional parameter given in (31).

MaxThPut =
TRMAXxTRSUCCESS

E2E
(PDLEN ) (31)

G. CONVERGECAST
Convergecast is many-to-one communication that has an
important role in Ad-hoc, WSN, Delay Tolerant Network
(DTN), and WBAN networks. WBAN prefers a tree-based
packet relay model to achieve a higher degree of reliability,
where each node sends data to its parent. The parent node
is liable to forward the received data as separate packets to
the sink or base station. Convergecast methods create trees in
many to one, i.e. for a single receiver to N-source (1×N ), for
efficient results, despite the hostile nature of WBAN. There
are five convergecast classes supported by the literature, such
as tree-based, integer programming, multi-paths, time alloca-
tion, and flow-based schemes [38]. This paper proposes an
optimized convergecast mechanism based on a novel hybrid
strategy that extracts the strengths and weaknesses of existing
WBAN convergecast approaches.

1) GOSSIP AND ATTENUATION BASED STRATEGIES
The gossip-based algorithms, such as ProbaCvg, maximize
the probability of spreadingmessages to neighboring nodes to
reach the destination. These strategies are mostly used when
there is no or little knowledge available about the network.
If any node desires to send data, it broadcasts a message
and ensures successful communication by flooding amessage
for a probability P > 0. The neighbors received messages
with a stated probability until all the packets arrived or the
time to live (TTL) is reached. Initially, P is set to [1:0] so
that a node selects a random variable r and compares it
to P, except for the parent node, which decides whether or
not to re-broadcast such that r < P. It enables the node
to decide whether to transmit the message, otherwise, the
message is discarded. The forwarding probability is included
in the initial broadcast, and the node divides P by 2 after
each transmission. The performance is near-optimal with
respect to delay, however redundant broadcast and replicating
messages are transmission overheads.

On the other hand, attenuation-based strategies collect
channel attenuation levels before transmission and decide
to forward or to hold a message and also decide to which
node it forwards. A node that desires to communicate sends
a packet Att.Request.Ask for an average attenuation value of
neighboring nodes towards the parent. The referred strategy
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selects the lowest value of replying nodes and forwards the
packet to them. The only stipulation is that if no response is
received after a wait_time, the retransmission request is sent.
BothMinAtt supports dual node adoption, which can be used
to provide backup route adaptability.

2) PROPOSED CONVERGECAST MODEL
To model an optimized convergecast, consider an undirected
graph G = (V ,E), where V = (S0, S1, S2, . . . ., Sn)
represents the set of vertices of sensor nodes and E =
{(Sa, Sb)}d (Sa, Sb) ≤ L, where Sa, Sb ∈ V} represents the
set of edges of wireless links between V (G) and L is the
length between sensor nodes. Assume that CT = (V ,E ′)
is a convergecast tree graph G with the fewest hop counts
Ha,b ≤ 2 and within communication range from all the
vertices towards the root node, where E ′ ⊂ E . Consider
the root node of the sequence to be S0. For a given node Sa,
assume that Pa is the parent node and Qa is the direct child
of node S0 in CT . Additionally, given two nodes Sa and Sb,
assume Ha,b is the hop count from a to b.

The convergecast is concerned with raw data generated at a
constant rate ofD in unit time T . TheD is generated as shown
in (18), (21), and (31). The sensed data is routed towards the
root S0 in delivery time T . Collision detection is requested
at this step [39] to refrain from retransmission in order to
reduce T . Such that node Sa and all neighbor nodes sb with
a hop count Ha,b ≤ 2 refrain from the transmission [40]. So,
the final optimized convergecast tree is G′ = (V ′,E ′) where
V ′, is a set of sensor nodes including the sink node and E ′ are
valid communication links.

As previously stated, ProbaCvg broadcasts a message to
flood all of its neighbors. The process is optimized by reduc-
ing recurrent broadcasts because the best path selection using
MBCF and node IDs information are already updated in the
routing table for the same probability P > 0. The opti-
mization is further extended towards an attenuation-based
strategy once ProbaCvg completes or is interrupted during
transmission for ELOW or THIGH . The attenuation-based strat-
egy adaptively takes over the transmission by considering the
lowest attenuation level of neighbors. However, by default
BothMinAtt requests prior attenuation values to each trans-
mission, which is communication overhead. Therefore, the
above-referred strategy used in this research is slightly modi-
fied where attenuation values in the routing table are updated
from time to time by asking Att.Request.AskAdvance through
control messages.

3) EXPLANATION AND EXAMPLE
The sink is a super-node from where the network tree usually
grows. The sink node is always at the top and directly linked
to a parent node. It results in elongated trees when more
children and sub-children are added. Keeping in view above,
this research proposes a distributive approach to create a
dynamic network. The distributive approach allows to create
multiple network points originating from more than one par-
ent Pa,Pb,Pc, . . . .,Pn linked to a single sink So. The sink

node is assumed in the central position, preferably at waist
height. The proposed protocol creates an optimized converge-
cast tree CT = C1 + C2 + C3 where C1,C2, and C3 are
independent convergecast trees. The possible convergecast
trees are shown in Fig. 8(a), (b), and (c). Consider Fig. 8(a),
which endorses the first possible node combination with a
parent nodePa such thatC1 = Pa→ 2, 3 has a total ofN = 3
convergecast members. The second possible combination is
C1 = Pb→ 6, 7, 5 has N = 4 convergecast members. C1 =
Pc→ 9, 10, 11 has also N = 4 convergecast members. Here
Node-11 is a new node that has requested to be a child mem-
ber of either Pb or Pc. So, the corresponding set root node
pair forC1 (Pa) is RNP = {(so→ 1, 2), (so→ 1, 3)} and the
number of paths towards RNP is, NP(i)= 2; i= 1, 2 with hop
count H= 2. The corresponding set root node pair forC1(Pb)
is RNP = {(so→ 4, 5) , (so→ 4, 6) , (so→ 4, 6, 7)} and
the number of paths towards RNP is, NP(i) = 3; i = 1,
2, 3 with a maximum hop count of H = 3. The cor-
responding root node pair set for C1(Pc) is RNP =

{(so→ 8, 9) , (so→ 8, 10) , (so→ 8, 10, 11)} and the num-
ber of paths towards RNP is, NP(i) = 3; i = 1, 2, 3 with
maximum hop count H = 3. Considering that all the nodes
are reliable, having high calculated by MBCF. The path set
(P) for C1(Pa) towards sink is P1 = (So → 1, 2, 3), for
C1(Pb) is P2 = (So → 4, 5, .., 6, 7), and for C1(Pc) is

FIGURE 8. C_Tree_1 (C1), b. C_Tree_2 (C2), c. C_Tree_3 (C3). C1 is the first
possible convergecast tree, with So as a sink and Node-ID 1, 4, 8 as the
parent nodes Pa, Pb, and Pc . C2 is the second possible convergecast tree,
with So as a sink and Node-ID 1, 5, 8 as the parent nodes Pa, Pb, and Pc .
C3 is the third possible and preferred convergecast tree with the most
parent-child distributions, with So as a sink and Node-ID 1, 4, 7, 9 as the
parent nodes Pa, Pb, Pc , and Pd . Node-11 is a new candidate to join the
network.

TABLE 7. Pseudocode of convergecast process.

VOLUME 10, 2022 90347



Y. Shahzad et al.: Optimized Distributive Cross-Layer and Thermal-Aware Convergecast Protocol for WBAN

P3 = (So → 8, 9, .., 10, 11). However, among possible
convergecast trees, Fig. 8(c) is a hot favorite because it has
the highest parent-child distribution rate, as endorsed by the
proposed protocol such that γi5 ≤ 2 as modeled in (15).

The convergecast tree G′ = (V ′,E ′) process begins at o(1)
where V is the number of nodes. The overall complexity
depends on the initial broadcast in timeO(V ). The complexity
doubles O(2V ) when BothMinAtt takes over ProbaCvg for a
backup route. The space complexity m proceeds in the same
manner at O(2m) for each node o(m). Hence, the overall time
and space complexities will be O(V × m).
A complete process flow diagram of the proposed protocol

is given in Fig 9.

FIGURE 9. Process flow diagram of the proposed protocol.

IV. RESULTS AND DISCUSSION
The proposed protocol adopts an optimized convergecast
strategy that collects data from child to root in an efficient
manner and provides a backup route with reduced delay and
increased throughput. It adoptsmultiple parent-child relation-
ships to avoid a single root point failure. The recurrent broad-
casts are reduced at initialization, parent-child polling, and
convergecast strategy to lower communication and process-
ing overheads, which also contributes to increased through-
put and reduced E2E. In addition, the proposed protocol
effectively preserves the thermal effect and improves energy
efficiency.

Castalia, an Omnet++ framework [41] specially designed
to simulate low-power embedded networks such as WSN
and WBAN, is used in this research. Castalia is based on
the IEEE 802.15.6 standard for testing protocols and dis-
tributed algorithms with realistic wireless channel and radio
models. It has a highly parametric architecture that supports
simulation of a wide range of platforms for realistic data,
improved channel models, temporal variations, and mobility.
Simulation parameters taken in the proposed protocol are
listed in Table 8.

TABLE 8. Simulation parameter in castalia

A. ASSUMPTIONS AND THRESHOLDS
1) The maximum transmission distance TDISTANCE is kept

small (<1m) between each node with the same initial
energy levels.

2) Each node has a static transmission power and range.
3) A fixed-sized packet is transmitted by every sensor, and

each node transmits data at its time slot.

B. SINK NODE POSITION
The proposed protocol prioritizes sink placement so that it
is easily accessible to other nodes with a high packet deliv-
ery ratio (PDR). Positions such as waist, head, and ankle
are assumed through different hop counts because it is dif-
ficult to simulate sensor positions. The proposed protocol,
as previously stated, endorses a distributed relationship with
a maximum of two hops. This is because the network is
initially allowed to grow in an unrestricted manner. A ten
node network is set up for simulation testing, and four groups
are formed to validate the waist, head, and ankle positions.
These groups are separated by an equal distancewith different
hop counts, such as a single hop for the first group, two hops
for the second group, three hops for the third group, and
four hops for the final group. The simulation results show
a low PDR from groups three and four for various numbers
of transmissions, leading us to a restriction of the hop count
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TABLE 9. Details of sensors, assigned threshold, and frequency.

to a bare minimum such as two hops. The head and ankle
positions do not satisfy the two-hop restriction because of the
internal distance between the nodes, whereas the waist is an
ideal position where each node can easily reach him. The first
five nodes are at a single-hop distance from the sink, while the
rest are at a two-hop distance.

PDR is the ratio of received packets by the receiver
TotPacRec in comparison to the total sent packets TotPacSent
as depicted in (32).

PDR =
TotPacRec
TotPacSent

(32)

PDR is directly proportional to the distance between the
source and sink node [42]. The initial transmission begins
with hundred packets and gradually increases over the course
of ten communication cycles. Each cycle adds a hundred
packets to conclude the tenth transmission of one thousand
packets as shown in Fig 10.

FIGURE 10. PDR – Position of sink node for an equal number of
transmissions showing waist position has high PDR with ± 5% error.

The results in Fig. 10 show that received packets at the sink
node have low PDR variation during the initial transmission
cycle. The variation grows, particularly from nodes within
two hops of each other. Also, PDR degradation is observed

as simultaneous transmissions in multi-node contributions
increase. It is worth noting that in WBAN, biosensors are
installed in known locations for a dedicated purpose, such
as the ECG, which is a regular transmitter, whereas oxygen
saturation is not. The proposed protocol fully utilizes periodic
and non-periodic activity-based transmissions to improve
PDR. The results show an average PDR of 88% at one hop
distance and an average of 79.8% at a two-hop distance. The
number of packets and transmissions does not affect PDR,
however, it gradually degrades to 68% in concurrent multi-
node cooperation. The simulation outcomes demonstrate that
the position of the sink node is an absolute requirement for
an efficient network and successful data delivery.

C. TEMPERATURE RISE
The common thermal impacts on sensor nodes are internal
computation, transmissions, and activity duration. The pro-
posed model calculates total thermal variation 1TTOTAL as a
difference between the current thermal value1TCURRENT and
its initial thermal value 1TINITIAL of sensor node. A max-
imum operating temperature of a standard node is 140◦F
(60◦C) and normal body temperature ranges from 97◦F
(36.1◦C) to 100.3◦F (37.95◦C) and below skin harmful value
is 111.2◦F (44◦C) [43]. Existing thermal-aware protocols
make decisions based on temperature values, whereas cross-
layer protocols are mainly not thermal-aware. The simulation
tests are performed on ten nodes without including any relay
nodes. The calculated thermal variations are shown in Fig.11.

FIGURE 11. Comparison of the proposed protocol with thermal-aware
and cross-layer protocols for temperature rise with ± 1% error.

The results show that the proposed protocol is thermally
aware by keeping thermal variations within the bounds in
comparison to COMR, PCLRP, ThMAC, and HTTRP. Fig.11
depicts nearly identical thermal variations in Nodes 1, 2,
and 3. These nodes are non-periodic, non-forwarding, and
in two-hop distance from the sink node. However, Node-4
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to 10 are periodic nodes especially Node-5 (ECG), Node-9
(Glucose), and Node-10 (BP), which are involved in critical
activities that contribute to the rapid thermal rise. These
nodes require a more controlled environment than other non-
periodic nodes. The network load is distributed so that the
referred nodes can perform in constant time gaps, and once
an activity is completed, it forces them to sleep quickly.
The proposed protocol keeps the temperature within limits
due to distributive parent-child relationships, which reduces
communication overhead. Moreover, convergecast provides
an alternate route by preventing these nodes from frequently
forwarding packets from other nodes, which also reduces
temperature rise.

D. THROUGHPUT
The actual volume of packets that successfully arrive at the
sink node in a defined time is referred to as throughput.
Throughput performance is critical in WBAN because it
assumes a successful communication link between nodes,
making it an important parameter to determine network per-
formance [44]. The results are evaluated by considering peri-
odic PN communication. The parametric contributions are
closely examined to understand their impact on throughput
behavior. The simulation results show a high throughput in
comparison to COMR, PCLRP, ThMAC, and HTTRP proto-
cols. The proposed protocol’s results are validated by analyz-
ing the number of participating sensors, packet transmission,
and total throughput in unit kilobits per second (Kbps). Ini-
tially, in the first round r , a hundred packets are transmitted
at a 0.5-second interval for a total of fifty transmissions. The
simulation parameters such as runtime and number of packets
are extended to test individual round performance for maxi-
mum successful delivery rates. Each round adds a hundred
packets, up to a total of a thousand packets in the final round.
The proposed protocol’s performance in comparison to other
protocols is shown in Fig. 12.

Fig. 12 shows a close comparison of proposed protocol
performance in each round, with an improvement ranging
from 8% to 13.75% in the final rounds. Overheads such as
redundant broadcasts, congestion, and hop counts are reduced
in order to improve throughput, especially during enforce-
ment of the ProbaCvg convergecast strategy. According to the
simulation results, the throughput increases when the number
of nodes and transmission packets increases. The growth rate
of the cross-layer COMR and PCLRP protocols is somewhat
closer to the proposed protocol growth rate due to their
low transmission cycle and non-thermal awareness. However,
the proposed protocol shows an improved performance from
round 8th onwards (r ≥ 8). Fig.12 shows that the proposed
protocol outperforms other protocols in all rounds due to its
distributive approach and optimized convergecast strategy.
It efficiently reduces concurrent transmissions from other
nodes that generate traffic, and network congestion prevents
packets from being forwarded adaptively. The proposed pro-
tocol considers packet priority and transmission delay into

FIGURE 12. Throughput comparison of the proposed protocol with COMR,
PCLRP, ThMAC, and HTTRP with ± 1% error.

consideration, which is evident in the final rounds, such as 8%
in the ninth round and 13.75% in the tenth round.

E. E2E DELAY
Routing protocols encounter complications such as multiple
route requests, energy levels, congestions, and high tempera-
tures when attempting to find the best route. E2E delays are
eventually caused by such complications involving multiple
devices in short transmission gaps. The above-mentioned
conditions are kept in mind throughout the simulation by
ensuring stable links and limiting the total number of packets
to one thousand. The simulation time, the number of packets
and the number of transmissions are all increased to see if
any further improvements can be made. TheWBAN architec-
ture supports emergency, normal, and on-demand transmis-
sions. The proposed protocol focuses on normal transmission
because it is a periodic transmission that occurs at regular
intervals. Initially, a hundred-second transmission cycle is
used, and the entire transmission is completed for a total of
two thousand seconds of simulation for fifty tests, as shown
in Fig. 13.

The results in Fig. 13 show that delays are high during
the initial deployment phase due to the flooding of control
messages in the initialization process. Other factors that con-
tribute to network delay include routing mechanisms, large
queues, link reliability, and node response. The proposed
protocol efficiently considers the stated factors once the net-
work converges. The delay gradually decreases in the middle
rounds with an average improvement of 19.14% in an average
100-second interval. Delays are most likely being reduced as
a result of distributive parent-child relationships and low hop
counts. The use of an alternate route adds a small amount of
delay, which is negligible in the context of WBAN because
delay usually improves throughput [45]. Using an alternate
route, which is provided by convergecast, is less expensive in
terms of delay than re-polling for the parent node.
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FIGURE 13. E2E comparison of the proposed protocol with COMR, PCLRP,
ThMAC, and HTTRP with ± 3% error.

F. PACKET LOSS PROBABILITY
The packet loss probability is a useful parameter to ensure
energy efficiency and accurate results, especially during link
outages. The proposed protocol guarantees stable links to
provide a conducive environment for packet flow to reach the
sink in its original form. Once the network has successfully
converged, the error rate of each transmission is verified at the
sink node via calculating the number of packets transmitted
from the source and receiving the same number at the sink
node. Any deviation in the sequence or number of packets in
a single transmission cycle results in a retransmission request
from the sink node. However, retransmission consumes addi-
tional resources, and frequent retransmission is not an effi-
cient approach. Therefore, the proposed protocol with an
optimal, distributive, and low hop count network reduces the
chances of retransmission. Packet loss usually happens due
to congestion, poor signals, natural/man-made interference,
system noise, and hardware/software failure [46]. In this
research, a total of ten nodes are validated for a maximum
of one thousand packets, as shown in Fig. 14.

All the deployed nodes (near and far) have an optimal
delivery rate of packets due to the distributed approach,
however, it increases the delay. The nodes far from the
sink (distance ‘2-hops’) have less than 0.3% probability,
indicating that an increase in the number of hops reduces
performance. The results show that stable links provide a
conducive network environment for successful packet deliv-
ery. Increasing the transmission load and time slots increases
packet loss and delay. It causes packets to take longer than
usual time to reach their destination. Additionally, the packet
loss probability increases to 0.9% during route repairs and
parent-child polling. However, it can be controlled by using
stable/adaptable links, increasing the number of packets, and
reducing time slots. The proposed protocol uses stable and

FIGURE 14. Packet loss comparison of the proposed protocol with COMR,
PCLRP, ThMAC, and HTTRP with ± 5% error.

optimal paths to route data in its original form. The sink
node obtains accurate data in various conditions, such as
route failures, parent-child selections, and alternate routes by
showing the low packet loss probability.

G. DISCUSSION
The proposed protocol is optimized and distributive in nature,
focusing on optimum route selection and reduced broad-
casts to improve throughput, reduce packet delay and energy
consumption, and provides reliable communication in nor-
mal and emergency cases. It provides stable convergence
by reducing unnecessary broadcasts and handshakes, thereby
reducing communication and processing overheads. The dis-
tributive approach in a maximum of two hops avoids a single
root point dependency. Hence, there are no pre-defined nodes
that can act as a single parent or child. The optimal route
updates upon the start of any priority transmission, allowing
new metrics to be recorded and assisting all packets in choos-
ing the best route to encourage adaptability.

The simulation results show the performance of the pro-
posed theoretical analysis in Castalia for a network of ten sen-
sors and one sink node with fixed positions. Castalia adheres
to the IEEE 802.15.6 standard that deduces stationary nodes
in single unit transmission and range. MAC layer broad-
casts and acknowledgments are used where necessary and
avoidedwhere possible. Besides basic simulation parameters,
the simulation transmissions are extended to one thousand
transmissions to determine the best sink node position, ther-
mal rise, throughput, E2E delay, and packet loss probability.
However, there is nomajor variation between results observed
except for throughput. The proposed protocol’s performance
is compared with COMR, PCLRP, ThMAC, and HTTRP
protocols. The comparative analysis in Fig.11, 12, 13, and 14
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TABLE 10. Operational comparison of the proposed protocol with other
routing protocols.

shows improvement in network throughput, decrease E2E
delay, and decrease packet loss probability while keeping
the temperature of sensor nodes within the limit. The opti-
mization adjustment with respect to broadcasts with a novel
convergecast strategy has significantly reduced packet drops,
packet processing delay, and increased packet flow, which
results in improved throughput, and reduced E2E delay. The
proposed protocol efficiently handles the traffic loads with an
average minimal delay of 19.14%, and improved throughput
achieving 8% in the ninth round and 13.75% in the tenth
round. The packet loss probability is also kept under 0.3% for
all simulation rounds. To double-check and validate correct-
ness, the number of simulations and the number of run-times
are increased to hundred rounds for ten thousand seconds,
resetting the statistics after one thousand to eliminate any
tradeoffs. The long simulation improves results from 10%
to 20%, with an 83.7% delivery rate. Although the proposed
protocol increases transmission delay during the convergence
process, it manages to keep it under 0.1sec. Due to the
distributive novel convergecast strategy, it is observed that
(i) simultaneous transmission increases packet loss, and has
a higher thermal effect with reduced throughput; (ii) larger
packets and longer delays reduce packet loss and minimize
the thermal effect.

The convergecast uses ProbaCvg by default, and if a
parameter threshold is exceeded, another semi-stable route
under BothMinAtt is enforced with no additional delay. The
execution is also affected by how many backward hops are
covered to adjust the next hop selection values. It loses some
packets during the process because the convergecast collects
data in many-to-one patterns and employs two strategies. The
route-fixing process has an average permanent failure rate
of 2–5% [47].

Moreover, the proposed convergecast protocol is compared
with other routing protocols such as [48], [49], and [50].
The performance of the proposed protocol is validated against

a variety of parameters keeping in view efficient communi-
cation in the WBAN environment. A detailed comparison is
given below in Table 10.

The proposed protocol results are not validated for node
mobility and wireless channel temporal variation that hap-
pens normally due to rapidly changing environments. Differ-
ent body postures are frequent which also affects connectivity
in WBAN. To improve connectivity, the power level of the
radio needs to be increased which also itself is a limitation in
respect of energy consumption and heat production.

V. CONCLUSION
WBAN is a resource-constraint network requiring an opti-
mized, distributive, and adaptive routing protocol. The pro-
posed routing protocol efficiently achieves rapid convergence
by reducing communication and processing overheads. It also
avoids a single root point failure through distributive parent-
child relationships. Moreover, the proposed protocol is ther-
mally aware. The routing table periodically updates critical
parameters for the next best hop selection via MBCF. If a
node has low energy or hotspot, it will stop forwarding data
but continue to send emergency data, if necessary. The data
is collected in a many-to-one pattern using a novel hybrid
convergecast strategy, which improves data flow and adapt-
ability if an unstable route is discovered. The successful trans-
mission is checked for packet loss probability to ensure data
integrity and restore any local loss. The simulation results
reveal that the proposed protocol is optimized, distributive,
and thermally aware compared to the state-of-the-art cross-
layer and thermal-aware protocols.

In the future, we intend to validate other convergecast
mechanisms, such as multipath-based, attenuation-based, and
dynamic path-based testing. A complete framework will be
developed by incorporating previous work. We intend to gen-
erate local healthcare datasets through an embedded sensor
technology using the proposed protocol. The data will be
forecast through edge computing and aggregated for medical
professionals to make onsite decisions.
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