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ABSTRACT Honey is a high-demand product in many countries because it is high in nutritional value
and rich in antioxidants. Thus, the demand for honey is increased. However, the productivity of honey is
naturally lower than its demand. Therefore, honey has often become a target for adulteration. Adulteration
of honey is a critical issue because the nutritional value of pure honey is reduced by adding cheap and easily
available sweeteners, affecting the consumers’ health. Thus, investigating honey authenticity is popular
among regulatory bodies, the food industry, retail sellers, and consumers. Several works have been done
to predict the authenticity of honey using various physicochemical features. Few other works have also
classified honey on the basis of geographical or botanical origin. However, previous studies have three
major limitations. First, the existing studies used the imbalanced datasets, and the performance of these
studies further needs attention. Second, as far as we know, no researcher has attempted to use machine
learning approaches in investigating the adulteration of Pakistani honey. Finally, the dataset for predicting
the authenticity of Pakistani honey is lacking. Therefore, this study proposes a novel classification model
to address the aforementioned weaknesses by classifying the authenticity of Pakistani honey using machine
learning algorithms and several physicochemical features. This work also presents three classificationmodels
systematically to classify the Pakistani honey into three levels. The first level classifies whether the honey
is original or branded. The second level classifies the geographical origin. The botanical origin of honey is
classified in the third level. Our experimental results show that the proposed features coupled with machine
learning algorithms can predict the authenticity of Pakistani honey with outstanding results. We believe that
our proposed work will be proved beneficial in reducing the adulteration of Pakistani honey.

INDEX TERMS Machine learning, botanical origin, geographical origin, physicochemical properties,
Pakistani honey.

I. INTRODUCTION
Honey is organic food mainly composed of minerals, sugar,
glucose, fructose 95% – 99%, fructose-oligosaccharides
4%-5% of dry honey mater, aromatic substances, and
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water [1]. Honey’s composition, aroma, and flavor depend
on the flower honeybees eat and the geographical and cli-
mate region they belong [2]. Therefore, the physicochem-
ical properties of honey may vary in various regions and
countries [3], [4], [5]. Moreover, honey production may vary
depending on the species of bees, weather conditions, and the
process of formulation, manipulation, packing, and storage
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time [6], [7]. Honey is widely consumed as medicine and
sweetener worldwide. Honey is also considered the best
energy source. According to nutritional standards, honey is
not a complete food. However, it is identified as a poten-
tial dietary supplement. Honey is an easy-to-digest sweet-
ener; compared with saccharose, it can be used in various
food products [8]. Thus, honey has been widely consumed
in various commercially available products as a sweetener.
In medicine, it is used as an ointment, prebiotic, skincare
product, food preservative, and treatment of cough and eye
ailments [9]. Honey can provide many health benefits; honey
with excessive trace minerals can harm humans [10]. Honey
contains the high amounts of natural sweetener and provides
many therapeutic effects [11].

The standard regularization of honey is presented in
the European Council (EC) directive in 2001/110, fur-
ther amended by the 2014/63/European Union (EU) direc-
tive [12]. The consumption criteria of honey in themarket and
the human consumption of honey as medicine are provided
in Annex II of study [13]. The conditions of other legisla-
tion on the adulteration of honey may vary at the national
level [14]. However, the existing standard regularization do
not specify the chemical composition of nectar honey. These
standards provide the limits in the physicochemical properties
(moisture content, sugar content, or electrical conductivity)
of honey based on a few botanical origins. Pakistan produces
an abundant amount of unique-tasting and quality honey in
the Middle East and exports around 4000 tons of honey for
export to Arab countries, amounting to approximately 23mil-
lion dollars [15]. Pakistan produces high-quality honey from
different floras or colonies, including Apis dorsata (Ziziphus,
eucalyptus, Sheesham, sunflower, kalonji, and Robinia) and
Apis Florea, and other species in various ecological areas.
However, most of honey from Apis dorsata and Apis Florea
are used for personal consumption or sold locally [15]. Both
colonies are found in the hilly and mountainous areas in Pak-
istan. Moreover, Honey is more produced in three provinces
of the Pakistan namely, Punjab, Khyber Pakhtunkhwa (KPK),
and Sindh [15].

Adulteration has twomajor aspects: the origin of the honey
and production mode. For the origin of honey, knowing the
geographical and botanical origin of honey is vital. The
manipulation and adulteration of honey can be identified
by its physicochemical properties, such as moisture, ash,
pH acidity, and geographical and botanical origin. In addition,
the authenticity of honeymust be ensured by analyzing honey
samples thoroughly according to their chemical formula [16].

Multivariate data analysis is used in evaluating the set of
random variables statistically [17]. The major concepts of
multivariate data analysis have been recently fused into com-
puter science and the artificial intelligence field. The con-
cept of algorithm has been also incorporated to determine
the hidden pattern of the complex datasets. Multivariate data
analysis provided feasibility to machine learning algorithms
for both predictive and exploratory data analysis. Moreover,
machine learning allows the systems to learn and improve

from the experience without being explicitly programmed.
Machine learning algorithms are often categorized as either
supervised or unsupervised. In supervised machine learning
algorithms, datasets are labeled by domain experts. Mean-
while, for unsupervised machine learning algorithms datasets
are not labeled.

Several researchers have worked on machine learning and
multivariate data analysis to find the most important and irrel-
evant features of the classification model’s performance [18].
Many researchers have worked on the adulteration of the
honey by using the geographical [19], [20], [21] and botan-
ical origin of honey [22], [23], [24], [25], [26], [27], [28],
[29], [30], [31], [32], [33], [34], [35]. However, the existing
works have three main limitations. First, the existing studies
used the imbalanced datasets and the performance of these
studies needs further attention. Second, as far as we know,
no researcher has attempted machine learning approaches in
predicting the authenticity of Pakistani honey. Finally, the
dataset for predicting the authenticity of Pakistani honey is
lacking. Therefore, this study aims to predict the authenticity
of Pakistani honey by using eight informative physicochem-
ical features (namely, pH, moisture, electrical conductivity,
protein, ash content, sugar, sucrose, and acidity) from the
collected Pakistani honey samples. Then, these features were
fed as input to seven machine learning algorithms namely,
Logistic Regression (LR), Decision Tree (DT), K-Nearest
Neighbor (KNN), Support Vector Machine (SVM), Artifi-
cial Neural Network (ANN), Extreme Gradient Boosted Tree
(XGBoost), and Linear Discriminant Analysis (LDA). The
physicochemical properties of Pakistani honey are assumed
to provide information on the botanical and geographical
origin of the original or branded honey. With the classifying
pattern of Pakistani honey according to the physicochemical
properties, the machine learning algorithms can successfully
predict information for new and unknown samples. We also
developed the three-level classification model. The top level
predicts whether the collected honey sample is original or
branded. The second level predicts the geographical location
(namely, Sindh, Punjab, and KPK) of a given honey sample.
Finally, the third level predicts the botanical origin (namely,
Dorsata, Florea, and others) of the given honey sample. The
experimental results showed that our proposed method for
predicting the authenticity of honey has an the overall accu-
racy of 100%. The core contributions of this work are as
follows:

1) In this study, a new Pakistani honey dataset consist-
ing of 140 honey samples was developed. The dataset
contains three distinct botanical origins (namely, Dor-
sata, Florea, and others origin) belonging to three dis-
tinct regions of Pakistan (namely, Punjab, Sindh, and
KPK).

2) This study is the first to attempt to work on the authen-
ticity of Pakistani honey by employing several machine
learning algorithms with the fusion of multivariate data
analysis. An accuracy of 100% is achieved by employ-
ing the XGBoost machine learning algorithm.
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3) Our collected dataset is naturally imbalanced. Thus,
we employed the latest balancing approach named fea-
ture construction and smote-based imbalance handling
(FCSMI) to balance the dataset and to improve the
overall classification accuracy of XGBoost.

The rest of this study is arranged as follows. Section II
describes the existing works on honey authenticity.
SectionIII presents material and methods used in this study.
Section IV presents the experimental settings and results.
Section V presents the theoretical analysis of our obtained
results in the form of a discussion. Finally, Section VI con-
cludes our research.

II. RELATED WORK
The manipulation of honey and adulteration can be iden-
tified by tracing the geographical and botanical origin of
honey. Therefore, honey samples must be comprehensively
analyzed to ensure the authenticity of the honey [36]. Sev-
eral researchers have worked to determine the adulteration
of honey in various countries, such as India [7], [24],
China [26], [31], [35], [37], Saudi Arabia [19], Italy [29],
Brazil [33], Poland [38], Argentina [39], Spain [32], Fin-
land [40], Turkey [27], New Zealand [25] and Uruguay [22].
These studies have investigated honey in various regions.
Then, the honey is classified based on its geographical origin
or botanical origin. For instance, Anjos et al. [41] classified
the honey based on botanical origin from the six regions in
Uruguay. Similarly, Sun et al. [31] classified the honey based
on botanical origin from different regions in China. Wei and
Wang [34] collected honey samples from 22 countries. They
classified honey based on the botanical region. The details for
each study are provided in Table 1.
Many researchers have investigated the authenticity of

honey by using different methods, such as, Melissopalynol-
ogy (analyzing honey by its pollen grain). However, this
method has two limitations. First, this method is quite time
consuming method. Secondly, highly specialized person-
nel is required [42] to evaluate it for authenticity. Many
researchers have worked on the geographical and botani-
cal origin profile of honey to overcome the limitations of
above-mentioned method to recognize honey adulteration.
In both geographical and botanical origin of the honey, chem-
ical profile of honey was analyzed using various methods
such as, atomic spectroscopy (determining the elements of
the honey by using its mass spectrum), inductively coupled
plasma mass spectrometry (ICP-MS), nuclear magnetic reso-
nance spectroscopy (NMR) and many other. Moreover, many
researchers have worked on physicochemical properties of
honey. This is a well-known process in which both physi-
cal and chemical properties of honey are determined. These
properties include pH,moisture, electrical conductivity, water
content, and color. Physicochemical properties have been
used in the recent decade to determine the botanical and
geographical origin of honey [17]. However, this approach
requires standard means, time, and expertise. On contrary,

using the physicochemical properties with machine learning
and multivariate data analysis has an advantage. In particular,
machine learning algorithms can find the hidden pattern and
multivariate data analysis provides the statistical and intel-
ligent method to uncover the important information that an
expert cannot sometimes determine. Many researchers have
also worked on sensory data through electronic tongues and
electronic noses to extract the physicochemical properties.
The details are provided in Table 1.

The sample size of each studies varies from 20 to
300 instances. Two studies did not mention the size of the
sample explicitly [32], [35]. Fifteen out of twenty-five stud-
ies worked with a sample size of 100, as shown in Table 1.
These studies have good performances and are substantial.
However, these studies cannot find the hidden pattern of the
data because machine learning or multivariate analysis need
much information in terms of data to learn the pattern [43].
For instance, Kortesniemi et al. [40] utilized a sample size
of 20 to classify honey by its botanical origin through nine
regions in Finland. The nine botanical origin classes were dif-
ferentiated using 20 samples. Therefore, learning the pattern
from such a small sample is really difficult for multivariate
data analysis or principle component analysis (PCA) [44].
A similar kind of work was conducted by Anjos et al. [41].
They classified 39 samples of honey into seven botanical
classes. In this case, two or three samples per botanical class
were used. Studies with a large sample size utilized spec-
trography, melissopalynology, chromatography, NMR spec-
troscopy, spectrometry, and sensorial techniques to analyze
the geographical or botanical origin of honey. However, these
techniques are time-consuming and require highly special-
ized personnel [42].

Another major drawback found in the aforementioned
studies is the imbalanced class problem (Table 1). Almost
none of the studies have worked on balancing the datasets.
Therefore, the imbalanced datasets produced biased clas-
sification results toward the majority class [45]. Thus,
Maione et al. [43] suggested to deal with the imbalanced
class problem first and then report the classification results.

The present study is different from the existing studies in
three aspects. First, as far as we know, this study is the first
to attempt to work on Pakistani honey classification based
on geographical and botanical origin. Second, this work pre-
pared and compiled Pakistani honey dataset. This dataset con-
tains 140 samples of honey belonging to three geographical
origins and three botanical origins of Pakistan. Finally, this
study employed a state-of-the-art data balancing technique,
to balance our Pakistani honey dataset and produce robust
classifiers. We believe that this work can bring new infor-
mation to Pakistani researchers working in the field of food
technology.

III. MATERIAL AND METHODS
This section provides the detailed methodology for pre-
dicting the Pakistani honey authenticity through machine
learning algorithms. The detailed research methodology is
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TABLE 1. Detailed literature on honey classification.
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TABLE 1. (Continued.) Detailed literature on honey classification.

also depicted in Figure 1. First, we collected and pre-
pared the Pakistani honey dataset. Then, we identified dis-
criminative physicochemical features from the collected
honey samples and handled the class imbalance issue.
Finally, we constructed a prediction model and evalu-
ated the performance of proposed model. Each step is
shown in Figure 1 and further described in the subsequent
subsections.

A. COLLECTION OF PAKISTANI HONEY DATA AND
FEATURE EXTRACTION
For this research, we collected 140 honey samples as sec-
ondary data from well-known and credible academic arti-
cles [37], [51], [52], [53], [54], [55], [56], [57], [58], [59]. The
secondary data are selected, primarily because no researcher
has attempted to use machine learning approaches in recog-
nizing adulteration in Pakistani honey. Therefore, no pub-
licly available dataset of Pakistani honey is present. More-
over, these papers are published in well-known national and
international peered-reviewed and credible journals. Finally,

various laboratory experiments were performed in these
studies [37], [51], [52], [53], [54], [55], [56], [57], [58],
[59] to identify several physicochemical properties and their
quantities from different types of Pakistani honey samples.
These experiments were performed following the standards
of well-known food regulatory authorities including, Euro-
pean Union Council [13] and Association of Official Agri-
cultural Chemists [60].

These 140 samples were collected from either original or
branded Pakistani honey. Branded honey refers to the pro-
cessed laboratory honey; during the process, the producers
mix certain nanomaterials, such as hydrogen pre-oxide to
preserve the honey [61], [62]. On the other hand, original
honey is chemical free. These samples belong to three distinct
geographical origins in Pakistan namely, Sindh, Punjab, and
KPK. Furthermore, each sample belongs to either of three
botanical origin namely, Dorsata, Florea, and other species.
We collected these samples because they are widely con-
sumed in the Pakistan. Table 2 shows the eight discrimina-
tive and informative physicochemical features from each of
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FIGURE 1. Detailed diagram for the Pakistani honey authenticity classification model.

FIGURE 2. Correlation diagram for eight physicochemical features.

TABLE 2. Physicochemical properties extracted from honey.

the collected honey sample. These features include, electri-
cal conductivity, pH, protein, moisture, free acidity, sugar,
sucrose, and ash content. The master feature set contains the
eight physicochemical features, type (original vs branded),
geographical origin (Punjab, Sindh, and KPK), and botanical
origin (Dorsata, Florea, and others species). The correlation
between all these eight features is as shown in Figure 2.

B. CONSTRUCTION OF MASTER FEATURE VECTORS FROM
PAKISTANI HONEY DATASET
A master feature vector contains all the honey samples, fea-
ture values, and class labels. We constructed three master
feature vectors from our collected dataset: typemaster feature
vector (TMFV), geographical master feature vector (GMFV),
and botanical master feature vector (BMFV). We constructed
these three master feature vectors to address the unique clas-
sification problem in the present study. The TMFV contains
140 rows and nine columns. First eight columns represent
the eight physicochemical features and the ninth column
represents the class label (either original or branded). Sim-
ilarly, the GMFV contains 140 rows and nine columns. Each
row represents the unique honey sample, whereas first eight
columns represent the eight physicochemical features and
the ninth column represents the class label (either Punjab,
Sindh, or KPK). Finally, the BMFV contains 140 rows and
nine columns. Each row represents the unique honey sample
whereas first eight columns represent the eight physicochem-
ical features and the ninth column represents the class label
(either Dorsata, Florea, or others).

C. DATA BALANCING TECHNIQUES
Class Imbalance problem is found in many classification
models [67]. Class imbalance problem occur when the num-
ber of instances from one or more classes is considerably
greater than that from another class. Class imbalance problem
causes the biased classification results because the major-
ity classes are overwhelmed, and the minority classes are
ignored. Sometimes, they also result in poor accuracy in
minority classes because machine learning algorithms work
best when an approximately equal number of instances exist
in each class [68]. Our collected dataset is also naturally
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imbalance, particularly in GMFV and BMFV, as shown in
Figure 3. Therefore, we used FCSMI, the latest class balanc-
ing technique, to address the class imbalance issue. FCSMI
was introduced by Mishra et al. [69]. The performance of
FCSMI method is better than that of the prevailing state-
of-the-art sampling methods [70]. The idea behind FCSMI
involves applying synthetic minority oversampling technique
(SMOTE) to balance the ratio between minority and majority
instances.

D. CLASSIFICATION USING MACHINE LEARNING
ALGORITHMS
Many classification techniques exist, but we chose the
most widely used classification models for numerical data.
According to the ‘‘no free lunch’’ theorem of Wolpert and
Macready [71], a single machine learning algorithm that per-
forms best in all application areas does not exist. Hence, vari-
ous machine learning algorithms should be tested. Therefore,
Fernández-Delgado et al. [72] evaluated the performance of
179 machine learning classifiers on 121 different datasets.
The experimental results showed that boosting algorithm,
SVM, random forest (RF), ANN, and LR perform well on
most of the datasets. Thus, in this study we employed seven
machine learning algorithms (LR, SVM, KNN, RF, LDA,
ANN and XGBoost) to evaluate which one is suitable for pre-
dicting the authenticity of Pakistani honey. In the subsequent
subsections we have provided the brief description of each of
these machine learning algorithms.

1) LR
Linear regression is widely used in the regression problems
of supervised machine learning. It predicts the dependent
variable (y), i.e. output, based on the independent variable,
(x) i.e. input. This technique finds the linear relation between
x and y; hence, it is called linear regression. It is mostly
concerned with minimizing errors and predicting the best
possible results [73].

2) DT
The DT is used for classification and regression problems in
supervised machine learning. However, it is frequently cho-
sen for classification problems. It classifies a tree structure
comprising nodes, branches, and leaf nodes. The features of
datasets are represented by nodes, decision rules are repre-
sented by branches, and the outcome is represented by the
leaf node. The treelike structure is easy to understand [74].

3) KNN
KNN is used in classification and regression problems.
It works by calculating the k nearest and k closest training
examples in the dataset. For classification problems, the out-
put of KNN is based on the most frequent vote of the neigh-
bors. However, for the regression problems, the output is the
average of the values of KNNs. Euclidean distance is com-
monly used for calculating the distance between neighbors.
K value is defined by the user in the classification problems

for choosing a good value of k in various heuristic techniques.
Noisy and irrelevant features can degrade the performance of
KNN [75].

4) SVM
It is a supervised machine learning algorithm that is exten-
sively used for linear classification problems [76]. It provides
the best accuracy results for various problems in the field
of text classification, image processing, and bioinformatics
problems. It classifies data by constructing the hyperplanes
in high- or infinite-dimensional space. Hyperplane separates
the training examples by the maximal margin.

5) ANN
ANN is a form ofmachine learning. It has been in the research
domain for decades. It works on the notion of self-learning
from the training examples, which are usually labeled in
advance. The basic architecture consists of connected neu-
rons. Neurons i and j have a link with weight wi,j. The
weight decides the strength of the information propagated to
unit.

6) XGBoost
XGBoost is the advanced version of DT. It is capable of gradi-
ent boosting; it bags DTs to improve the overall performance
and avoid overfitting and underfitting [77].

7) LDA
LDA is like PCA; however, it focuses on maximizing the sep-
arability among classes, and it reduces dimensionality from
an original number of features to K features, where K is the
number of classes [78]. With the aim to classify objects into
one of two or more groups based on some sets of parameters
that describes objects, LDA has come up with specific func-
tions and applications.

E. EVALUATION OF MACHINE LEARNING MODEL
The dataset was split into two parts (90%-10%) training
and testing set respectively. In this step, we evaluated the
performance of seven constructed machine learning mod-
els (namely, LR, DT, KNN, SVM, ANN, XGBoost, and
LDA) by using the test set. Moreover, we used four per-
formance metrics, namely, precision, recall, F1-score, and
accuracy to measure the performance of the constructed
classification models. In this step, we ensured that our
testing accuracy is less than or at least equal to training
set accuracy to avoid model overfitting and model vari-
ance. The definitions of each performance metrics are listed
below:

1) Precision is the ratio of the correctly predicted labels
for the specific class concerning all the predicted labels
of the classes. It evaluates the performance of the
proposed models to detect the actual class sample
correctly.
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FIGURE 3. Data distribution for each level.

2) Recall is the ratio of all predicted labels for the spe-
cific class to the actual labels of the class. It calculates
the number of accurately detected instances as positive
instances.

3) F1-Score computes the weighted harmonic mean/ bal-
anced ratio of recall and precision.

4) Accuracy computes the frequency of the accurate
detection of each class of honey from the total number
of instances.

5) Confusion matrix computes the number of false posi-
tive, true positive, false negative, and true negative for
each sample class, the detection was measured with the
labels.

IV. EXPERIMENTAL SETTINGS AND RESULTS
This section describes the detailed experimental settings and
the results. In this work, we employed five experimental set-
tings on three distinct master feature vectors (namely, TMFV,
GMFV, BMFV). In the first setting, we fed TMFV as an
input to seven machine learning algorithms (mentioned in
section III-D) to classify Pakistani honey samples into either
original or branded class. In the second experimental set-
ting, we fed GMFV as an input to seven machine learning
algorithms (mentioned in section III-D) to classify Pakistani
honey samples into respective geographical region (either
Punjab, Sindh, or KPK). In the third experimental setting,
we fed the balanced GMFV as an input to seven machine
learning algorithms (mentioned in section III-D) to classify
Pakistani honey samples into either Punjab, Sindh, or KPK
class. In the fourth experimental setting, we fed BMFV as
an input to seven machine learning algorithms (mentioned in
section III-D) to classify Pakistani honey samples into either
Dorsata, Florea, or other origin class. In the fifth experimental
setting, we fed the balanced BMFV as an input to seven
machine learning algorithms (mentioned in section III-D) to
classify Pakistani honey samples into either Dorsata, Florea,
or other origin class. In each experimental settings, we eval-
uated the classification results in terms of precision, recall,
F1-score, and accuracy. We also provided the confusion
matrix of the machine learning classifier, which yielded the
best results in each experimental setting. All the experiments
were performed onWindows 10withGPU (GeForceMX130)
using Python language.

TABLE 3. Classification results of Pakistani honey according to type.

A. HONEY CLASSIFICATION ACCORDING TO TYPE
This section presents the results of experimental setting-I.
In this setting, we provided TMFV as an input to LR, DT,
KNN, SVM, ANN, XGBoost, and LDA machine learning
algorithms and evaluated its precision, recall, accuracy, and
F1-score. In this setting, 90% of the samples were used as
a training set to construct the classification model, whereas
10% of the samples were used as a test set to evaluate the
performance of the constructed classification model.

The experimental results of the test set of each machine
learning algorithm are presented in Table 3. The highest
results (100% accuracy and 100% F1-score) were observed
using LR and XGBoost algorithms followed by DT (92.3%
accuracy and 92.8% F1-Score). The lowest results were
observed in SVM, ANN, and LDA algorithms (approx. 71%
accuracy and approx. 67% F1-Score) followed by KNN
(78.5% accuracy and 76.5% F1-Score).

FIGURE 4. Confusion matrix of XGBoost model for setting-I.

Figure 4 also shows the confusion matrix of experi-
ment analysis with XGBoost machine learning algorithm in
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setting-I. Figure 4 shows that all the instances were correctly
classified into their respective classes.

B. HONEY CLASSIFICATION ACCORDING TO
GEOGRAPHICAL ORIGIN
This section presents the results of experimental setting-II.
In this setting, we provided GMFV as an input to LR, DT,
KNN, SVM, ANN, XGBoost, and LDA machine learning
algorithms and evaluated its precision, recall, accuracy, and
F1-score. In this setting, 90% of the samples were used as
a training set to construct the classification model, whereas
10% of the samples were used as a test set to evaluate the
performance of the constructed classification model.

The experimental results of the test set of each machine
learning algorithms are given in Table 4. The highest results
(92.8% accuracy and 90% F1-score) were observed using
XGBoost algorithm followed by DT, LR, KNN, and LDA
(85.5% accuracy and 82.7% F1-Score). The lowest results
were observed in ANN algorithm (approx. 71% accuracy and
approx. 67% F1-score) followed by SVM (78.5% accuracy
and 68.1% F1-score).

TABLE 4. Classification results of Pakistani honey according to
geographical origin.

We also reported the confusion matrix of the experi-
ment analysis with XGBoost machine learning algorithm in
setting-II (shown in Figure 5). Almost 92% of the instances
were classified correctly into their respective classes, whereas
8% were misclassified. This misclassification is possibly
caused by the class imbalance issue. Therefore, we employed
FCSMI data balancing technique (described in Section III-C)
in experimental setting-III to further reduce the misclassi-
fication rate. Using the FCSMI technique, we oversample
the minority classes and balanced all the classes. After data
balancing, the balanced dataset contains 297 honey samples.
Each class has 99 samples. Moreover, 90% of the samples
from this dataset were used for training set, whereas 10%
were used for the test set.

The experimental results on the test set of each machine
learning algorithm are presented in Table 5. The highest
results (96.6% accuracy and 96.6% F1-score) were observed
using XGBoost, ANN, and LR algorithms followed by SVM
(86.6% accuracy and 86.6% F1-score). The lowest results
were observed in the LDA algorithm (approx. 73% accuracy
and approx. 73% F1-Score).

Compared with experimental setting-II, experimental
setting-III further improved the classification performance by
showing an increase in accuracy and F1-score by 8% to 25%.

FIGURE 5. Confusion matrix of XGBoost model for setting-II.

TABLE 5. Classification results of Pakistani honey according to
geographical origin after balancing the dataset.

Figure 6 also shows the confusion matrix of the experi-
ment analysis with XGBoost machine learning algorithm in
setting-III. Figure 6 shows that almost all the instances were
correctly classified into their respective classes except for one
instance of KPK class.

FIGURE 6. Confusion matrix of XGBoost model for setting-III.

C. HONEY CLASSIFICATION ACCORDING TO BOTANICAL
ORIGIN
This section presents the results of experimental setting-IV.
In this setting, we provided BMFV as an input to LR, DT,
KNN, SVM, ANN, XGBoost, and LDA machine learning
algorithms and evaluated its precision, recall, accuracy, and
F1-score. In this setting, 90% of the samples were used as
a training set to construct the classification model, whereas
10% of the samples were used as a test set to evaluate the
performance of the constructed classification model.

The experimental results of the test set of each machine
learning algorithms are presented in Table 6. The highest
results (64.2% accuracy and 64.2% F1-Score) were observed
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using XGBoos, LR, DT, and ANN algorithms followed by
KNN and LDA (57.1% accuracy and 57.1% F1-score). The
lowest results were observed in SVM algorithm (approx. 35%
accuracy and approx. 32% F1-score).

TABLE 6. Classification results of Pakistani honey according to botanical
origin.

We also reported the confusion matrix of experiment anal-
ysis with XGBoost machine learning algorithm in setting-IV.
Figure 7 shows that almost 64% of the instances were clas-
sified correctly into their respective classes, and 36% were
misclassified. This misclassification is possibly caused by the
class imbalance issue. Therefore, we employed FCSMI data
balancing technique (described in section III-C) in experi-
mental setting-V to further reduce the misclassification rate.
Using the FCSMI technique, we oversampled the minority
classes and balanced all the classes. After data balancing,
the balanced dataset contains 228 honey samples, and each
class has 76 samples. Moreover, 90% of the samples from
this dataset were used for training set, and 10% were used for
the test set.

FIGURE 7. Confusion matrix of XGBoost model for setting-IV.

The experimental results on test set of each machine learn-
ing algorithms are presented in Table 7. The highest results
(100% accuracy and 96.6% F1-score) were observed using
XGBoost and LR algorithms followed by DT (95.6% accu-
racy and 95.6% F1-score). The lowest results were observed
in ANN algorithm (approx. 73% accuracy and approx. 73%
F1-score).

Compared with experimental setting-IV, this experimen-
tal setting V further improved the classification perfor-
mance by showing an increase in accuracy and F1-score by
36% to 47%.

Figure 8 also shows the confusion matrix of the experi-
mental analysis with XGBoost machine learning algorithm in

TABLE 7. Classification results of Pakistani honey according to botanical
origin after balancing the dataset.

FIGURE 8. Confusion matrix of XGBoost model for setting-V.

setting-V. Figure 8 shows that almost all the instances were
correctly classified into their respective classes.

V. DISCUSSION
This section provides the theoretical analysis of proposed
three level classification models for classifying the Pak-
istani honey samples by using eight physicochemical fea-
tures and employing seven machine learning algorithms. This
section aims to analyze critically the obtained results and
justify why the classification model classified the honey
accurately. Moreover, the error analyses of misclassifica-
tion instance during different experimental settings are also
provided.

The results of experimental setting-I (section IV-A)
showed that the classification of Pakistani honey samples
according to type as original or branded can classify (71.4%
to 100%) correctly. However, the error rate of setting-I is
between 4% and 12%. This error is possibly due to the
inability of the features to produce the discriminative and
representative patterns for the original and branded honey
sample. In our future work, we will investigate the features
that best classify the honey and minimize the misclassifica-
tion rate.

Similarly, the results of experimental setting-II
(section IV-B) showed that the classification of Pakistani
honey samples according to geographical origin as Punjab,
Sindh, or KPK can classify (78.5% to 92.8%) correctly.
However, the error rate of setting-II is between 7.2% and
21.5%. This misclassification is possibly caused by the class
imbalance issue. Therefore, we should not rely on imbal-
anced dataset results. Several studies have recently proved
that balancing the dataset yields promising results [79]. Most
of the researchers suggested utilizing the FCSMI data bal-
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ancing technique (described in section III-C) to obtain robust
results [70]. After the dataset in experimental setting-III
was balanced, the overall performance of honey classifica-
tion further improved by showing an increase in accuracy
and F1-score by 8% to 25%, compared with experimental
setting-II results.

Likewise, the results of experimental setting-IV
(section IV-C) showed that the classification of Pakistani
honey samples according to botanical origin as Dorsata, Flo-
rea, or others can classify 35.2% to 64.2% correctly. The
error rate is between 35.8% and 64.4%. This huge mis-
classification rate is possibly caused by the class imbalance
issue. Therefore, we applied the FCSMI data balancing tech-
nique (described in section III-C) to obtain robust results,
as described in result setting-V. The results obtained after
applying the FCSMI data balancing technique were quite
surprising. The considerable change in setting-V, is 36% to
47% in terms of accuracy and F1-score.

VI. CONCLUSION
In this study, three level classification model is proposed to
classify the Pakistani honey samples. The first level classifies
whether the honey is original or branded. The second level
classifies the honey according to geographical origin. The
final level classifies the honey according to botanical ori-
gin. The experimental results showed that our proposed work
performed excellently by achieving an accuracy of 100%.
Furthermore, this work developed a new Pakistani honey
dataset consisting of 140 honey samples. The nature of the
dataset was highly imbalanced. Thus, the latest data balanc-
ing technique named FCSMI was employed to balance the
dataset. The experimental results showed good results on the
balanced dataset. In the future work, more honey samples will
be collected, and other features or properties (such as, mineral
profiles) of honey will be extracted to enhance the robustness
of our dataset. Moreover, new botanical origins and geo-
graphical origins will be added to expand our dataset further.
We believe that our proposed work will serve as a baseline in
recognizing adulteration of Pakistani honey. In addition, this
work will be proved beneficial in reducing the adulteration of
Pakistani honey.
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