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ABSTRACT Educational remote laboratories, when properly designed, have been demonstrated to be highly
effective from a pedagogical point of view. Throughout the years their technology has evolved and they offer
great capabilities, that are sometimes even superior to hands on labs. Nonetheless, despite their potential,
they are not yet a widespread tool across learning institutions. One of the main reasons is that many remote
laboratories have traditionally been research-oriented and have not been able to guarantee a high-enough
quality of service (QoS) in a real-world educational environment. Such a QoS requires a relatively high
number of students being able to access the labs concurrently, since classes may include dozens of students.
Likewise, such a QoS requires reliability: the laboratory must work, be available and provide correct results.
This work evaluates whether by applying an architecture oriented towards cost-effective instance replication
and a model oriented towards fault-detection, it is possible to create laboratories that can provide a high QoS
and that can therefore be used in a real environment, across multiple institutions. The study encompasses a
period of 736 days and over 72,377 laboratory sessions, and relies on real data, from multiple institutions,
of professors and students using the LabsLand Intel DE1-SoC FPGA remote laboratory, of which many
instances are deployed. The results show that the QoS did indeed meet very high standards, and that such an
approach can indeed lead to trusted remote laboratories, appropriate for real-world educational usage, and
their eventual widespread adoption.

INDEX TERMS Remote laboratory, quality of service, availability, reliability, STEM.

I. INTRODUCTION an increase in the number of enrollments in degrees that offer

The effectiveness of remote and virtual laboratories has been
repeatedly verified from a pedagogical point of view [1], [2],
[31, [4], [5]. It has been shown that, when properly designed
and applied, remote and virtual laboratories can offer sim-
ilar or even superior results than conventional laboratories.
Furthermore, they offer a wide range of possibilities to stu-
dents, such as greater flexibility in their scheduling or the
elimination of geographical barriers [6], [7]. This has led to
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distance learning methodologies [8], [9].

As shown in Figure 1, laboratories can be classified
depending on their location and nature. Each type of remote
laboratory has different advantages. If we consider their adop-
tion rate, the adoption of virtual and remote laboratories at
different educational levels has been very uneven. One sig-
nificant advantage that remote laboratories have over virtual
ones is that they offer greater realism [10]: they provide
access to real hardware and equipment and allow users to
have real interactions and obtain real results. Nonetheless,
so far the adoption of virtual laboratories in formal courses
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is significantly more common than remote laboratories [11].
Despite their demonstrated effectiveness and potential, they
are not currently a widespread, ubiquitous tool leveraged by
instructors.

Remote experimentation has advanced significantly in
recent years and has become one of the main lines of research
in the field of Technology Enhanced Learning [12]. Through-
out these efforts, many experimental remote laboratories have
been created and deployed. The experimental nature of those
remote laboratories resulting from research projects might,
however, have been one of the barriers to the widespread
adoption of remote experimentation [13].

Remote laboratories are often designed by research groups
to meet the specific needs of their research efforts, or the
needs of their research centre or university. Often, the goals
of the laboratory designer are not clearly aligned with the
needs of the instructor that would use the laboratory in class,
whose role requires being at the center of the pedagogical pro-
cess [14]. Additionally, although many remote laboratories
are open for use by the educational community, they often
lack funding or permanent maintenance staff. As a result,
repair times in the event of a breakdown or malfunction can
be extended, and not necessarily guaranteed. All of this has
a negative impact on the reliability and the perception of
remote laboratories, especially by third parties. It discourages
adoption by third party professors, who often perceive that
they do not have control over the experiment; and that they
cannot dedicate the effort to adapt materials and commit to
their usage if they cannot be reasonably certain that they
will be able to rely on the resource. Furthermore, many
remote labs lack the scalability required for consumption by
large domains of students. Since, as discussed, many remote
laboratories are created as one-off research prototypes and
they provide control for a time to a student, they are limited
at that respect. Software-based technical solutions may be
implemented such as queues or calendar booking to alleviate
the issue, but it can still lead to long waiting times and
problems with lab reservation. These constraints have led to
negative experiences in the educational community, creating
an invisible barrier against the widespread adoption of remote
experimentation.

Nonetheless, it has been shown that remote labs can be as
educationally effective or even superior to hands-on labs [3],
[4], [5], [17]. If the previously described practical and tech-
nical challenges were overcome, they could truly become a
widespread and effective tool leveraged by instructors world-
wide to improve technical and scientific education. In this
line, previous works proposed an architecture for the creation
of cost-effective scalable laboratories to support multiple-
users through cost-effective replication [18]. Additional pre-
vious works focused on ensuring the reliability and Quality
of Service (QoS) of remote laboratories through an automated
fault-detection model [19].

The main goal of this paper is to evaluate whether by
leveraging those contributions, it is possible to obtain remote
laboratories that can be truly effective not only as research
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FIGURE 1. Characterization of the different types of laboratories,
according to their physical location and nature. Adapted from [15], [16].

prototypes but in real-world educational operational envi-
ronments, thus eventually leading to their widespread adop-
tion. To evaluate this, the aforementioned replication-oriented
architecture and the fault-detection model were applied in
the creation and deployment of various remote laboratories,
that will be described. All those laboratories are replicated,
have multiple copies, and are deployed in a minimum of two
institutions around the world, in different countries, relying
on a federated load balancing architecture as defined in [20].
Since the goal is to evaluate whether widespread adoption for
real-world multi-institutional usage is possible, the study will
have the following characteristics:

o It will focus on a remote laboratory (the LabsLand
FPGA lab) that is deployed in several institutions around
the world and with dozens of deployed instances, and
rely on data spanning more than two years (736 days).

o It will involve students from multiple universities in
multiple different countries.

o The professors using the laboratories with their students
will not be directly associated with the authors of this
study or with the designers of the remote laboratories.

The remaining of this paper is arranged as follows:
Section II describes the state of the art regarding modern
remote labs, their current limitations in regards to widespread
adoption, and provides detail regarding WebLab-Deusto and
LabsLand. It also details the motivation and main contri-
butions of this work. Section III summarizes the two main
works and contributions upon which the remote laboratories
involved in this paper are based. First is the replication-
oriented architecture, designed to provide cost-effective reli-
ability and scalability. Second is the fault-detection model,
designed to guarantee Quality of Service. In addition, this
section describes in some detail the remote laboratories that
apply those two contributions, and upon which the analysis
in this work is based. Section IV describes the criteria and
methods used to analyze the solutions for developing scal-
able and reliable remote laboratories. Section V collects and
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discusses the results of the analysis, which are focused mainly
on the quantitative characterization of LabsLand’s DE1-SoC
FPGA remote lab. Section VI summarizes the conclusions of
this paper and Section VII describes future lines of work that
could be pursued.

iIl. MOTIVATION

A. REMOTE LABORATORIES

In recent years, the number of remote laboratories accessible
from the Internet has been growing [17]. From a general
point of view, remote laboratories can bring many advantages
such as cost savings, democratization of technology or the
elimination of physical and temporal barriers [1], [2], [10],
[21], [22], [23]. Multiple institutions have developed these
labs in order to provide students and teachers with the ability
to teach, learn and interact with these devices remotely.

An example is RemLabNet,! who has developed its own
Remote Laboratory Management System [24], [25], and
hosts multiple remote laboratories, allowing users to exper-
iment in fields such as physics, chemistry or environmental
sciences.

Similarly, iSES? has developed its own online teaching
system [26], which hosts a number of remote laboratories for
very specific purposes in physics. Among them, it is possible
to verify the Heisenberg uncertainty principle, or to perform
the Franck-Hertz experiment, and also, perform experimen-
tation with microcontrollers [27].

The Grid of Online Laboratory Devices Ilmenau,
or GOLDi,? gives access to a remote laboratory with different
configuration options. Here it is possible to select different
control units (a CPLD, an FPGA, a microcontroller, a FSM,
etc.) and different physical systems, such as an elevator,
a production cell, or a storage warehouse. This allows the
user to have a great deal of flexibility in the way users perform
their experiments.

The Instituto Superior Técnico (IST) of the University of
Lisbon has created its own remote laboratory project [28],
known as e-lab.* It is a web portal that gives access to
different remote physics and chemistry [29] laboratories.

The Universidad Federal de Santa Catarina in Brazil
also has its own remote laboratory project [30], known as
RELLE. In it we can find various labs, such as labs for exper-
imenting with alternating current and direct current electrical
panels, or engineering-oriented labs, such as programming
microcontrollers based on Arduino boards [31], [32].

Another significant project is LaboREM, developed at the
Technological University Institute (IUT) in Bayonne, France.
This is a remote laboratory [33], [34] that allows remote
experimentation with electronic components. Through a cam-
era and a robotic arm, the user can insert different PCBs into

1 http://www.remlabnet.eu
2https://www.ises.info/index.php/en/laboratory
3 https://www.goldi-labs.net/
4https://www.e-lab.ist.utl.pt/

5 https://rexlab.ufsc.br/
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different slots to create a range of electronic circuits, which
can later be powered and characterized.

The remote laboratories described above are not meant
to be an exhaustive list, but they are some of the research
works that have advanced the remote laboratories state of the
art very significantly. All of them present real-time remote
labs, and thus provide real-time remote control of the target
hardware. As real-time laboratories however, they are likely
relatively expensive to develop and maintain [19], [35]. Also,
most of the described laboratories support a single user at
the same time. Though this barrier is overcome in certain
cases through replication [18], [36] or laboratory-specific
means [37].

To overcome some of those limitations and in response
to the problem of user concurrency, LabsLand® has devel-
oped its own subset of ultra-concurrent virtual laboratories
[38], [39], [40], [41], [42] in collaboration with other univer-
sities and organizations. Ultra-concurrent remote laboratories
are based on a large pre-recorded dataset formed by videos
and data of a real experience. Through that dataset, an ultra-
concurrent laboratory can provide a laboratory experience
that can closely resemble the one that the student would have
with the traditional hands-on version of the lab, or with the
real-time remote laboratory one. Ultra-concurrent laborato-
ries are not simply videos; they are interactive: they allow the
student to take an active role and make choices. To allow this,
the dataset includes experiences that can encompass hundreds
or thousands of different experimental combinations. They
are not simulations either, since they are based on real data
recorded with real equipment and do not rely on a simulation
engine. In these labs, the user can experiment with a set of
data, results, images and/or videos previously recorded in a
real lab. This solution allows the user to experiment with real
results, while allowing a large number of users to access the
lab concurrently, since no finite equipment is handled in real
time, but requests are made to a database that hosts a dataset
of the lab with the set of pre-recorded samples. The advantage
of these labs is that they can be accessed concurrently by
hundreds or thousands of students simultaneously without
needing to replicate the physical equipment. Also, that they
require only software maintenance, and are thus more cost-
effective. The potential limitation of these labs is that they are
only suitable for experiments in which the range of variables
to control is constrained. For certain chemistry practices, for
example, in which the experiment is performed according to a
laboratory script and there are few variations, this limitation is
not significant. However, for other types of laboratories, such
as those for programming, those that give students access
to various development boards, or in general, those with
many interaction options, make this approach impossible or
ineffective. For those cases, a real-time lab and thus a more
complex replication-based approach such as the one proposed
in this work is required.

6https ://labsland.com
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A similar approach is the one proposed by Stanford Uni-
versity’ and used for some of the online laboratories of its
remote laboratory system [43], [44]. For each remote lab in
the platform, they have created a digital twin. The experi-
mental results obtained in these experiments are real, though
the experimentation itself does not occur in real time but is
instead recorded. This does involve a longer development
time than the real-time remote lab on its own would require,
since it is necessary to digitize a battery of experiments and
their results. Once the process is done, the laboratory is highly
scalable, without needing to replicate the hardware. Similarly
to LabsLand’s ultraconcurrent laboratories, this approach is
only effective for those laboratories in which the potential
variables and user interaction are limited, thus requiring a
reasonably-sized dataset and battery of experiments.

Another similar approach is VirtualRemoteLab,® devel-
oped at the Faculty of Physics of the Ludwig Maximil-
ian University of Munich, Germany. This laboratory [45]
allows experiments in optical spectrometry to be performed
remotely. Since the laboratory equipment is expensive and
precise calibration is necessary, they have chosen to provide
the user with two types of experimental setups: a real one,
and a virtual one (similar to the ultra-concurrent approach).
The real one allows a real experimentation, controlling the
equipment in real-time, while the virtual setup allows experi-
mentation with pre-recorded contents of the laboratory itself.

Apart from the aforementioned concurrency challenge,
significant research efforts have been dedicated towards
developing architectures that can be leveraged to create dif-
ferent remote laboratories more effectively [46], [47], and
some of those architectures are in fact the basis of previously
described remote laboratories [48], [49], [50], [51].

However, despite the existence of all the tools described
above, the usage of remote laboratories as a substitute or
complementary tool in classrooms is not yet widespread. This
might be at least partially due to practical limitations that still
remain [13], [14], [52], [53], and which should be resolved or
attenuated to obtain greater use of remote laboratories.

B. WEBLAB-DEUSTO REMOTE LAB

MANAGEMENT SYSTEM

WebLab-Deusto [54] is a Remote Laboratory Management
System (RLMS) created by the research group of the same
name”’ to facilitate the creation of remote laboratories.

If a remote laboratory were to be created from scratch,
it would not only be necessary to develop the specific com-
ponents for each copy of the laboratory itself (such as the
hardware control, the programming system of the micro-
controller or electronic device, the real-time camera system
or the web client), but it would also be necessary to develop
a series of components that are common to many different
remote laboratories, regardless of their nature, such as:

7 https://stanford.ilabsolutions.com/
8 http://virtualremotelab.net
9https://weblab.deusto.es
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« User management and authentication

« User group management

o User authorization

o Queue and user flow management

« Integration of labs into Learning Management Systems

« Labsharing between different entities through federation

« Data extraction and learning analytics

Remote Laboratory Management Systems provide most
of those common components, along with other tools to
facilitate the development of laboratories. That way, remote
laboratory developers only need to focus on the components
that are specific to their remote lab, and can save thousands
of development hours. As a consequence, the resulting lab-
oratory is typically better and more reliable, since that way
developers can more efficiently use their time, and most of the
components are already well-tested in previous laboratories.

Remote laboratories created under the scalability-focused
architecture described in subsequent sections base one of
their layers on the WebLab-Deusto RLMS [54] as the lab-
oratory control and management system. They also rely
on WeblabLib [55]. That is an Open Source Python-
based library, part of WebLab-Deusto, which is specifically
intended to facilitate the development of remote labs and their
integration with WebLab-Deusto.

Various remote laboratory initiatives around the world
have used WebLab-Deusto for their projects. This FPGA lab
[56], [57], [58], created by the University and District Library
Bonn-Rhein-Sieg or this physics/electronics lab [59] created
by the Faculty of Exact Sciences, Engineering and Surveying
National University of Rosario, are some examples. There
are several other alternative remote laboratory management
systems, which share some of the features, such as [24], [25],
[60], [61], [62], [63], [64], [65], [66].

C. LABSLAND

LabsLand! is an EdTech company that provides remote
laboratories and it is also the name of its remote labs plat-
form [67], [68]. LabsLand provides products and services
such as subscriptions to its large global network of remote
laboratories, sale of remote laboratory equipment that clients
can deploy in their own institutions to be integrated into the
platform, and development of new remote laboratories. Those
laboratories are often developed in collaboration with univer-
sities. LabsLand has developed various technologies oriented
towards facilitating the development of remote laboratories
and particularly towards ensuring that they are both replicable
and reliable. The goals of this contribution are aligned with
this perspective. The remote laboratories that are analyzed in
this study are part of the LabsLand network. LabsLand has
provided the usage data for this study.

D. CHALLENGE AND CONTRIBUTIONS

As described above, remote labs can be as educationally
effective as hands-on labs [3], [4], [17], as long as they
maintain a certain QoS.

lOhttps://labsland.com
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When remote labs are down, have connection problems,
are not well maintained or are unable to support a large
number of users, it is not possible to maintain adequate QoS,
which can lead users and instructors into giving up remote
laboratories for other alternatives such as virtual labs or tra-
ditional hands-on labs, even if they have disadvantages for
their use cases. Studies with instructors [52] remarked that
reliability was the fundamental characteristic expected in a
remote laboratory. Also, Salzmann and Gillet [69] state that

Robustness toward hardware faults or unavailabil-
ity is also a key issue for the acceptability of the
remote experimentation paradigm by the students.
If at connection time they are not able to access the
chosen experiment, they may lose motivation and
interest.

and that

Remote laboratories maintenance is a difficult and
time-consuming task when a 24/7 availability is
targeted. The first step in providing a wide avail-
ability is to detect problems; this implies that the
physical equipment and its associated software are
capable of self-diagnoses.

Traditionally, remote laboratories have been derived from
research prototypes. As Figure 2 shows, the fundamental goal
of these prototypes is for a device to be remotely controllable,
and nothing more. Issues such as QoS or scalability are not
considered during their design process.

Some of these proof-of-concepts evolve into higher-quality
labs, which may or may not have multiple instances, and
achieve greater stability. The goal of these labs is not only
to enable remote control, but also to make the lab useful
to potential users. These labs are often used by professors
and students of the institution (university, community college,
or other) that has developed and maintains them. However,
in these cases both QoS and scalability are limited, and make
them unsuitable for widespread use. Saenz et al. [53] have
evaluated these issues in greater detail in their study, and state
that

Due to the fact that there are no clear road maps
or recommendations concerning the best selection
of technologies and that different standardization
attempts coexist, the development of online labs has
become very challenging.

In previous works, we proposed two complementary solu-
tions that address these issues. On the one hand, [18] reports
the creation of an architecture for the creation of remote lab-
oratories (for experimentation with microcontrollers, FPGAs
and other electronic components) focused on high scalability
through replication, designed to lower costs and to share
hardware components among different laboratory instances.
On the other hand, [19] reports the creation of a model based
on fault-detection to promote remote laboratory reliability.
It uses a multi-layer solution to evaluate the performance
of a laboratory, detect failures, solve them if feasible dis-
connect the failed instance otherwise, and enable it again
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when it is repaired and works again. All of this is done
automatically and is oriented towards ensuring QoS even if
it means disconnecting instances. This is important since a)
It is better to disconnect an instance and prevent access, than
for the student to waste time and get frustrated getting invalid
results b) The fault-detection model is intended to comple-
ment a replication-based architecture, in which disconnecting
a faulty instance implies simply that the load is redirected to
a working one.

These solutions, as shown in Figure 2, allow the creation of
remote laboratories with the capacity to support widespread
use. Full-scale labs have higher QoS and QoE, are easily
scalable and can be used in a production environment by
hundreds or thousands of users concurrently. They employ
techniques such as multiple instances, hardware resource
sharing, automatic failure detection and interactive instance
control based on number of active and failed instances.

To this end, the contributions of this work are:

1) Description of a set of remote laboratories created
under the set of technological solutions previously
introduced.

2) Quantitative analysis performed on an FPGA remote
lab, which is based on the previously developed high
scalability architecture and high reliability model.

3) Conclusions, based on the previous quantitative anal-
ysis, taking into account mainly the availability and
quality of service provided by the laboratory from the
point of view of the potential user.

It is noteworthy that though as mentioned this work lever-
ages a cost-effective replication-oriented architecture and a
fault-detection model, and that both are summarized in more
detail in Section III, they are not contributions of this study
and are previously published works.

Ill. COMPONENTS OF THE FUNDAMENTAL
ARCHITECTURE

As explained in previous sections, the objective of this paper
is to promote the use of remote laboratories in real edu-
cational environments to effectively meet the challenges of
practical STEM education.

To this end, the main contribution of this paper will be
to confirm that by employing a certain model, developed
in previous works, and which will be explained below, it is
possible to meet the practical educational requirements of
real-world institutions, as discussed earlier.

Since the objective is precisely to confirm it in real educa-
tional environments, the analysis will involve several remote
laboratories implementing the model in question, as well
as several international institutions, using them in a real
way, by instructors not directly linked to the authors of this
paper.

The model on which the laboratories used for the analysis
are based is developed, technically evaluated and detailed in
previous works [18], [19]. However, we summarize the model
here as well, especially those aspects that are most relevant for
understanding and conveying the analysis. It should be noted
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FIGURE 2. Categorization and evolution of remote laboratories, from prototype versions to laboratories capable of widespread
use. The scalability architecture and reliability model are key components that enable the creation of remote labs with the

potential for widespread use.

that this is not the main contribution of this paper, and that
describing them technically in detail is beyond its scope.

The following subsections summarize, first, the two fun-
damental aspects of the model used:

« Replication: Replicable, and for this purpose distributed,

scalable, and cost-effective laboratories.

« Reliability: Reliable laboratories, with the ability to
automatically detect faults without exposing them to the
user, repairable, and able to guarantee a good Quality of
Service (QoS).

Finally, in the last subsection, we will briefly describe the
various remote laboratories that implement this architecture
and these principles, which will serve as the basis for the
multi-institutional analysis, which is the main contribution of
this work.

A. ARCHITECTURE FOR REMOTE LABS REPLICATION

One of the works previously conducted by the authors
includes the creation of an architecture for the develop-
ment of remote laboratories [18]. The architecture allows the
creation of highly scalable, multi-instance remote laborato-
ries, that enables remote experimentation for multiple users
concurrently.

The architecture also contemplates the ease of adaptation
to different remotizable objects and allows software and hard-
ware sharing, which maintains high cost efficiency while
multiplying the capacity of concurrent users.

The architecture is divided into four layers, each of which
has a specific role. Each layer contains both physical and log-
ical components, which can often be supported by low-cost

VOLUME 10, 2022

single-board computers (such as Raspberry Pi, for example).
Communication between layers is done via common and well
established connection standards, such as Ethernet, Internet,
USB, SPI and others, allowing easy synchronization and con-
trol of the components involved, as well as fast and modular
lab development and deployment.

Figure 3 shows an overview of the layers of the architec-
ture, with all the physical and logical components involved.
Thanks to its modularity, it is adaptable to a large number
of remotizable objects or devices under test, and allows the
creation of different deployment topologies, depending on the
location and number of components in each layer.

For those laboratories where visual feedback is necessary,
an interactive live-streaming platform [70] is deployed in a
parallel way to the other four layers. This component, which
is also formed by various layers to ensure scalability and
reliability, is in charge of providing the user of the remote
laboratory with a real time stream, which is captured on-site
by a camera.

This architecture is applied for the creation of several
different remote laboratories. They use different lower-level
topologies and they provide control over various different
target devices. Those include FPGAs, microcontroller devel-
opment boards and robots, among others.

The architecture and the lower-level topologies are
designed with replicability in mind. For example, in many
of these laboratories a single hardware setup includes several
target devices to be controlled as separated instances; and
certain components are nonetheless shared. This way it is
possible:
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ARCHITECTURE FOR THE DEVELOPMENT OF HIGHLY-SCALABLE REMOTE LABS
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FIGURE 3. Overview of the architecture for the development of highly-scalable, multi-instance remote labs, split into the several layers that compose it.
This architecture is detailed in [18] and is not a contribution of this article. It describes the architecture within a single institution.

o To facilitate and promote the presence of more than a

single experimentation instance.

o To lower the cost per experimentation instance.

In conclusion, the ultimate goal of the architecture is to
transmit information in a bidirectional way between the end
user and the experimental setup. The user’s actions are cap-
tured, transmitted and generated in the real experiment, while
the laboratory behavior is captured, measured and/or detected
and transmitted and displayed in real time to the end user.
The advantage of this particular architecture is to be able to
do these tasks in a scalable way, in order to support multiple
users at the same time.

Naturally, such a remote laboratory has a capacity for
as many concurrent users as there are instances. However,
typically students use the laboratory in a program-evaluate
cycle. That is, first they design their program in a different
environment, and only when they believe it is ready, they
test it in the real hardware. Then they go back to the design
stage, and repeat the process. Since for many practical ses-
sions students spend the most time programming rather than
controlling the hardware itself, by creating a queue of users
and limiting the hardware-accessing sessions in time (e.g. to
2 to 10 minutes), the number of students in a class that can be
working at the same time is actually significantly higher than
the number of physical instances. This fact makes scalability
significantly easier and less costly than otherwise would be,
for many types of laboratory.
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B. MODEL FOR REMOTE LABS RELIABILITY

In order to have a proper experience with a remote laboratory,
professors and their students certainly need to be able to have
remote hardware available, which in group settings as the one
described in the previous section, can be achieved through
replication. However, it is also critical to be able to provide
a good enough Quality of Service (QoS). The hardware that
they access not only needs to be available, but it also needs
to work as intended. It needs to be controllable, the results
need to be accurate, and users should not be exposed to failing
instances. Otherwise, the QoS can degreade significantly, and
users lose confidence in the remote laboratory.

Hardware issues are relatively common in remote laborato-
ries. To counteract this and maintain a high level of perceived
laboratory quality, it is necessary to detect failed instances,
and act accordingly, i.e., provide information to the laboratory
maintenance staff team, remove the failed instances from the
pool of instances available to the user, and redirect all users to
the new pool of active instances. In this way, although waiting
times may increase, the laboratory continues to provide ser-
vice to the user, and the user perceives it as 100% functional
and therefore reliable.

This is precisely what the model [19] mentioned focuses
on. It allows for the detection of failed instances and the
automatic distribution of users among the active instances.
For this purpose, the model has four layers of failure detec-
tion. These are to be partially or fully applied depending
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on the laboratory, and applied with different latency. Once
faults are detected, in any of the layers, the service acts
automatically. First, it is evaluated whether the failure is
persistent or not. If it is not, an attempt is made to restore
or repair the experimentation instance. If the fault condition
persists, the experimentation instance is removed from the set
of active experimentation instances until the fault is repaired.
That way, the Quality of Service from a user perspective,
is safeguarded.

C. REMOTE LABORATORIES DEVELOPED APPLYING
THESE MODELS

The aforementioned model is applied in various remote labo-
ratories, which are part of the LabsLand network. LabsLand
develops these laboratories, builds them and often deploys
them; but the equipment is owned and deployed in different
institutions around the world. As per LabsLand’s policy,
every real-time remote laboratory available in their network
has multiple copies and is deployed in at least two institu-
tions, to guarantee a minimum level of federated load balanc-
ing [20]. This is, in line with that model, to guarantee both
scalability and reliability, in case an institution were to, for
example, lose their power or internet connection.

The laboratories that will be described here are mostly
for providing access to different electronic devices such as
microcontrollers or FPGAs. These electronic devices are
usually embedded in development boards that contain the
device and some other electronic components necessary for
its operation. An example of a development board is the
Arduino UNO, which is perhaps the most well-known devel-
opment board today. It allows users to easily control an
Atmel ATmega328P microcontroller to practice on embedded
systems.

These development boards are commonly used in hands-
on labs because they are easy to use to connect to other
devices and peripherals for lab exercises. They generally
require users to write their own code on the device using a
computer and then test its behavior, sometimes by generating
and consuming electrical input and output signals and some-
times using electronic peripherals such as LEDs, displays,
motors, servo motors, actuators, potentiometers, switches,
push buttons, etc. In the remote laboratory environment,
development boards are also used, although the situation is
more complex. In this case, the electrical signals and behavior
of the peripherals that may be encountered in a hands-on
situation must be transmitted in real time to and from the user
so that the user can perform similar laboratory practices.

LabsLand now has several different remote labs built on
the above technological solutions that allow users to exper-
iment with various embedded system development boards
and FPGAs. Some of these labs have been developed in
collaboration with other institutions, such as universities or
colleges around the world. This allows the creation of a series
of federated remote labs.
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1) ARDUINO ROBOT LABORATORY
One of the first remote labs to be developed was the Arduino

Robot lab, shown in Figure 4. In it, the user can program an
Arduino-based Pololu Zumo32u4 tracked robot. Thanks to
the many sensors it is equipped with (line detection, obstacle
detection, accelerometer, gyroscope, motor rotation detec-
tion), the user can develop complex driving algorithms. In this
lab, the user can program the robot with his own code. Once
programmed, users can control it through the lab interface
(shown in Figure 5) while visually evaluating the robot’s
behavior, which is recorded by a camera in real time.

This lab has multiple instances around the world. In total,
there are instances distributed among facilities in the follow-
ing countries: Spain, South Africa [71], Colombia [72], Costa
Rica, and the United States of America. It is expected that
the number of operational instances will continue to increase
during 2022.

2) ARDUINO BOARD LABORATORY

Another lab that applies the described model is the Arduino
Board lab from LabsLand. This lab is similar in concept to the
previous one, except that in this case users can program and
interact with an Arduino UNO development board connected
to a set of peripherals, including a servo motor, several LED
diodes, a RGB LED diode, an OLED display, a serial com-
munication console, and remote buttons, switches, and poten-
tiometers. The peripherals that can be visually evaluated are
captured in real time by a camera, while the other peripherals
are displayed on the lab interface, shown in Figure 6. With
this set of devices, users can perform all the exercises that
can be done with an Arduino Starter Kit, but remotely. As can
be seen in the following sections, this helps users realize
Arduino-based designs, focusing on programming first and
understanding the operation of the electronic components at
a lower level later. Both this lab and the robotics lab are
Arduino-based and can be programmed directly from the
LabsLand web platform, via their own IDE. The latter allows
users to write Arduino-compatible code, either in written
form or through block-based programming, code that can
later be uploaded to both labs to evaluate their behavior.
Figure 7 shows the differences between the block-based IDE
and the standard written-code IDE.

The Arduino board lab also has several globally distributed
instances. This instances are grouped in structures that con-
tain 4 or 8 experimentation instances each, as those shown
in Figure 8. The instances are currently distributed across
the following countries: Spain, South Africa, Costa Rica,
and the United States of America. It is expected that the
number of operational instances will continue to increase
during 2022.

3) LABSLAND's INTEL FPGA DE1-SOC LABORATORY

The described replication-oriented architecture can be
adapted to support different types of devices-under-test
(DUTs). The pool of remote labs is thus expanded to other
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FIGURE 4. Supporting structure for a couple of LabsLand’s Arduino Robot
experimentation instances. The tracked robot, which is controlled by the
user’s code, can be moved over the entire surface of each rectangular tray.

development boards. A popular example is the Intel DE1-SoC
FPGA lab. This lab is based on the Intel DE1-SoC devel-
opment board, which is equipped with an Altera System-
on-Chip Cyclone V FPGA. The development board itself,
by Terasic, already has several visual peripherals, such as
LEDs or 7-segment displays captured by a camera in real
time. LabsLand adds additional peripherals, such as audio
capture and injection, video capture and injection, protocol
injection (PS2 keyboard, Nintendo N8 controller, etc.), and
virtualized buttons and pushbuttons. As with the Arduino
labs, users of this lab can also develop their VHDL or Verilog
code in LabsLand’s own IDE without having to download,
install, or use any additional software. However, they can still
synthesize their own binaries through Intel’s Quartus, if they
wish. Currently, there are 62 instances of this lab around the
world. They can be found in various institutions around the
world, in the following countries: Spain (26) and the United
States of America (36). In a similar way to the Arduino Board
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lab, the hardware for the lab is fixed in a 3D-printed structure,
shown in Figure 9.

4) LABSLAND'’s INTEL FPGA DE2-115 LABORATORY

Once the DE1 SoC development board lab was developed,
it was not too complicated to develop a new remote lab
with a similar family of development boards and the same
remote lab support architecture. The LabsLand Intel FPGA
DE2-115 lab allows users to program and practice with an
Altera Cyclone IV on an Intel DE2-115 development board.
The external peripherals are similar to those of the DEI1
SoC lab, while the development board itself has more LEDs,
more 7-segment displays, and a two-line 16-character display
from Hitachi LCD. As with the other FPGA lab, code can
be developed in the web-based LabsLand IDE. In this case,
there are instances distributed worldwide in the following
countries: Spain, Malaysia, Brazil, and the United States of
America.

In order to homogenize and keep the development costs of
all the above labs (except the Arduino Robot lab), a modular
assembly system was developed that uses 3D printed parts to
support multiple lab instances in a single physical structure.

This structure, which can be seen below in Figures 8 and 9,
can hold 4 or 8 development boards, depending on size,
along with power supplies, Ethernet switches, control hard-
ware, peripherals, lighting, and camera. These components
are typically shared across the 4 or 8 development boards,
minimizing development costs by not duplicating hardware
for each instance.

IV. METHODOLOGY

As described in Section I, the overarching goal of this paper is
to evaluate whether remote labs, when properly designed and
applying the aforementioned model (described in Section I1I),
can indeed be reliable and practical teaching tools that are
ready for widespread real-world usage.

For this, we will focus on two questions: First, whether
the labs created under the proposed architecture are capable
of scaling the number of instances without compromising
their functionality and keeping costs under control. Second,
whether the laboratories created under the proposed architec-
ture are indeed reliable.

Additionally, to ensure the results are indeed representative
and can confirm whether wide-spread real-world usage is
possible and effective, the study will apply the characteristics
mentioned in Section I:

o It will focus on a remote laboratory (the LabsLand
FPGA lab) that is deployed in several institutions around
the world and with dozens of deployed instances, and
rely on data spanning more than two years (736 days).

o It will involve students from multiple universities in
multiple different countries.

o The professors using the laboratories with their students
will not be directly associated with the authors of this
study or with the designers of the remote laboratories.
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FIGURE 5. Control panel for the LabsLand’s arduino robot remote lab.

The quantitative analysis examines whether the remote to analyze whether and how the laboratory is able to support
labs created as part of the architecture described earlier meet a high number of experimental sessions within a given time
the goals of scalability and reliability. For this, it is necessary period.
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FIGURE 6. Control panel for the LabsLand’s Arduino Board remote lab.

To this end, various parameters related to each experimen-
tal session were recorded and stored daily over a 24-month
period. These parameters are:

o Date

« Number of available experimentation instances

« Number of experimentation sessions carried out

o Number of users served

o Maximum position reached in the queue

o Maximum time reached in the waiting queue, in seconds

It is important to evaluate both the capacity and reliability
of the laboratory. A high capacity laboratory is one that
is capable of performing a large number of experiments in
a given time frame. Furthermore, a reliable lab is not one
that does not fail, but one that, even if multiple experiment
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instances fail, is able to automatically adapt to the new num-
ber of available instances without the user noticing the failure.

An excessive number of faulty instances or an undersized
lab will have the same result with this architecture: a poten-
tially frustrated user due to excessive queue wait times and/or
high queue positions. Low wait times or a low number of
maximum queue positions reached result in the user perceiv-
ing the remote lab as reliable, knowing that they can check the
performance of their code quasi-instantaneously each time
they access the lab, just as they would in a hands-on lab with
their own equipment.

In cases where the waiting time or the maximum reached
position in the queue are high, it is necessary to compare the
volume of users and experiment sessions with the number of
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FIGURE 7. Graphical comparison between LabsLand’s Arduino Visual IDE and Arduino (standard) IDE. Both IDEs generate the same microcontroller code.

available experiment instances. In this way, it is possible to
determine whether it is an unusual situation (peak load at a
certain time, e.g., during a class assignment, or when part of
the available experiment instances fail, e.g., due to a power
outage) or whether it is a usual situation that would indicate
undersizing of the laboratory.

The parameters described above result in the following
metrics:

« Number of available experimentation instances.

« Number of days of the subperiod.

o Number of days of the subperiod in which there was at
least one use.

« Total number of experimentation sessions carried out in
the subperiod.

« Maximum number of experimentation sessions carried
out in one day.

« Average number of experimentation sessions carried out
in one day.

« 90th percentile of number of experimentation sessions
carried out in a day.

o Maximum number of users served in one day.

o Average number of users served in one day.

« 90th percentile of number of users served in one day.

o Maximum position reached in the queue in one day.

« Average position reached in the queue in one day.

o 90th percentile of position reached in the queue in
one day.

e 99th percentile of position reached in the queue in
one day.

o Maximum time reached in the waiting queue, in seconds,
in one day.

« Average time reached in the waiting queue, in seconds,
in one day.
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o 90th percentile of time reached in the waiting queue,

in seconds, in one day.

The maximum values help identify the lab’s worst situa-
tions, while the average and 90th percentile of the data help
understand how the lab performs in general and 90 percent
of the time.

The results of this analysis are presented and discussed in
the next section.

V. RESULTS AND DISCUSSION

This section presents the results of the analysis conducted
through the aforementioned methodology (see previous
Section IV).

As described, the quantitative analysis focuses on two key
aspects: scalability and reliability. To this end, we analyzed
a set of data on laboratory use collected over a 736-day time
span across multiple institutions. The usage data is from real-
world production usage. As such, the professors and students
using the laboratory are not directly involved in this study
or associated with the authors, and are using the laboratory
freely, without following any specific guideline. This is as
intended, since the goal is precisely to evaluate the suitability
for real-world multi-institutional usage.

The period consists of four subperiods throughout which
the total number of available experiment instances increased.
In subperiod 1, there were 10 experimentation instances
online in the laboratory, while in subsequent subperiods there
were 18, 34, and 62 experimentation instances, respectively.
This variation can be useful since it allows us to evaluate
how the model’s performance varies with different numbers
of replicated instances and different loads. It is noteworthy,
nonetheless, that it is not a result of the experimental design
itself, but rather a consequence of the fact that we are using
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FIGURE 8. Multiple views of the physical structure for LabsLand’s
Arduino Board remote lab. The structure supports eight Arduino UNO
development boards, the peripherals associated with each
experimentation instance, and the remotization hardware.

real-world usage data, and throughout this relatively long
period (nearly two years) new institutions purchased new
copies of the laboratory, deployed them, and they were inte-
grated into the LabsLand’s network cluster.

Table 1 summarizes the data obtained during the analysis.
Rows 1, 2, 3, and 4 provide context, characterizing the sub-
period. Rows 5, 6, and 7 collect results related to the total
number of experimentation sessions performed in the labora-
tory for each day of the subperiod. Rows 8, 9, and 10 show
the results in terms of the total number of users for each day
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FIGURE 9. Multiple views of the physical structure for LabsLand’s Intel
DE1-SoC FPGA remote lab. The structure supports four Intel DE1-SoC
FPGA development boards and the remotization hardware.

of the subperiod. Rows 11, 12, 13 and 14 show the results
in terms of the maximum position in the queue that allows
access to the lab for each day of the subperiod. The position
0 in the queue indicates that they have no one in front of them
and that they will gain access to the laboratory as soon as one
of the existing experiment instances are available. Rows 15,
16, and 17 show the results in terms of the maximum queue
waiting time reached each day (in seconds). This waiting
time can be increased by various causes, such as the time
needed to restore lab equipment between sessions, session
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time for previous users, or session allocation time by the lab
management system.

Figure 10 graphically shows the maximum queue position
(in red) and the maximum waiting time (in blue) for each day
within the period in which at least one use of the lab occurred.
The left axis represents the time in seconds, with a range
between 0 and 240 seconds, while the right axis represents the
highest reached position in the queue, with values between
0 and 4 (included). The light green line is a linear trend line,
calculated from the maximum queue waiting time data. It is
a practically horizontal line, with a slight upward trend.

A quick visual analysis reveals two things: one, that there
are some days when the values are far from the typical values,
and two, that on most days, the values remain below the
60 seconds threshold that we have set for the maximum queue
waiting time and practically O waiting positions reached in the
queue. However, Figure 10 lacks the precision needed to see
those common values in detail due to the peak values. There-
fore, Figure 11 has been included, which shows a zoomed-in
version in which the peak cases have been cropped out. The
horizontal line in Figure 10, set in the horizontal axis at the
point of 60 seconds maximum waiting time, is an arbitrary
threshold and also the new boundary that is used for cropping
the data for Figure 11.

Peak cases are cases in which values deviate significantly
from the average. To identify these cases, 45 seconds of
waiting time in the queue and a position in the queue greater
than 1 were chosen as cutoff values. The cases that have been
identified have been collected in a new figure, Figure 12.
These cases have not been frequent, but are nonetheless to be
analyzed in detail. Additional data associated to these days
have been collected in Table 2.

In general, the results of the quantitative analysis are pos-
itive and indicate that the original goal is met. The remote
laboratory is indeed scalable and reliable, and has been able
to provide the intended production-level service for multiple
institutions and thousands of students and experimentation
sessions, maintaining a high QoS the great majority of the
time across the 736-days period.

More than 70,000 experiments were performed throughout
the complete testing period. In the first subperiod, there were
days when the lab was not used, while in the other subperiods,
usage was significantly more regular, occurring almost every
day and including weekends.

Looking at the number of sessions performed in the labora-
tory, we can see that the maximum number of sessions per day
has remained close to around 1000 daily sessions. Looking at
the mean and 90th percentile of this metric, we find that the
use of the laboratory tripled in the last subperiod, while it
remained nearly constant throughout the first three subperi-
ods. In the first and second subperiods, 90% of the days, up to
232 experimentation sessions were served, while in the fourth
subperiod, during 90% of the days, up to 653 daily sessions
were served.

Looking at the number of users served in the lab, the results
show a different trend. Both the total number of users served
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and the 90th percentile increased by only 50%. If the number
of sessions served increased by 300%, but the number of users
served only increased by 50%, it is reasonable to assume that
users were using the lab much more intensively.

As for the position reached in the queue, the results show
that in 90% of the cases the users did not find anyone ahead
of them in the queue.

The maximum values are particularly low and are in fact 0
during subperiod 2. Since the 90th percentile is 0.00 in all
subperiods (90% of users were able to access without waiting
for anyone in the queue), the 99th percentile was calculated.
In the first two sub-periods, no user was found second in the
queue 99% of the time, while in sub-periods 3 and 4, only 1%
of users found someone ahead of them in the queue.

It is important to remember that despite not having anyone
in front in the queue, users may still have to wait a short
time. In this case, it is not possible to discern whether the
user has directly accessed the laboratory, or is waiting for
the first instance to be freed. These waiting times can be
increased by factors such as connection delays or recovery
processes between experimentation sessions, so they cannot
always be directly controlled. For this reason, the results are
not completely regular in terms of waiting time.

There are some rather high maximum values, but these are
few of the total values. The mean value is close to 9 seconds
in the first three subperiods, when the laboratory was used
less intensively. The fourth subperiod has an average value
of around 15 seconds. Considering the 90th percentile, it can
be ensured that in 90% of the cases the users had to wait at
most 19.60 seconds in the subperiod in which the use of the
laboratory was more extensive, which is a positive fact that
strengthens the feeling of reliability of the laboratory.

Using the graphical data shown in Figure 10, it is possible
to observe the behavior of the laboratory throughout the test
period. In general, both the waiting times and the queue
positions reached are kept low, except for a few peak cases.

Table 2 shows in detail the data related to the days when
peaks were detected. We can observe peaks in 7 different
days. 3 of them have relatively high queue wait times (a user
spent 98, 57 and 226 seconds waiting, respectively, shown in
blue) while nonetheless having a maximum queue position
of 0 (shown in red). Those are rare circumstances, since nor-
mally a long waiting time would be accompanied by a higher-
than-zero queue position, and also the number of sessions
and users are not particularly far from the average. It is likely
that those rare instances (in 3 days out of the 736) were due
to temporary issues in the cloud-based cluster or temporary
network problems.

In the days of the 5th and 6th peak (in red), the maximum
reached positions in the queue were higher than 1 (2 for
both days). This is higher than usual and is caused by high
concurrent user loads. It implies that during those days, there
were times in which every single online instance available
for the laboratory was serving a student at a specific point
in time. At this point in time there were 34 instances of
the laboratory, so that is a significant load. The maximum
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TABLE 1. LabsLand DE1-SoC FPGA lab quantitative analysis results. Four subperiods are distinguished, in which the number of available experimental
instances varied.

Subperiod 1 | Subperiod 2 | Subperiod 3 | Subperiod 4
1 Number of available experimentation instances 10 18 34 62
2 | Number of days of the subperiod 361 115 205 55
3 | Number of days of the subperiod in which there was at least one use 252 107 196 55
4 | Total number of experimentation sessions carried out in the subperiod 22635 10033 24835 14874
5 | Maximum number of experimentation sessions carried out in one day 807 1393 1242 1104
6 | Average number of experimentation sessions carried out in one day 89.82 93.77 126.71 270.43
7 | 90th percentile of number of experimentation sessions carried out in one day 232.60 202.00 287.50 653.20
8 Maximum number of users served in one day 75 84 98 118
9 | Average number of users served in one day 15.88 16.36 19.19 34.72
10 | 90th percentile of number of users served in one day 38.00 40.80 44.50 58.60
11 | Maximum position reached in the queue in one day 4 0 2 1
12 | Average position reached in the queue in one day 0.030 0.000 0.025 0.018
13 | 90th percentile of position reached in the queue in one day 0.00 0.00 0.00 0.00
14 | 99th percentile of position reached in the queue in one day 0.00 0.00 1.05 0.46
15 | Maximum waiting time reached in the queue, in seconds, in one day 98 31 35 226
16 | Average waiting time reached in the queue, in seconds, in one day 8.73 8.29 9.34 15.018
17 | 90th percentile waiting time reached in the queue, in seconds, in one day 12.00 13.00 16.50 19.60
B Maximum Waiting Time in Queue (s) Trend Line for Maximum Waiting Time in Queue (s) [l Maximum Position Reached in Queue
180
g 120 @
50 # 2

10
11
12
01
104
105
106
1-08

2020-08

Date

FIGURE 10. Graph showing the maximum queue position (in red) and the maximum recorded waiting time (in blue) for each day in the
24-month analysis period.

waiting times, nonetheless, were only 13 and 17 seconds, This indicates that even in those specific days under such a
respectively. As such, the line in the zoomed-in Figure 12 high load, they were able to successfully access the laboratory
is red only, since those times are below the threshold. after waiting a very reasonable time.
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FIGURE 12. Zoomed-in version of the Figure 10 graph. This version highlights the peaks, starting at 45 seconds (vertical axis). In blue, the
maximum waiting time. In red, the highest position in the queue.

Finally, days with the first and third peaks represent a maximum position in the queue was high, and the actual
situation in which laboratory capacity was reached and the maximum waiting times were also relatively high. In the day
Quality of Service was partially compromised. As such, the of the first peak, a user was 4th in the queue and a user
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TABLE 2. Peak cases detected during the quantitative analysis of LabsLand’s DE1-SoC FPGA lab.

Available Experimentation Users Maximum Position Maximum Waiting Time
Day Date Experimentation Instances Sessions Carried Out Served Reached in Queue Reached in Queue
1 2020-02-13 10 168 55 4 67
2 2020-03-18 10 25 12 0 98
3 2020-03-30 10 53 30 3 56
4 2020-04-30 10 305 47 0 57
5 2021-05-24 34 363 58 2 13
6 2021-07-19 34 80 25 2 17
7 2021-10-18 62 643 105 0 226

(probably but not necessarily the same one) had to wait up
to 67 seconds to gain access to the lab. On the day of the
third peak, something similar occurred: a user was at the 3rd
position in the queue and a user had to wait up to 56 seconds
to access his experiment session.

In the period of those two peaks the number of avail-
able experiment instances was 10. These 10 instances served
55 users on the first day and 30 users on the second day.
Since they were not spread out over the day but were instead
concentrated in a smaller window of time (probably because
they were using the laboratory concurrently in-class) this
situation was more likely to occur. This is less likely with
higher numbers of instances (as in the next periods) since it
is less likely for classes from different institutions to be using
the laboratory at the same time. It is also noteworthy that this
situation occurred on only 2 of the 736 days of the period
if study, did not recur in subperiods in which there were a
larger number of instances available, and did affect the QoS,
but probably not very significantly (they had to wait at most
67 seconds to access the laboratory).

VI. CONCLUSION

The main goal of this work was to evaluate whether by apply-
ing the model that has been described in the first sections it
is indeed possible to obtain remote laboratories that can be
effective for real-world educational operational environments
encompassing multiple institutions. This may eventually lead
to their widespread adoption.

As discussed, for a remote lab to become a widespread
and standard tool in an educational institution setting, its
potential users must trust it and perceive it as a reliable
tool. In a hands-on lab this is also important: the equipment
must be working. Though since users maintain a physical
connection to the equipment, it is often possible for them to
fix issues that would be much harder to fix remotely. Also,
even if issues occur, users will be less likely to feel that they
are not in control of the experiment, which is an extremely
harmful perception for the QoS. To be trusted and perceived
as reliable, the standard is therefore even higher for a remote
laboratory.
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The study that was conducted, encompassing a period
of slightly more than 2 years (736 days), suggests that
the main goal was met and that it is indeed possi-
ble to create production-level laboratories for real-world
multi-institutional usage by applying the described model.
Professors and their classes, from multiple different institu-
tions, successfully used the FPGA remote laboratory for their
courses. As the results in Section V show, they were used
extensively, throughout thousands of sessions (72,377 times
across the four described periods). At all times throughout
that 736 days period the laboratory remained available and
provided quick and effective access and a high QoS. Only
in 2 days out of the 736 ones a user experienced minor
degradations in the QoS, by having to wait up to 67 seconds
to access the laboratory. Thus we conclude that in general, the
availability and QoS goals are indeed clearly met.

Although it is not part of this study, it is noteworthy that the
individual reports of the professors that used the laboratory
throughout this period and that reported to us their experience
were indeed positive. In a separate independent study that
one of the professors conducted using the LabsLand FPGA
laboratory, for example, the learning results were in fact
superior to the traditional hands-on course of their previous
year [5].

In summary, we can conclude that by applying a model
such as the proposed one it is possible to create remote labora-
tories that are indeed useful for real-world multi-institutional
usage and that can meet the QoS standards. Meeting such
standards and being trusted and reliable is an important step
for remote labs to become a truly ubiquitous tool for scientific
and technical education across universities and other learning
institutions, and therefore to reach their potential and become
truly widespread.

VII. FUTURE WORK

This contribution and related ones have shown that it is indeed
possible to create remote laboratories that are both scalable to
multiple users and reliable; and that they can thus be useful
for real-world educational usage, such as engineering courses
in both hands-on and distance universities. This has been
demonstrated with laboratories for various fields (e.g. basic
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electronics [73], [74] or digital electronics [75]). In the future,
research and development efforts will be dedicated to extend
the reach of such remote laboratories towards additional
fields, while still focusing on the basic goals of promoting
reliability and scalability.

In this same line, we intend to keep working towards
improving the reliability and scalability of existing and future
remote labs. This will mainly be approached in various ways:

« Reducing error rates. If the individual instances of
remote laboratories can become less prone to failure,
the likelihood of failures going undetected tends to be
smaller, and at the same time, scalability to a given
number of simultaneous users can be reliably achieved
with a lower number of laboratory instances (copies of
the laboratory).

« Improving error detection. The ability to automati-
cally realise when a laboratory is failing, and to do so
as fast as possible, and before a student gets exposed to
the failure is important for ensuring proper Quality of
Service and making it easier for the failing copy of the
laboratory to be repaired swiftly.

o Reducing replication costs. As shown, replication of
the laboratory instances is critical for being able to pro-
vide a reliable service that is scalable to multiple users.
However, replicating a laboratory is significantly costly,
due to the equipment cost itself, and also the deploy-
ment and maintenance effort required. Efforts will be
dedicated towards lowering that cost, by exploring ways
to streamline the process, to share certain components
among different instances, or to use low-cost and easy-
to-assembly components.
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