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ABSTRACT The most common neurological brain issue is Alzheimer’s disease, which can be diagnosed
using a variety of clinical methods. However, the electroencephalogram (EEG) is shown to be effective in
detecting Alzheimer’s disease. The purpose of this research is to develop a computer-aided diagnosis system
that can diagnose Alzheimer’s disease using EEG data. In the present study, a band-pass elliptic digital
filter was used to eliminate interference and disturbances from the EEG dataset. Next, the Discrete Wavelet
Transform (DWT) technique has been employed to decompose the filtered signal into its frequency bands in
order to extract the features of EEG signals. Then, different signal features such as logarithmic band power,
standard deviation, variance, kurtosis, average energy, root mean square, and Norm have been integrated
into the DWT technique to generate the feature vectors and improve the diagnosis performance. After that,
nine machine learning approaches have been investigated to classify EEG features into their corresponding
classes: linear discriminant analysis (LDA), quadratic discriminant analysis (QDA), support vector machine
(SVM), Naive bayes (NB), k-nearest neighbor (KNN), decision tree (DT), extreme learning machine (ELM),
artificial neural network (ANN), and random forests (RF). Finally, the performance of the different proposed
machine learning approaches have been compared and evaluated by computing the sensitivity, specificity,
overall diagnosis accuracy, and area under the receiver operating characteristic (ROC) curves and plotting the
ROC curves and confusion matrices for five classification problems. These investigations aim to compare
the proposed approaches and recommend the best combination method for the diagnosis of Alzheimer’s
disorders. According to the results, the KNN classifier achieved an average classification accuracy of 99.98%
with an area under the ROC curve of 100%. Our findings show that the suggested methodologies are
an appealing supplementary tool for identifying possible biomarkers to help in the clinical diagnosis of
Alzheimer’s disease.

INDEX TERMS Alzheimer’s disease, artificial neural network, average energy, decision tree, discrete
wavelet transform, electroencephalogram, extreme learning machine, K-nearest neighbor, linear discrimina-
tion analysis, logarithmic band power, Naive Bayes, quadratic discriminant analysis, random forests, support
vector machines.

I. INTRODUCTION disease is one of the most common neurological brain dis-
Neurological brain disorders include any disorders in the orders in the world. Alzheimer’s disease (AD) is a type of
brain or another part of the nervous system and Alzheimer’s neurodegenerative disease characterized by progressive loss
of neurological, mental, and cognitive functions, including

The associate editor coordinating the review of this manuscript and memory, changes in judgment, behavior, and emotions [1],
approving it for publication was Thomas Canhao Xu " . [2], [3] and it represents the major cause of dementia because
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it corrupts the neurons of the brain and particularly the axons,
by destroying the neurotransmitters that are important for
memory storage and message transmission to the brain [4].
According to World Health Organization (WHO) report, neu-
rological disorders are posing a global public health threat
by affecting hundreds of millions of people worldwide [5].
In 2005, WHO estimated that dementia affected 0.379%
worldwide population, and the prevalence would increase
to 0.556% in 2030 [5]. In their recent information [6],
47.5 million people have dementia and Alzheimer’s disease
may contribute to 60—70% of cases. In 2015, there were
approximately 29.8 million people worldwide with AD [7].
Currently, diagnosis of neurological brain disorders is
still mainly carried out manually by neurologists or medical
experts who are still limited available. In some cases, the neu-
rologists need several hours to make a final diagnosis decision
for a single patient. In recent years, the researchers in the
multidisciplinary fields of bioengineering and neuroscience
have made considerable efforts for enhancing the perfor-
mance of brain—computer interface (BCI) [8], [9] and devel-
oping a computer-aided diagnosis (CAD) system. For this, the
researchers use all the information provided by EEG signals
because EEG signals have several advantages such as simple,
relatively cheaper, more widely available, and high tempo-
ral resolution because it reflects the electrical brain activi-
ties of neurological disorders. Several signal-processing and
machine learning techniques for EEG feature extraction and
classification have recently been presented and discussed to
develop an early prediction system capable of automatically
analyzing brain signals and assisting neurologists in the early
prediction of neurological disorders such as Autism Spectrum
Disorder (ASD) [10], Epilepsy Disorders (ED) [11], both of
autism spectrum disorder and epilepsy disorders [12], [13],
[14], Parkinson’s disease [15] and Alzheimer disorders (AD).
As a result, numerous researchers have started working
on computer systems that can identify Alzheimer’s dis-
ease by studying brain signals from patients. For exam-
ple, Morabito et al. [16] proposed utilizing Deep Learning’s
representational power on Convolutional Neural Networks
(CNN) to build appropriate sets of EEG signal features that
can then be used to classify AD EEG patterns. The proposed
approach employs a sequence of convolutional-subsampling
layers to generate a multivariate assembly of unique pat-
terns, which is then utilized to classify sets of EEG
from various participants. The proposed approach had
an accuracy of 80%. Cassani et al. [17] reported an auto-
mated EEG-based AD diagnostic system based on an auto-
mated artifact removal (AAR) algorithm and a low-density
(7-channel) EEG setup. Following AAR, common EEG
parameters including spectral power and coherence, as well
as amplitude-modulation properties, are computed. A support
vector machine (SVM) is used to classify the collected fea-
tures. The proposed diagnostic system had a maximum accu-
racy of 91.4%. leracitano et al. [18] provided a multi-modal
machine learning-based strategy for automatic classification
of EEG recordings in dementia in their paper. They employed
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a Multi-Layer Perceptron (MLP) classifier based on Auto-
Encoder (AE), Logistic Regression (LR), and Support Vector
Machine (SVM), as well as the Continuous Wavelet Trans-
form (CWT) approach with the bispectrum (BiS) feature for
feature extraction (SVM). Their proposed approach has a
97 percent accuracy rate. Trambaiolli et al. [19] used eight
distinct feature selection techniques and an SVM classifier
to reach an accuracy of 91.18% for EEG spectral readings.

Based on EEG signals, Bevilacqua et al. [20] tested
numerous classifiers for distinguishing between Normal
and individuals with Alzheimer’s disease. Support Vector
Machines Recursive Features Elimination (SVMRFE), Prin-
cipal Component Analysis (PCA), and a unique method based
on the correlation are the three major procedures utilized
to conduct feature dimensionality reduction. Five classifiers
compared two different SVM configurations and three dis-
tinct Error Back Propagation Multi-Layer Perceptron Arti-
ficial Neural Network configurations (MLP-ANN). Their
method has an 86% diagnosing accuracy rate. Fiscon [21]
provided a diagnostic system that employed tree-based clas-
sifiers and used Fourier and wavelet analysis as feature
extraction methods (J48). The proposed method yielded a
maximum diagnostic accuracy of 92%. The power and func-
tional connectivity of cortical sources in the frontal, central,
parietal, occipital, temporal, and limbic areas were estimated
using Exact low-resolution brain electromagnetic tomogra-
phy (eLORETA) by Triggiani et al. [22]. The authors used
an ANN classifier to get a 75.5% diagnostic accuracy.
Another recent study by Amezquita-Sanchez et al. [23] sug-
gested using the integrated multiple signal classification and
empirical wavelet transform (MUSIC-EWT), different non-
linear features such as fractality dimension (FD) from chaos
theory, and a classification algorithm, the enhanced proba-
bilistic neural network (EPNN) model, to diagnose AD using
EEG-based computer-aided diagnosis. The proposed method
had a diagnostic accuracy of 90.3%.

Recently, Perez-Valero et al. [24] developed a computer-
aided system for Alzheimer’s disease diagnosis. In their
study, EEG signals were used to construct the matrix of
connections and a convolutional neural network is used for
classification. Their system achieved maximum accuracy
reach to 62% but achieved 75% for the classification of raw
EEG data with Alzheimer’s disease data. Aradjo et al. [25]
used the wavelet packet technique for feature extraction
and classical machine learning approaches and convolutional
neural network for classification. Their system achieved
a maximum accuracy reach to 84.2%. In the study of
Alessandrini et al. [26], robust principal component analy-
sis (RPCA) and multi-scale principal component analysis
(MSPCA) were used for pre-processing. The principal com-
ponent analysis (PCA) technique is used for feature extraction
and recurrent neural network (RNN) for classification. The
system achieved a maximum accuracy reach to 94.6%.

It is important to mention that the diagnosis stage of
Alzheimer’s disorders is the most important stage for com-
pleting the treatment and healthcare and it is important to

VOLUME 10, 2022



K. Alsharabi et al.: EEG Signal Processing for Alzheimer's Disorders Using DWT and Machine Learning Approaches

IEEE Access

choose the perfect clinical diagnosis system. Most of the
studies mentioned in the literature employed methods related
to extracting the features and classifying them into their
corresponding classes. However, no study has used a suit-
able combination of methods to decompose the EEG signals,
extract the features, and classify those features for developing
the perfect clinical diagnosis system for Alzheimer’s disease.
Accordingly, in this study, we developed a computer-aided
diagnostic system for diagnosing and early detecting of
Alzheimer’s diseases. Different combination methods for fea-
ture extraction and classification were investigated for the
development of the perfect clinical diagnosis system to assist
neurologists in automatically, rapidly, and accurately diag-
nosing Alzheimer’s disorders.

After reading the EEG dataset, First, its noises were fil-
tered in the pre-processing stage using the band-pass elliptic
filter. Then, the DWT technique was used in order to decom-
pose the filtered EEG signal into its frequency bands. Next,
several statistical features such as logarithmic band power,
standard deviation, variance, kurtosis, average energy, root
mean square, and Norm have been investigated to combine
with DWT to form the features matrix and improve the
diagnosis performance. After that, for further investigation,
nine machine learning techniques have been employed: Lin-
ear Discriminant Analysis, Quadratic Discriminant Analysis,
Support Vector Machine, Naive Bayes, K-Nearest Neighbor,
Decision Tree, Extreme Learning Machine, Artificial Neural
Network, and Random Forest. The diagnosis performances
have been evaluated for five classification problems investi-
gated from three dataset groups. The diagnosis performance
has been evaluated by computing the classification accu-
racies, areas under the curves of receiver operating char-
acteristic (ROC) curves, sensitivity, and specificity. These
investigations aim to compare the proposed techniques and
recommend the best combination method for the diagnosis
and early detection of Alzheimer’s disorders. The results
of the proposed diagnosis system have been presented and
discussed below.

The remainder of this paper is organized as follows.
Section II describes the EEG dataset that is utilized in
this study, feature extraction, and classification techniques.
Section IIT is dedicated to presenting the results and the
discussion. Finally, the conclusion and future work prospects
are presented in Section IV.

ABBREVIATION
AAR  Automated Artifact Removal.
AD Alzheimer’s disease.

AE Average energy.

ANN Artificial Neural Network.

ASD  Autism Spectrum Disorders.
AuE  Auto-Encoder.

BCI  Brain—Computer Interface.

BiS Bispectrum.

CAD Computer Aided Diagnosis.
CNN  Convolutional Neural Networks.
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CWT Continuous Wavelet Transform.

DT Decision Tree.

DWT Discrete Wavelet Transform.

ED Epilepsy Disorders.

EEG Electroencephalogram.

ELM Extreme Learning Machine.

eLORETA  Exact low-resolution brain electromagnetic
tomography.

EPNN Enhanced Probabilistic Neural Network.

EWT Empirical Wavelet Transform.

FD Fractality Dimension.

IIR Infinite Impulse Response.

KNN K-Nearest Neighbor.

KUR Kurtosis.

LBP Logarithmic band power.

LDA Linear Discriminant Analysis.

LR Logistic Regression.

MLP-ANN  Multi-Layer Perceptron Artificial Neural
Network.

MSE Multiscale Sample Entropy.

MSPCA Multi-Scale Principle Component Analysis.

NB Naive Bayes.

NO Norm.

PCA Principal Component Analysis.

QDA Quadratic Discriminant Analysis.

QSE Quadratic Sample Entropy.

RF Random Forests.

RMS Root Mean Square.

rMSE refined Multiscale Spectral Entropy.

RNN Recurrent Neural Network.

ROC Receiver Operating Characteristic.

RPCA Robust Principle Component Analysis.

StD Standard Deviation.

SVM Support Vector Machine.

SVMRFE Support Vector Machines Recursive Fea-

tures Elimination.

VAR Variance.

WHO World Health Organization.

wICA wavelet enhanced Independent Component
Analysis.

Il. MATERIALS AND METHODS

In this section, the utilized EEG datasets have been described
and the proposed methods that are used for processing the
EEG signals have been described as well. To develop a CAD
system for medical neurological brain diseases diagnosis,
four main steps have been followed as shown in Figure 1,
namely, EEG data reading, pre-processing, feature extraction,
and classification and decision making. First, The collected
EEG signals are processed and treated using a pre-processing
block to eliminate any noise and interference in the brain
patterns. An elliptic band-pass filter is used to efficiently
limit the signals to a frequency between 0.1 and 60 Hz. Next,
the filtered signal has been introduced to the DWT tech-
nique to decompose the filtered signal to its frequency sub-
bands (Delta, Theta, Alpha, Beta, and Gamma). After that,
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FIGURE 1. Generic block diagram of proposed CAD system for medical neurological brain disease diagnosis based on DWT.

the feature vectors were extracted by computing the several
statistical features: logarithmic band power (LBP), standard
deviation (StD), variance (VAR), kurtosis (KUR), average
energy (AE), root mean square (RMS) and norm (NO) of
the EEG frequency sub-bands. The extracted features have
been classified by different machine learning approaches
such as Linear Discriminant Analysis (LDA), Quadratic Dis-
criminant Analysis (QDA), Support Vector Machine (SVM),
Naive Bayes (NB), K Nearest Neighbor (KNN), Decision
Tree (DT), Extreme Learning Machine (ELM), Artificial
Neural Network (ANN) and Random Forest (RF). Finally, all
the possible combinations of the proposed approaches were
implemented and verified. These proposed methods have
been also verified using MATLAB software simulation tools.
In the following subsections, each stage has been presented
and discussed in more detail, from the data description to the
classification process.

A. DATASET DESCRIPTION

1) SUBJECTS

In this study, the datasets of AD patients and control subjects
were recorded by the Behavioral and Cognitive Neurology
Unit of the Department of Neurology and the Reference
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Center for Cognitive Disorders at the Hospital das Clinics
in Sao Paulo, Brazil. All AD patients and Control subjects
were diagnosed and the datasets were recorded by expe-
rienced neurologists based on the Brazilian version of the
Clinical Dementia Rating (CDR) scale and the Mini-Mental
State Examination (MMSE) [27]. The multi-channel EEG
datasets were recorded from 86 participants, separated into
three groups. There are 35 Control subjects (CS), 16 males
and 19 females in the first group (mean age 66.89 years,
8.18 StD). Inclusion criteria for the cognitively Normal
cohort were CDR score which is equal to 0 and MMSE
greater than or equal to 25 with mean MMSE equal to 28 and
standard deviation equal to 2.2 and based on an interview with
the individuals, there was no evidence of functional cogni-
tive deterioration prior to recording. According to NINCDS-
ADRDA [28] and DSM-IVTR [29] criteria, the second group
contains 31 mild-AD patients, 12 males and 19 females (mean
age 75.23 years, 5.55 StD). Other inclusion criteria for the
mild AD patients group were 0.5 < CDR < 1 and MMSE <
24 with mean MMSE equal to 19.48 and standard deviation
equal to 3.16. The third group includes 22 moderate AD
patients according to DSM-IV-TR, 7 males and 15 females
(mean age 73.77 years, 10.16 StD). Inclusion criteria for
moderate AD patients group were CDR score equal to 2 and
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FIGURE 2. EEG signals sample, electrodes maps, and power spectrum density pattern for (a) Control EEG (b) Mild AD EEG, and (c) Moderate AD EEG.

MMSE score < 20 with mean MMSE 14.18 and standard
deviation equal to 3.69. For inclusion in both AD cohorts
(ADI and AD?2) an additional criterion was the presence of
functional and cognitive decline over the previous 12 months
based on a detailed interview with a knowledgeable infor-
mant. Patients from both AD groups were also screened
for diabetes mellitus, kidney disease, thyroid disease, alco-
holism, liver disease, lung disease, or vitamin B12 deficiency,
as these can cause cognitive decline [30]. Table 1 shows the
description of the subjects’ characteristics.

Figure 2 shows the sample of EEG signals, electrode maps,
and EEG power spectrum density with a logarithmic scale
for three different datasets: Control, Mild AD, and Moderate
AD datasets. the sample of EEG signals is the signals which
have been recorded from Fp1 electrode of three subjects from
three different datasets. The electrode maps are presented
for three different arbitrary frequencies: 2, 10, and 25 Hz in
order to show the differences between the three datasets. The
power spectrum density pattern shows the distribution of EEG
power through the EEG band. In general, the low-frequency
spectrum has a higher power density than the high-frequency
spectrum. By comparing three different subjects, we can see
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TABLE 1. The description of the subjects’ characteristics.

Control Mild AD Moderate AD
Number of subjects 35 31 20
Age 66.89 (52-83) 75.23 (63-89) 73.77 (48-87)
Gender (M:F) 16:19 12:19 7:13
Education level (years) 8.77 (2-26) 4.81 (0-11) 4.73 (0-15)
MMSE 28 (20-31) 19.48 (14-24) 14.18 (4-20)
CDR 0 >=05&<=1 2
No. of windows 1426 1514 930
Duration(sec) 11408 12112 7440

different amplitudes, electrode maps, and power spectrum
density patterns.

2) DATA ACQUISITION SYSTEM
EEG dataset were collected by the Braintech 3.0 instru-
mentation acquisition system (EMSA Medical equipments
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FIGURE 3. Distribution of the EEG acquisition system electrodes on the
scalp.

Inc., Brazil) with 12 bits resolution and sampling rate of
200Hz. The electrodes of the EEG data acquisition system
were placed according to the International 10-20 System.
For this work, the EEG datasets were collected by twenty
electrodes Fpl, Fp2, F3, F4, F7, F8, C3, C4, T3, T4, P3,
P4, TS, T6, O1, 02, Fz, Cz, Pz, and Oz and two electrodes
were placed on the subject’s earlobes: Al and A2 on left and
right, respectively. All electrodes were distributed as shown
in Figure 3. During the examination, all subjects were awake
and relaxed, with closed eyes. Two skilled neurophysiolo-
gists manually removed EEG artifacts (e.g., blinking, muscle
movements) from the recordings. Subsequently, from each
subject, at least 28 epochs of eight seconds were selected by
visual inspection [31].

B. PRE-PROCESSING

During the EEG dataset recording, the artifacts, noises and
interferences were recorded as well. These artifacts, noises,
and interferences were generated from the electrodes, the
magnetic fields of the electronic devices, blood pressure,
breathing, limb movements, eyes blinking, or other human
parties movements [32], [33]. In the preprocessing stage, the
EEG signals have been filtered using a band-pass filter to
remove the interferences and noises generated during the
EEG recording. Different types of finite impulse response
(FIR) and infinite impulse response (IIR) filters have been
used. In this study, the band pass IIR elliptic digital filter
with cutoff frequencies at 0.1 and 60 Hz has been employed.
The EEG artifacts (e.g., blinking, muscle movements) were
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manually removed from the EEG recordings by two skilled
neurophysiologists [34].

C. FEATURE EXTRACTION

The feature extraction stage is very important for signal
processing, especially EEG signals and other biomedical sig-
nals for several reasons: reducing the number of resources
of a large dataset without losing any important or relevant
information, reducing the dimensionality of a dataset by
removing the redundant data, building the model with less
machine effort and fewer computations, increasing the speed
of learning and training, increasing the accuracy of learned
models, reducing the overfitting risk, and improving data
visualization. There are several feature extraction techniques
used to analyze the EEG signal and decompose the EEG
signal into its features. In the present study, we used popular
and widespread technique namely Discrete Wavelet Trans-
form (DWT) [35], [36]. DWT is a suitable technique to
analyze non-linear and non-stationary signals with different
frequencies and different resolutions. DWT analyzes the sig-
nal characteristics in the time and frequency domain. DWT
decomposes EEG signals into several functions using a single
function called the mother function [37] as expressed by.

V) = %w(?) X.y€eS, x>0 )

where x and y are the scaling and shifting parameter, respec-
tively, and S is the space of the wavelet. The wavelet trans-
form is shown in the following equation

l _
Fon = / w(tx—y> dr @)

In the present work, DWT is employed because the highly
efficient representation is provided by DWT represented by
Eq. 3. By DWT, EEG filtered signal has been decomposed to
high pass and low pass filter to obtain the representation of the
signal as an approximation (A1) and detail (D1) coefficients
in the first level.

k=400
F)= ) Duk ¢Q7"t—k)
k=—o00
k=+00 k=+00 »
+ Y Y 2 AaueTi—b @)
k=—00 k=—00
where A; and D, j represent the approximation and detail
coefficients, respectively, n is the level, and i is the function
of scale. In the second level, the approximation coefficients
obtained in the first level (Al) will be decomposed into
approximation (A2) and detail (D2) coefficients and this pro-
cess will be repeated again until obtaining the approximation
(An) and detail (Dn) coefficients in the last level. At the end of
the process, Detail coefficients in each level and approxima-
tion coefficients in the last level have been calculated as the
EEG signal features. In the present work, the Daubechies 4
(db4) has been employed as a mother wavelet function and
four as a decomposition level. Several statistical features have
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been investigated to combine with DWT technique in order
to construct the feature vectors and to improve the diagnosis
system performance. DWT was always combined with a
single statistic feature for all subjects in three groups. This
process has been repeated with other single statistic feature.
Finally, the performance has been compared and evaluated.
DWT was not always combined with more than one statistical
feature at a time. For a given discrete signal S(n) with mean p
and standard deviation o, where n = 1, 2, ...., N, and N is
the number of signal samples, the classical statistical features
are not efficient for non-stationary and non-linear signals
and usually not a suitable measure for the complex data like
EEG signals. We now focus attention on other features and
important parameter that describe the data distribution of
EEG signals like kurtosis and describe the strength of signals
like RMS. It is important to describe the distribution of power
and describe the distribution of information for EEG signals
like logarithmic band power, average power and norm. those
features can be classified easily and accurately using utilized
machine learning approaches in our present study. For this
reason, we used the following signal features to construct the
feature vectors:

1) Logarithmic band power (LBP)

1 N
LBP = log(+; PG 4)

n=1

2) Standard deviation (StD)

1 N
S = | 5> (St — p? ®)

n=1

3) Variance (VAR)

N
Var = Ilv > (S —py? ©)

n=1

4) Kurtosis (KUR)

E(S(n) — py*
KUR = LA‘“) 7
o
where E( ) is the expected value of the signal samples.
5) Average Energy (AE)

N
AE =" |S(m)? ®)

n=1

6) Root mean square (RMS)

N 2
RMS = M )
N
7) NO (Norm)
N
NO= | > ISP (10)
n=1

VOLUME 10, 2022

Finally, it is important to present the number of feature
vectors that are extracted in the feature extraction stages for
three different datasets:

1) Control: 1426 vectors
2) Mild AD: 1514 vectors
3) Moderate AD: 930 vectors

D. CLASSIFICATION AND CROSS-VALIDATION

The diagnosis system can be evaluated in terms of the accu-
racy of the classifiers, computing the area under the receiver
operating characteristic (ROC) curve, sensitivity, and speci-
ficity. Several classifiers have been used and evaluated in
order to obtain optimal classification accuracy and diagno-
sis performance. In this study, linear discrimination analysis
(LDA), Quadratic discrimination analysis (QDA), support
vector machine (SVM), Naive Bayes (NB), K- nearest neigh-
bor (KNN), Decision tree (DT), Extreme learning machine
(ELM), artificial neural network (ANN) and random forest
(RF) have been employed.

The operating parameters of the machine learning
approaches used in the classification have been carefully cho-
sen. However, the critical parameter for the machine learn-
ing approaches is the learning rate parameter. the machine
learning approaches are going to skip optimal performance
when the learning rate is too fast and If it is too slow, the
machine learning approaches may never converge because it
is trying really hard to find the optimal performance exactly.
As aresult, the learning rate parameter for proposed machine
learning approaches has been set to 1073,

In the classification technique, the k-fold cross-validation
algorithm has been used, all EEG features are randomly
grouped into k equal subsets [38]. One subset is selected
for the testing process (for validation), while the remaining
subsets are applied for the training process. This procedure
has been repeated k times (k-fold), where each subset is used
once for the testing process.

In this present work, we used 10-fold cross-validation,
where all the EEG signal features have been loaded from the
feature matrix that was extracted by the feature extraction
techniques and transmitted to the 10-fold cross-validation.
Next, these features were divided into a 90% of subset for the
training process and a 10% of subset for the testing process.
Each time, the training subset was used for training the clas-
sifier in order to generate and save the configuration of the
trained classifier and the testing subset was transmitted into
the trained classifier. Then, the result of the testing classifier
will be compared with the state of the original test features for
validation and the classifier accuracy will be computed by the
following equation.

F
correct %100 (11)

total

Accuracy =

where Forrecr 18 the number of features classified correctly
in k iteration, Fyy, is the total number of features to be
classified.
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TABLE 2. Classification accuracy for Control vs mild AD features based on DWT technique.

Feature Extraction LDA QDA SVM NB KNN DT ELM ANN RF

DWT+LBP 95.1+0.5 99.9+0.1 99.8+0.2 81.4+0.5 99.98+0.02 97.1+0.2 99.85+0.05  90.2+0.3 99.7+0.1
DWT+StD 93.6+0.3 98.2+0.4 99.6+0.1 80.6+0.4 99.96+£0.02 96.8+0.3 91.0+0.3 83.8+0.8 99.7+0.1
DWT+VAR 88.0+£0.5 82.3+0.5 94.5+0.2 81.3+0.3 99.9+0.04 97.4+0.4 94.7+0.6 62.6+0.5 99.6+0.1
DWT+KUR 73.0£0.4 70.3£0.2 57.240.4 75.4+0.6 97.5+£0.5 72.1£0.5 58.0+1 78.1£0.4 79.0£0.5
DWT+AE 87.9+0.4 82.3+0.6 95.1+0.5 81.3+0.4 99.92+0.03  96.0+0.3 74.2+0.4 90.8+1 99.8+0.1
DWT+RMS 93.6+0.4 98.2+0.3 99.5+0.2 81.0+0.4 99.98+0.02 96.8+0.2 90.4+0.4 86.6+0.8 99.7+0.1
DWT+NO 93.4+0.3 97.8+0.3 99.8+0.2 81.1+£0.5 99.98+0.02 97.5+0.4 92.5+0.3 99.7+0.2 99.7+0.1
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FIGURE 4. Flowchart of 10-fold cross-validation methodology.

This process was repeated ten times; each time, one subset
was transmitted into the testing classifier. Finally, the results
were averaged to produce a single overall classification accu-
racy. Figure 4 shows the flowchart of the 10-fold cross-
validation methodology.

Ill. RESULTS AND DISCUSSION

As mentioned before, the EEG datasets utilized in this study
have been divided into three groups. The EEG datasets were
recorded from 35 Control subjects, 31 mild AD patients,
and 20 moderate AD patients in the first, second, and third
group, respectively. The EEG datasets have been filtered by
a band-pass IIR elliptic digital filter at cut-off frequencies
of 0 and 60 Hz for removing the noises and interferences in
order to improve the signal-to-noise ratio. Next, the filtered
signal has been applied as an input to the DWT technique to
extract the features of the EEG filtered signal. Then, the DWT
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technique has been combined with several statistical features
such as LBP, StD, Var, ..., etc in order to construct the
EEG feature vectors and improve the diagnosis performance.
Finally, several types of classifiers have been employed to
discriminate the EEG features corresponding to their classes
and the classification accuracies have been computed and
compared with each other. For more evaluation of the pro-
posed approaches, the receiver operating characteristic curves
have been plotted and the areas under these curves have been
computed.

According to the number of EEG dataset group, five clas-
sification problems have been investigated as following:

1) Control vs mild AD features (2-class)

2) Control vs moderate AD features (2-class)

3) Mild AD vs moderate AD features (2-class)

4) Control vs mild and moderate AD features (2-class)
5) Control vs mild AD vs moderate AD features (3-class)

The classification results for the five classification problems
have been presented in section III-A to section III-E.

A. CONTROL VS MILD AD FEATURES (2-CLASS)

In this section, the group of 35 Control subjects forms the
class “Control” has been combined with the group of the
EEG features extracted from the 31 mild AD patients forms
the class “mild AD”, resulting the first classification problem
(Control vs mild AD). Table 2 presents the overall average
classification accuracy of nine classifiers for the first classi-
fication problem based on the DWT technique with different
combinations of statistical features.

From Table 2, it can be seen that the best classification
accuracy has been obtained by ANN, SVM, RF, ELM, QDA,
and KNN classifiers achieve to an average accuracy of 99.7,
99.8, 99.8, 99.85, 99.9and 99.98% respectively and the fea-
tures extracted by DWT+LBP, DWTHAE, and DWT+NO
provide the highest classification accuracy. For more evalua-
tion of the proposed approaches, the ROC curves have been
plotted in Figure 5. The sensitivity, specificity, classification
accuracy, and the area under ROC curves have been computed
as shown in Table 3 for all classifiers based on the features
provide the best accuracy. The confusion matrices have been
presented for all classifiers based on the features provide the
best accuracy as shown in Figure 6. It can be seen that the
ANN, SVM, RF, ELM, QDA, and KNN classifiers provided
the best performance.
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TABLE 3. Classifiers’ performance based on the best features: sensitivity,
specificity, classification accuracy, and area under the ROC curves for the
first classification problem.

Classifier Best Sensitivity  Specificity Accuracy =~ AUROCC
Features % % % %
LDA LBP 95.21+0.5 95.07£0.4 95.1+0.5  97.2+0.3
QDA  LBP 99.93+0.06 99.87+0.1 99.9+0.1 99.98+0.02
SVM  LBP and 99.79+0.2 99.8+0.15 99.840.2  99.98+0.02
NO
NB LBP 82.67+0.75 80.87+0.6 81.4+0.5  90.2+0.3
KNN  LBP, RMS 99.98+0.02 99.93+0.04 99.98+0.02 100
and NO
DT NO 97.34+0.5 97.68+0.5 97.5+04  98.7+0.2
ELM LBP 99.86+0.1 99.87+0.1 99.86+0.05 99.98+0.02
ANN NO 99.65+0.3  99.74+0.2 99.7+0.2  99.96+0.02
RF AE 99.79+0.2  99.8+0.15 99.8+0.1 99.98+0.02

When we compare our results in this section with those
published in similar past research, we see that our approach
yielded higher diagnosis accuracy. Morabito et al. [16]
achieved a maximum accuracy of 85% by using a con-
volutional neural network classifier. Using DWT + (LBP,
RMS, or NO) and KNN classifiers, we achieved a maximum
classification accuracy of 99.98 + 0.02. Further, we find
that our study provides the classification accuracy better
than the study of leracitano et al. [18]. Ieracitano et al. [18]
achieved a maximum accuracy of 96.24% by combining a
continuous wavelet transform with a bispectrum feature for
feature extraction and a multi-layer perceptron classifier. Our
approaches produced the classification accuracy better than
Fiscon et al. [21] study. Fiscon et al. [21] used Fourier trans-
form and WT feature extraction with J48 classifier to achieve
71.7% maximum classification accuracy. Furthermore, the
study of Fraga et al. [34] used percentage modulation energy
for feature extraction and a support vector machine for clas-
sification. This system achieved a maximum classification
accuracy of 98.4%.

B. CONTROL VS MODERATE AD FEATURES (2-CLASS)

In this section, the group of 35 Control subjects forms the
class “Control” has been combined with the group of the
EEG features extracted from the 20 moderate AD patients
forms the class “moderate AD”, resulting the second clas-
sification problem (Control vs moderate AD). Table 4 shows
the overall average classification accuracy of nine classifiers
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FIGURE 5. ROC curves of all classifiers based on features that provide the
best classification accuracy of the first classification problem.

for the second classification problem based on the DWT
technique. From Table 4, it can be seen that the features clas-
sified by all classifiers provided better results with average
classification accuracies between 98.7% and 99.98% except
Naive Bayes classifier with maximum classification accuracy
reach to 80.5%.

As seen in Table 4, the features extracted by DWT + LBP,
DWT + AE, DWT + RMS, and DWT + NO have the highest
classification accuracies. For more evaluation of the proposed
approaches, the ROC curves have been plotted in Figure 7.
The sensitivity, specificity, classification accuracy, and the
area under ROC curves have been computed as shown in
Table 5 for all classifiers based on the features provide the
best accuracy. The confusion matrices have been presented
for all classifiers based on the features that provide the best
accuracy as shown in Figure 8. It can be seen that the ANN,
SVM, RF, ELM, QDA, and KNN classifiers provided the best
performance.

By comparing our results with other studies related to
this section, we find that our study achieved an over-
all classification accuracy reach of 99.98 £ 0.02% higher
than the other studies. Morabito ef al. [16] achieved a max-
imum accuracy of 85% by using a convolutional neural

TABLE 4. Classification accuracy for Control vs moderate AD features based on DWT technique.

Feature Extraction LDA QDA SVM NB KNN DT ELM ANN RF
DWT+LBP 98.8+0.3 99.98+0.02  99.7+0.1 70.4+0.6 99.98+0.02  98.5+0.2 99.8+0.1 96.2+0.2 99.740.1
DWT+StD 97.9+0.2 99.7+0.3 98.4+0.2 73.9+0.3 99.96+£0.02  98.1£0.1 96.9+0.3 92.0+0.3 99.8+0.1
DWT+VAR 92.8+0.3 94.4+0.5 90.6+0.3 73.4+0.4 99.96+£0.02  98.7+0.2 97.7+0.3 62.6+1.3 99.8+0.1
DWT+KUR 79.8+0.5 83.2+0.5 63.7+0.4 80.5+0.5 98.7+0.3 78.1+0.5 59.0+2 87.9+0.4 87.0+0.4
DWT+AE 93.1+0.3 94.2+0.2 90.5+0.3 73.7+£0.4 99.98+0.02  98.2+0.3 77.4+0.5 97.2+0.3 99.7+0.15
DWT+RMS 97.5+0.2 99.5+0.1 98.4+0.2 74.2+0.5 98.98+0.02  98.4+0.2 97.1+0.6 92.8+0.7 99.8+0.1
DWT+NO 97.9+0.3 99.6+0.2 98.6+0.3 74.0+0.5 99.98+0.02  98.5+0.3 97.4+0.3 99.5+0.2 99.8+0.1
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FIGURE 6. Confusion matrices of all classifiers based on features that
provide the best classification accuracy of the first classification problem.

TABLE 5. Classifiers’ performance based on the best features: sensitivity,
specificity, classification accuracy, and area under the ROC curves for the
second classification problem.

Classifier Best Fea- Sensitivity Specificity Accuracy = AUROCC
tures % % % %
LDA LBP 99.3+0.05 98.08+0.2 98.8+0.3  99.5+0.2
QDA  LBP 99.98+0.02 99.89+0.06 99.98+0.02 100
SVM  LBP 99.86+0.1 99.46+0.1 99.7+0.1  99.96+0.02
NB KUR 89.79+0.5 70.64+0.4 80.5+0.5  87.2+0.3
KNN LBP, 99.98+0.02 99.89+0.07 99.98+0.02 100
AE.RMS
and NO
DT VAR 99.15+0.2  98.08+0.3 98.7+0.2  99.4+0.2
ELM  LBP 99.86+0.1 99.68+0.1 99.8+0.1  99.98+0.02
ANN  NO 99.65+0.3  99.25+0.2 99.5+0.2  99.92+0.02
RF NO 99.86+0.1 99.68+0.1 99.8+0.1  99.98+0.02

network classifier. Ieracitano et al. [18] achieved a maximum
accuracy of 96.95% by combining a continuous wavelet
transform with a bispectrum feature for feature extraction
and a multi-layer perceptron classifier. Bevilacque et al. [20]
used support vector machines recursive features elimina-
tion, principal component analysis, and novel method based
on the correlation. Multi-layer perceptron artificial neural
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FIGURE 7. ROC curves of all classifiers based on features that provide the
best classification accuracy of the second classification problem.

network classifier is used to achieve a maximum accuracy
reach of 86%. Fiscon et al. [21] used Fourier transform and
WT feature extraction with J48 classifier to achieve 83%.
Triggiani et al. [22] used Exact low-resolution brain electro-
magnetic tomography for feature extraction and an artificial
neural network classifier to achieve a maximum diagnosis
accuracy of 77%.

C. MILD AD VS MODERATE AD FEATURES (2-CLASS)

In this section, the group of 31 mild AD patients forms the
class “mild AD” has been combined with the group of the
EEG features extracted from the 20 moderate AD patients
forms the class ““moderate AD”’, resulting the third classifica-
tion problem (mild AD vs moderate AD). Table 6 presents the
overall average classification accuracies of nine classifiers for
the third classification problem based on the DWT technique.
Table 6 includes the average optimal diagnosis performances
obtained using SVM, QDA, RF, ANN, and ELM classifiers
with the highest classification accuracies of 95.2, 96.4, 97.5,
98.2, and 98.5% respectively. As seen in Table 6, the features
extracted by DWT + LBP, DWT + RMS, and DWT +
NO provide the highest classification accuracies. For more
evaluation of the proposed approaches, the ROC curves have

TABLE 6. Classification accuracy of mild AD vs moderate AD features based on DWT technique.

Feature Extraction LDA QDA SVM NB KNN DT ELM ANN RF

DWT+LBP 91.1+0.4 96.4+0.2 95.240.3 69.4+0.5 94.7+£0.3 94.1+0.4 98.5+0.2 87.9+0.4 96.9+0.4
DWT+StD 88.9+0.3 96.3+0.3 93.8+0.4 73.1+0.4 92.2+0.3 93.7+0.3 95.4+0.3 87.6+0.6 97.0+0.4
DWT+VAR 85.8+0.4 89.3+£0.6 87.5+0.2 75.8+0.4 92.2+0.4 94.9+0.4 90.6+0.5 64.6+0.8 97.0+0.4
DWT+KUR 74.8+0.7 84.2+0.6 65.1+0.3 78.2+0.5 94.4+0.4 75.5+0.3 61.0£2.5 83.1x0.4 83.240.5
DWT+AE 85.9+0.4 89.3+£0.5 87.74£0.5 75.520.5 92.340.5 94.5+0.5 79.8+0.6 92.0+£0.7 96.9+0.3
DWT+RMS 89.0£0.5 96.4+0.2 93.9+0.4 72.940.4 92.3+0.3 93.8+0.3 94.9+0.4 83.2+0.6 97.5+0.4
DWT+NO 88.8+0.4 96.3+0.4 93.8+0.5 73.4+0.6 92.5+0.4 94.240.4 95.8+0.3 98.2+0.5 97.1+0.5
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FIGURE 8. Confusion matrices of all classifiers based on features that
provide the best classification accuracy of the second classification
problem.

TABLE 7. Classifiers’ performance based on the best features: sensitivity,
specificity, classification accuracy and area under the ROC curves of the
third classification problem.

Classifier Best Fea- Sensitivity Specificity Accuracy = AUROCC
tures % % % %
LDA LBP 93.740.6  87.2+0.5  91.1+x0.4  96.5+0.3
QDA  LBP 99.3+0.7  92.2+1.0  96.4+0.2  98.3%0.1
SVM  LBP 97.7+0.8  91.5+0.5  95.2+0.3  97.8+0.2
NB KUR 88.7+3.0  67.0£2.0  78.2+0.5  82.6+0.4
KNN LBP 95.7+0.6  93.2+0.5  94.7£0.3  97.3+0.2
DT VAR 95.9+0.5  93.2+0.4  94.9+04  97.4+0.2
ELM LBP 99.4+0.5  97.2+0.5  98.5+0.2  99.3+0.2
ANN NO 99.1+0.7  96.9+1.0  98.2+0.5  99.1+0.3
RF RMS 98.740.7  95.6+0.6  97.5+0.4  98.7+0.2

been plotted as shown in Figure 9. The sensitivity, specificity,
classification accuracy, and the area under ROC curves have
been computed as shown in Table 7 for all classifiers based on
the features provide the best accuracy. The confusion matrices
have been presented for all classifiers based on the features
that provide the best accuracy as shown in Figure 10. It can
be seen that the SVM, QDA, RF, ANN, and ELM classifiers
provided the best performance.

By comparing our results in this section with other stud-
ies, we find that our work provided the overall classifi-
cation accuracy reach of 98.5 £ 0.2% higher than those
reported in other studies. Morabito ef al. [16] achieved a
maximum accuracy of 78% by using a convolutional neural
network classifier. Ieracitano et al. [18] achieved a maximum
accuracy of 90.24% by combining a continuous wavelet
transform with a bispectrum feature for feature extraction
and a multi-layer perceptron classifier. Fiscon ef al. [21]
used Fourier transform and WT feature extraction with J48
classifier to achieve classification accuracy up to 80.2%.
Amezquita-Sanchez et al. [23] used multiple signal classifi-
cation and empirical wavelet transform, different nonlinear
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FIGURE 9. ROC curves of all classifiers based on features that provide the
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FIGURE 10. Confusion matrices of all classifiers based on features that
provide the best classification accuracy of the third classification
problem.

features such as fractality dimension from the chaos theory,
and enhanced probabilistic neural network model. The pro-
posed approach achieved a maximum diagnosis accuracy of
90.3%. Fraga et al. [34] used percentage modulation energy
for feature extraction and support vector machine for clas-
sification. This system achieved diagnosis accuracy reach
to 94%.

D. CONTROL VS MILD AND MODERATE AD FEATURES
(2-CLASS)

In this section, the group of 35 Control subjects forms
the class “Control” has been combined with the group of
the EEG features extracted from both of two groups of
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TABLE 8. Classification accuracy of control vs mild and moderate AD features based on DWT technique.

Feature Extraction LDA QDA SVM NB KNN DT ELM ANN RF
DWT+LBP 93.3+0.3 99.9+0.04 99.2+0.3 77.2+0.5 99.98+0.02  97.8+0.3 99.6+0.3 96.4+0.5 99.5+0.2
DWT+StD 91.4+£0.5 91.3+0.2 98.4+0.3 76.5£0.4 99.96+0.02  97.5+0.4 86.9+0.5 83.9+0.4 99.8+0.1
DWT+VAR 84.8+0.5 81.2+0.4 92.3+0.4 74.8+0.5 99.87+0.05 97.5+0.4 90.6+0.4 65.4+2 99.6+0.1
DWT+KUR 75.9+0.4 63.8+0.5 64.6+0.7 74.6+0.3 97.9+0.2 72.1+0.7 63.0+2 79.5+0.4 78.60.5
DWT+AE 84.5+0.6 81.4+0.6 92.2+0.3 75.1+£0.4 99.98+0.02  97.8+0.3 71.9+0.6 92.3+1 99.8+0.1
DWT+RMS 91.2+0.3 91.2+0.3 98.5+£0.4 77.1+0.3 99.98+0.02  97.8+0.3 87.0+0.4 85.3+£0.6 99.8+0.1
DWT+NO 91.3+0.5 91.8+0.6 98.6+0.5 76.9+0.4 99.98+0.02 97.4+0.3 89.9+0.4 99.7+0.1 99.6+0.1
TABLE 9. Classifiers’ performance based on the best features: sensitivity, LDA QDA SVM
specificity, accuracy, and area under the ROC curves of the fourth £ 1 1 1
classification problem. o [
T 05 0.5 0.5
a2
Classifier Best Sensitivity. Specificity Accuracy =~ AUROCC% 8
Features % % % = 0.5 1 % 0.5 1 % 0.5 1
i NB KNN DT
LDA  LBP 95.02+0.5 90.5+0.5 933303  95.4+0.2 g ! 1 :
QDA LBP 99.96+0.02 99.86+0.04 99.9+0.04 99.98+0.02 2
SVM LBP 99.4+0.4 98.9+0.3 99.2+0.3 99.86+0.02 'c§ 0.5 0.5 0.5
NB LBP 78.4+0.8 74.1£1.0 77.2+0.5 81.4+0.3 =
KNN LBP, AE, 99.96+0.02 99.98+0.02 99.98+0.02 100 E 5 5 &
113]1(\)’15 and 0 0.5 1 0 0.5 10 0.5 1
ELM ANN RF
DT LBP, AE 98.05+0.5 97.5+0.4 97.8+0.3 99.2+0.2 2 1 1 1
and RMS o
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ANN NO 99.8+0.1 99.6+0.2 99.8+0.1 99.58+0.2 = : .
RF StD, AE 99.9+0.04 99.7+0.1 99.8+0.1 99.8+0.15 o
and RMS = 0 0 4]
0 0.5 1 0 0.5 1 0 0.5 1

the 31 mild AD and 20 moderate AD patients forms the class
“mild & moderate AD”, resulting the fourth classification
problem (Control vs mild & moderate AD). Table 8 shows
the classification accuracy of nine classifiers for the forth
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FIGURE 11. ROC curves of all classifiers based on features that provide
the best classification accuracy of the fourth classification problem.
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It can be seen that all classifiers provided the best perfor-
mance except LDA and NB. By comparing our results in this
section with other studies, we find that our work provided
the overall classification accuracy reach of 99.98 + 0.02%
higher than those reported in other studies. Cassani et al. [17]
used an automated artifact removal algorithm with common
EEG features, spectral power, and coherence to extract the
amplitude-modulation features and support vector machine

89792

FIGURE 12. Confusion matrices of all classifiers based on features that
provide the best classification accuracy of the fourth classification
problem.

for classification to achieve a maximum accuracy of 91.1%.
Trambaiolli et al. [19] used Wavelet and visibility graph
for feature extraction with support vector machine classifier
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TABLE 10. Classification accuracy of Control vs mild AD vs moderate AD features based on DWT technique.

Feature Extraction LDA QDA SVM NB KNN DT ELM ANN RF
DWT+LBP 88.0+0.4 98.1+0.5 96.5+0.3 58.5%1.5 96.7+0.4 93.5+0.2 98.1+0.5 71.6%0.5 97.5+0.2
DWT+StD 85.7+£0.4 95.940.5 93.7+0.4 61.0£0.8 95.5+0.4 93.3+0.5 86.9+0.5 85.2+0.3 96.7+0.1
DWT+VAR 74.7£0.3 79.4%0.3 90.6+0.3 64.420.5 95.32£0.5 93.8+0.5 87.1£0.3 52.1£0.7 97.2+0.3
DWT+KUR 62.9£0.6 64.4+0.4 52.7+0.5 67.7+0.6 95.9+0.4 60.3£0.4 56.1£0.5 67.840.6 76.8+0.6
DWT+AE 75.8£0.4 79.4£0.5 90.6+0.4 64.8+0.5 95.0£0.3 94.3+0.4 65.4+0.4 87.1+0.5 97.7+0.3
DWT+RMS 85.8+0.4 96.1£0.5 93.6+0.3 61.1+0.6 95.3+0.3 93.9+0.3 85.2+0.5 74.3£0.5 97.240.2
DWT+NO 85.8+0.5 96.0+0.5 93.7£0.5 61.7£0.5 95.5+0.4 94.1£0.4 88.6+0.4 97.5+0.6 97.440.2
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FIGURE 13. ROC curves of all classifiers based on features that provide
the best classification accuracy of the fifth classification problem.

is achieve classification accuracy up to 91.81%.
Fiscon et al. [21] used Fourier transform and WT feature
extraction with J48 classifier to achieve classification accu-
racy up to 80.2%. Kanda et al. [30] used a morlet wavelet
filter for feature extraction with a support vector machine
technique for classification to produce a classification accu-
racy up to 92.72%. Cassani et al. [31] computed three EEG
signal features: spectral, coherence, and amplitude modu-
lation and then used a support vector machine for classi-
fication to achieve a maximum accuracy reach of 84.7%.
Furthermore, the study of Fraga et al. [34] used percentage
modulation energy for feature extraction and support vector
machine for classification. This system achieved a maximum
classification accuracy of 98.4%.

E. CONTROL VS MILD AD VS MODERATE AD FEATURES
(3-CLASS)

In this section, the group of 35 Control subjects forms the
first class “Control”, has been combined with the group of
the EEG features extracted from the group of the 31 mild
AD patients forms the second class “mild AD” and com-
bined with the group of the EEG features extracted from the
group of the 20 moderate AD patients forms the third class
“moderate AD”, resulting the fifth classification problem
(Control vs mild AD vs moderate AD). Table 10 shows
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Predicted Class

Predicted Class Predicted Class

FIGURE 14. Confusion matrices of all classifiers based on features that
provide the best classification accuracy of the fifth classification problem.

TABLE 11. Classifiers’ performance based on the best features:sensitivity,
specificity, classification accuracy, and area under the ROC curves of the
fifth classification problem.

Classifier Best Fea- Sensitivity Specificity Accuracy = AUROCC
tures % % % %
LDA LBP 82.3+0.5  91.6+0.7  88.0+0.4  94.0+0.3
QDA  LBP 97.9+0.4  98.2+0.5  98.1+0.5  99.3+0.3
SVM  LBP 94.8+0.6  97.5+1.0  96.5+0.3  98.4+0.2
NB KUR 59.5+3.0  70.3+3.0  67.7+0.8  73.6+0.7
KNN  LBP 95.8+0.4  97.2+0.5  96.7+0.5  98.8+0.2
DT AE 93.6£0.6  94.7+0.6  94.3+04  96.5+0.3
ELM  LBP 97.9+0.5  98.2+0.4  98.1+0.5  99.3+0.3
ANN  NO 96.7+0.3  98.0+0.3  97.5+0.6  98.6+0.4
RF AE 96.9+0.3  98.2+0.4  97.740.3  98.9+0.2

the classification accuracy of nine classifiers for the fifth
classification problem based on the DWT technique. From
Table 10, it can be seen that the features classified by SVM,
KNN, ANN, RF, QDA, and ELM provided better results with
average classification accuracies of 96.5, 96.7, 97.5, 97.7,
98.1, and 98.1%, respectively.

As seen in Table 10, the features extracted by DWT +
LBP, DWT + AE, and DWT + NO provide the highest
classification accuracies. For more evaluation of the proposed
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TABLE 12. Comparison of the classification results for Alzheimer’'s disease diagnosis.

The authors Pre- Feature Extraction Classification Problem Dataset Accuracy
processing %
AD vs MCI 78
CS vs AD 85
Morabito et al [16] CNN Italian
CS vs MCI 85
CS vs MCI vs AD 82
Cassani et al. [17] wICA spectral power, coherence and SVM CS vs (Mild, Moderate US & Brazilian 91.4
amplitude-modulation features and Severe AD)
CS vs MCI 96.24
CS vs AD 96.95
ITeracitano et al. [18] Manually CWT and BiS MLP, LR, SVM Italian
MCI vs AD 90.24
CS vs MCI vs AD 89.22
Trambaiolli et al. [19]  Manually Wavelet and visibility graph SVM CS vs (Mild and Moder- Brazilian 76.88
ate AD)
Bevilacque et al. [20] - SVMR FE,PCA SVM, MLP-ANN CS vs AD Spanish 86
CS vs MCI 71.7
CS vs AD 72.2
Fiscon e al [21] E— FT ,wavelet J48 Italian
MCI vs AD 80.2
CS vs (MCI and AD) 74.7
Triggiani et al. [22] Manually eLORETA ANN CS vs AD Italian 76.7
Amezquita-Sanchez et Manually MUSIC-EWT with fractality EPNN MCI vs AD Italian 90.3
al. [23] dimension
Kanda et al. [30] _— Morlet wavelet filter SVM CS vs (Mild and Moder- Brazilian 83.95
ate AD)
Cassani et al. [31] wICA Spectral, Coherence, and Am- SVM CS vs (Mild, Moderate Brazilian 84.7
plitude modulation and Severe AD)
CS vs Mild AD 98.4
Fraga et al. [34] Manually percentage modulation energy SVM Mild vs Moderate AD Brazilian 94
CS vs (Mild AD + Mod- 98.4
erate AD)
CS vs Mild AD 99.98
CS vs Moderate AD 99.98
Our work Manually DWT + LBP, StD, VAR, LDA, QDA, SVM, Mild vs Moderate AD Brazilian 98.5
KUR, AE, RMS and NO NB, KNN, DT, ELM,
ANN, RF
CS vs (Mild + Moder- 99.98
ate AD)
CS vs Mild AD vs Mod- 98.1
erate AD
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TABLE 13. Summary of the best results for Alzheimer’'s disease
diagnosing methods of five classification problems.

CP Best Classifier Sensitivity Specificity Accuracy =~ AUROCC
Features % % % %

LBP
I  RMS KNN
NO

99.98+0.02 99.93+0.04 99.98+0.02 100

LBP

I AE KNN
RMS
NO

99.98+0.02 99.89+0.06 99.98+0.02 100

I LBP ELM 99.4+0.5  97.240.5  98.5+0.2  99.3+0.2

LBP

IV AE KNN
RMS
NO

99.96+0.02 99.98+0.02 99.98+0.02 100

V LBP QDA
ELM

97.9+40.5  98.2404  98.1+0.5  99.3+0.3

approaches, the ROC curves have been plotted in Figure 13.
The sensitivity, specificity, classification accuracy, and the
area under ROC curves have been computed as shown in
Table 11 for all classifiers based on the features that pro-
vide the best accuracy. The confusion matrices have been
presented for all classifiers based on the features that provide
the best accuracy as shown in Figure 14. It can be seen that
the SVM, KNN, ANN, RF, QDA, and ELM classifiers pro-
vided the best performance. By comparing our results in this
section with other studies, we find that our work provided the
overall diagnosis accuracy reach of 98.1 & 0.5% higher than
those reported in other studies. Morabito ef al. [16] achieved
a maximum accuracy of 82% by using a convolutional neural
network classifier. Ieracitano et al. [18] achieved a maximum
accuracy of 89.22% by combining a continuous wavelet
transform with a bispectrum feature for feature extraction and
a multi-layer perceptron classifier.

The gain of this work can be measured by comparing the
results of the proposed method with the results of the previous
studies. Table 12 shows the comparison of our work results
with the results of the previous works related to Alzheimer’s
disorder. From Table 12, it can be seen that our work provides
a higher classification accuracy better than the previous stud-
ies.

Finally, we know that the human brain is the most com-
plicated element of the human body and that it contains
a wealth of information about neurological disorders. Fur-
thermore, we know that the majority of neurological brain
disorders diagnoses are performed manually by neurologists
or competent clinicians by visual analysis of EEG patterns.
As a result, in this work, we developed a computer-aided
diagnosis system capable of automatically analyzing EEG
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Alzheimer’s disorder signals and providing early diagnosis
for Alzheimer’s disease. By evaluating the proposed system,
the results in two-class or three-class diagnosis indicate supe-
rior performance and greater accuracies than similar prior
studies reported in the literature. The suggested system can
help medical physicians and clinicians for early diagnosis
of Alzheimer’s disease automatically, quickly, easily, effec-
tively, and precisely. As a result of the suggested method, the
restricted number of neurologists may be decreased, diagnos-
tic time saved, and diagnosis accuracy raised.

Although the machine-learning systems bring huge ben-
efits to the health sector, machine learning systems have
some drawbacks. The bigger problem with machine learning
approaches-related is errors and injuries. Machine-learning
approaches are prone to errors, which eventually lead to
patient injury or other significant problems. For instance,
a patient may take a drug wrongly recommended by the
machine learning approaches, leading to more questions. The
second drawback of machine learning systems is inequality
and Discrimination. The machine learning systems are not
immune to bias. In fact, the faintest hint of discrimination
is always reflected in the results. For instance, when data
sourced from academic medical centers is fed into machine
learning systems, such a system may struggle to treat or
benefit populations from other areas apart from academic
medical centers. The efficiency of the machine learning sys-
tem may reduce when the provider is of gender or race
which is a minority in the training data. In the health sector,
the machine learning approaches need huge, curate accu-
rate, high-quality medical data and should be available for
researchers but the strict confidentiality and privacy laws
guarding medical records worldwide make the machine learn-
ing approaches with small datasets questionable and this is
one of the machine learning systems drawbacks.

Although the fact that we presented the usefulness of our
proposal approaches, some limitations need to be addressed.
The utilized EEG clinical dataset is not relatively big because
it consisting of 35 control subjects, 31 Mild AD subjects,
and 22 moderate AD subjects. A larger, public dataset could
validate the robustness of the proposed method and further
demonstrate the generality of the method for EEG signals
classification. So, the validation of this experiment with a
larger dataset and the extension of this methodology so that
the input signals that can be taken from a variety of EEG
recorders are of great importance and will be taking place
in future work. Moreover, taking into account the severe
AD, it would be useful to characterize different subtypes
of AD disease and evaluate our system by different types
of AD disease including severe AD and more analysis the
characterize subjects with mild AD, those who progress to
moderate AD and those who progress to severe AD. Finally,
only one feature extraction approach (DWT) has been used in
this study and machine learning approaches have been used
for classification. In future research works, the usefulness
of other advanced feature extraction approaches and deep
learning classification methods should be investigated. The
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proposed diagnosis system will be evaluated using different
neurological brain disorders and implemented as a hardware
system for real-time diagnosis.

IV. CONCLUSION

In this present study, we focused on the development of a
diagnosis system for Alzheimer’s disease using EEG signals
analysis. The development of an Alzheimer’s diseases diag-
nosis system which is able to automatically analyze brain sig-
nals will improve the diagnosis speed as well as the accuracy
of the diagnosis process. In this present work, the recorded
EEG datasets have been filtered by band-pass filter. Next,
the DWT technique has been investigated to decompose the
filtered signal to its frequency bands and several signal fea-
tures have been combined with the DWT technique in order to
improve the diagnosis performance. After that, nine machine
learning techniques have been investigated to classify EEG
features to their corresponding classes. These investigations
aim to compare the proposed approaches and recommend
the best combination method for the diagnosis of Alzheimer
diseases.

The utilized datasets have been divided into three groups:
Control, mild AD, and moderate AD group. From these
groups, five classification problems have been investigated:
Control vs mild AD group, Control vs moderate AD group,
mild vs moderate AD group, Control vs mild and moderate
AD group, and Control vs mild AD vs moderate AD group.
The proposed diagnosis system has been evaluated by those
five classification problems. The proposed system achieved
an average classification accuracy reach of 99.98% and
AUROCC reach of 100% with DWT + (LBP, RMS or NO) +
KNN combinations in the first, second and fourth problems.
In the third problem, the proposed system achieved an aver-
age classification accuracy reach of 98.5% and AUROCC
reach of 99.3% with DWT + LBP 4+ ELM combination.
In the fifth problem, the proposed system achieved an average
classification accuracy reach of 98.1% and AUROCC reach
of 99.3% with DWT + LBP + (QDA or ELM) combina-
tions. Table 13 shows the summary of the best results for
Alzheimer’s disease diagnosing methods of five classification
problems. From Table 13, it can be seen the best combination
is DWT + (LBP, AE, RMS, and NO) + KNN for Alzheimer’s
disease stages detection from the control group (Classifi-
cation problems I, II, and IV) or ELM for Alzheimer’s
disease stages detection from each other (Classification
problems III and V)).
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