
Received 17 July 2022, accepted 6 August 2022, date of publication 16 August 2022, date of current version 19 August 2022.

Digital Object Identifier 10.1109/ACCESS.2022.3198654

Adaptive Binary Bat and Markov Clustering
Algorithms for Optimal Text Feature Selection
in News Events Detection Model
WAFA ZUBAIR AL-DYANI 1, FARZANA KABIR AHMAD2, AND SITI SAKIRA KAMARUDDIN2
1Department of Computer Science, College of Computers and Information Technology, Hadhramout University, Hadhramout, Yemen
2School of Computing, College of Arts and Sciences, Universiti Utara Malaysia, Sintok, Kedah 06010, Malaysia

Corresponding author: Wafa Zubair Al-Dyani (wafazb1084@gmail.com)

ABSTRACT Wrapper Feature Selection (FS) methods based on the Binary Bat Algorithm (BBA) have
recently been employed in a variety of detection applications to determine the most relevant feature subset.
Despite the outstanding achievement of BBA in these domains, BBA has never been applied in Event
Detection (ED). In our recent work, a novel wrapper FS approach based on BBA and Markov Clustering
(MCL) method has been developed to bridge this gap and combat the curse of high dimensionality feature
space for heterogeneous news text documents. However, ED from a massive number of heterogeneous news
text documents with varying text lengths is a challenging task. The exploration performance of the BBA
declines as the scale of the feature space grows due to the fast convergence rate problem that causes the BBA
to fall into local optimum solutions. BBA’s loudness (A) and emission rate (r) are significantly responsible for
controlling the convergence behaviour. As a result, this study proposes two adaptive techniques for the A and
r parameters to adjust BBA’s convergence behavior as the dataset size changes. A new variant calledAdaptive
BBA (ABBA) with MCL (ABBAMCL) is proposed to improve the performance of the ED model. The
ABBAMCL method has been tested over 10 benchmark datasets and two primary Facebook news datasets
using several evaluation measures. The empirical results demonstrate the ability of ABBAMCL to identify a
small number of informative features to detect real-world events from heterogeneous news text documents.
Furthermore, with a p-value of 0.00, the statistical results show that the ABBAMCL FS method based on
the proposed controlling techniques outperforms most of other FS methods in producing high-quality event
clusters.

INDEX TERMS Binary bat algorithm (BBA), Markov clustering (MCL), feature selection (FS), event
detection (ED), wrapper methods, heterogeneous news, text clustering, adaptive techniques.

I. INTRODUCTION
Nowadays, Event Detection (ED) from electronic text docu-
ments is a challenging task due to the rising volume of news
documents available on multiple platforms such as diverse
news media, forums, weblogs, emails, and Social Network-
ing Sites (SNS) like Facebook and Twitter [1], [2]. This fact
highlights the necessity for a reliable automatic ED model to
substitute a time-consuming and largely human approach for
matching a large number of text documents to their related
real-world events. The ED task is a popular data mining
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research topic that focuses on automatically recognising real-
world events from a variety of data streams [3]. ED was first
introduced as a part of a research project known as Topic
Detection and Tracking (TDT). TDT defines a topic as ‘‘a
collection of events/stories that report on the same incident,’’
while an event is defined as ‘‘a specific incident that occurred
at a certain time and location,’’ and answers questions such
as ‘‘what is the event?’’ where and when did it happen as
well as who was involved?’’ [1]. Generally, ED models are
categorized into either (a) New Event Detection (NED) mod-
els (online ED models) or (b) Retrospective Event Detec-
tion (RED) models (offline ED models). NED aims to detect
recent occurrences in online data streams, whereas RED uses
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an offline style to uncover significant past hidden events from
a historical repository.

Over the last decade, ED has been extensively researched
[4]. Surprisingly, conducting ED from digital news text doc-
uments has recently received a lot of attention as it is claimed
to be a reliable source for exchanging various types of infor-
mation and experience on real-world events [5], [6], [7].
Such news documents can be found on a variety of plat-
forms, including official news websites, news feeds, dig-
ital libraries, and SNS like Facebook, Twitter, Instagram,
etc. Additionally, it is conveyed that ED from multiple
news sources is more effective in comparison to a single
news source [8]. As a result, many academics have devel-
oped models for identifying events from heterogeneous news
sources that differ in structure, written styles, language,
or length [9], [10], [11], [12], [13], [14].

According to our previous survey [2], the ED model has
been widely studied from heterogeneous news sources to
support policymakers from various disciplines in making
appropriate future decisions based on what they have expe-
rienced from previous events [15]. In addition, researchers
from the news analysis area can use ED models in perform-
ing various investigations, such as determining which news
channels frequently publish news articles [16], what are the
most discussed events by each news channel [17], or which
events people are highly attracted to and interested in shar-
ing about them [18], which subsequently assists news chan-
nel managers in enhancing strategies for selecting the types
of news events to be published in the future. Finally, the
ED model can make it simple and efficient for news read-
ers to find their desired news documents about a specific
event.

Essentially, ED from text documents requires preprocess-
ing and transformation of the documents into term-frequency
vectors. This transformation raises the problem of generat-
ing feature spaces with various dimensions, such as small,
medium, or high-dimensional feature spaces. Such spaces
contain redundant, irrelevant, and noisy features that might
mislead detection methods, resulting in a considerable reduc-
tion in the ED model’s detection accuracy [19], [20]. For
these reasons, most ED studies have used different traditional
FS techniques to select relevant informative features, such
as Term Frequency Inverse Document Frequency (TFIDF)
[12], [13], [16], [17], [18] and Term Frequency (TF) [11],
[21], [22]. However, these techniques have the issue of speci-
fying a threshold in advance to select the best features. In con-
trast, some scholars have employed different methods like
Latent Dirichlet allocation (LDA) [5], word embeddings [23],
Part of Speech (POS) [24], and Named Entity Recognition
(NER) [10]. However, LDA requires a predefined number of
topics, whereas the word embedding method is essentially a
supervised method that needs a significant amount of data
to train. In contrast, POS and NER basically depend on the
existing lexicons or dictionaries to recognize distinct parts of
named entities or words [10], [25]. Apart from these studies,
several researchers have completely ignored the FS phase and

proceeded directly to the ED phase, resulting in poor ED
model performance [12].

During the last decade, text mining scientists have sug-
gested new FS methods or improved existing ones to select
optimal feature subsets and enhance the model’s perfor-
mance [26], [27], [28]. Among such methods, wrapper FS
methods based on binary versions of different Meta-Heuristic
Algorithms (MHAs) have been proposed to solve FS prob-
lems in numerous data mining applications and have shown
outstanding performance, such as the Binary Bat Algorithm
(BBA) [29], Binary Particle Swarm Optimization (BPSO)
[30], Binary Gravitational Search Algorithm (BGSA) [31],
Binary Dragon Fly Algorithm (BDFA) [32], Binary Cuckoo
Search (BCS) [33], etc. The wrapper FS methods based on
BBA have recently demonstrated superior performance for
handling FS problems in different data mining applications.
Examples of such applications are detection tasks like intru-
sion detection [34], spam detection [35], community detec-
tion [36], e-fraud detection [37], anomaly detection [38], etc.
However, such applications are still in the early stages of
development, and further investigation into them is required,
as well as other real NP-hard applications should be consid-
ered [39], [40], [41]. Despite the outstanding achievement
of BBA in these domains of research, BBA has never been
applied to ED [2], [42]. In our recent work [43], we developed
a novel wrapper FS approach based on BBA and the Markov
Clustering (MCL) method to effectively overcome this gap
and combat the curse of high dimensionality feature space
for heterogeneous news text documents. The essential con-
cept was to wrap the BBA with the MCL method. MCL is a
well-known graph EDmethod that has been used successfully
in the ED domain [44], [45], [46], [49].

The experimental results as well as the statistical mea-
sures have validated the superiority of BBAMCL in detecting
highly accurate real-world events from multiple heteroge-
neous news text documents compared to other benchmark
FS methods. However, on certain datasets, the BBAMCL
has shown slightly poor performance. The reason behind
such poor performance was the early convergence rate of
BBA,which prevented it from effectively exploring thewhole
feature space. The initial values of two BBA parameters,
pulse emission rate (r) and loudness (A) [50], are primarily
responsible for this convergence behavior. The study in [43]
assigned predefined fixed values for such parameters that
may not be ideal for all datasets. As a matter of fact, the
application domain, scope, and the size of the given datasets
all influence the A and r parameters’ values [51]. The opti-
mal values for the different BBA parameters are still being
investigated, and it is very difficult to determine their best
values [52], [53]. To address this problem, this study aims
to improve BBA’s convergence behavior to enhance the per-
formance of the previously proposed wrapper BBAMCL FS
method. Apparently, this research proposes new adaptive
techniques for controlling BBA’s A and r parameters auto-
matically. As a result, a new variant called Adaptive BBA
(ABBA) was developed. It is utilized to select the optimal
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feature subset for identifying the events from multiple het-
erogeneous news documents of varying lengths.

The rest of the paper is organized as follows. Section II
reviews and discusses the most related studies. Section III
describes the materials, and the methodology proposed in
this study is described in Section IV. The parameter set-
tings for the applied methods are illustrated in Section V.
Experimental results are offered in Section VI, followed by
a discussion in Section VII. Finally, conclusions are stated in
Section VIII.

II. RELATED WORKS
Various wrapper FS methods based on MHAs have been
developed to solve the optimal FS problem in different
data mining applications [54], [55], [56]. Such applica-
tions involved data classification, data clustering, diseases
detection, spam detection, intrusion detection, and many
other applications [56], [57], [58], [59]. MHAs for instance
Particle Swarm Optimization (PSO) [60], Genetic Algo-
rithm (GA) [61], Bat Algorithm (BA) [59], Grey Wolf Opti-
mizer (GWO) [62], Krill Herd (KH) [63], Cuckoo Search
(CS) [64], Butterfly (BF) [65], Dragonfly Algorithm (DFA)
[66], Firefly Algorithm (FA) [67], Ant Colony Optimization
(ACO) [68], Artificial Bee Colony (ABC) [69], Whale Opti-
mization Algorithm (WOA) [70] have been widely used by
researchers in solving FS problems. In spite of numerous
works in FS area, wrapper FS methods based on binary vari-
ations of MHAs have been widely established in the liter-
ature. Methods such as Binary Bat Algorithm (BBA) [37],
[71], [72], [73], Binary Particle Swarm Optimization (BPSO)
[74], Binary Butterfly (BF) [75], Binary Ant Lion (BAI) [76],
Binary Harris Hawks (BHH) [77], Binary Gravitational
Search Algorithm (BGSA) [31], Binary Grey Wolf Opti-
mizer (BGWO) [62], Binary Artificial Bee Colony (BABC)
[78], Binary Dragonfly Algorithm (BDFA) [32], Binary Fire-
fly Algorithm (BFA) [79], Binary Butterfly (BBF) [75],
Binary Salp (BS) [80], Binary Flower Pollination Algorithm
(BFPA) [81], Binary Cuckoo Search (BCS) [33], Binary
Whale Optimization Algorithm (BWOA) [82], Binary Krill
Herd (BKH) [83] have been proposed by many studies. This
is because the FS problem is stated to be a binary optimization
problem [41], [55], [84], [85]. These methods have achieved
extraordinary results when compared to the continuous
versions of MHAs.

Despite the impressive results of binary FS methods, most
of them have been applied to solve FS problems in classi-
fication applications, while just a few have been utilized in
clustering applications, as illustrated in Table 1. This occurred
since FS in unsupervised learning (clustering) is more com-
plex and challenging than in supervised learning (classifica-
tion) [85]. The availability of labelled data in classification
applications makes the evaluation process for FS methods
much easier compared to the clustering applications where no
annotated data is presented. Additionally, most of the studies
have been tested on instances with a small number of features
(see Table 1). Accordingly, many methods have yet to be

tested to solve FS problems in real-world applications with
high-dimensional feature spaces and sparse or noisy features.
Hence, there is still a significant scalability gap in the FS
methods, which needs to be addressed in the future [84], [86],
[87]. Inclusively, several researchers have pointed out that
the future direction in the FS field is to improve the perfor-
mance of the existing FS methods rather than develop new
MHAs [55], [88], [89].

Numerous researches have shown that BBA is superior to
other binary MHAs in addressing FS problems and achieving
impressive results [34], [35], [37], [41], [71], [72], [73], [84],
[85], [88], [90], [91], [92], [93], [94], [95], [96], [97], [98],
[99], [100], [101], [102], [103], [104], [105], [106], [107],
[108], [109], [110], [111], [112], [113], [114]. In context
of classification, Nakamura et al. [90] proposed a wrapper
FS method that integrates the basic BBA with the speed
of the Optimum-Path Forest (OPF) classifier to find the
optimum feature subset that maximizes the classification
accuracy. Apart from OPF, different classifiers have been
utilized by many scholars to introduce various wrapper FS
methods, including BBA with K-Nearest Neighbor (KNN)
and BBA with Naïve Bayes (NB) [92], BBAKNN [101],
BBA-KNN and BBA-Support Vector Machine (SVM) [100],
and BBA-NB [94]. Some researchers have used various types
of transfer functions to test the standard BBA. For instance,
Rodrigues et al. [91] applied BBAwith two transfer functions
(e.g., sigmoid and hyperbolic tangent) to determine the best
feature set that could increase the classification accuracy.
Similarly, different variants of BBA based on six different
transfer functions were investigated in [103].

On the other hand, a number of researchers have introduced
various improvements into BBA to enhance the classifica-
tion accuracy. Table 1 shows various type of classifiers that
have been employed with BBA over the past years, such as
SVM, KNN, Linear Regression (LR), Decision Tree (DT),
and Random Forest (RF) in different kinds of applications.
For instance, BBA based on Greedy Crossover (GC) with
SVM [111], a sub-population technique was utilized to
enhance the BBA’s performance in the Niche BBA-KNN
method [109]. In [102], Cross Entropy (CE) was embedded
into BBA to increase the diversity of solutions, while modi-
fied velocity and position equations with mutation operators
were introduced to enhance the performance of the clas-
sification process [88]. Additionally, a hybrid FS method
was developed by Taha et al. [113], which first applied
the Mutual Information (MI) technique to rank the features.
Subsequently, the previously developed BBA-NB [94] was
employed to find the optimal feature set. In contrast, Tawhid
andDsouza proposed a hybrid BBA-Enhanced PSO-KNN for
improving classification tasks [84].

For enhancing the detection of white blood cells, wrapper
FS methods based on standard BBA with various classifiers
(e.g., LR, DT, KNN, and RF) were utilized [71]. Enache and
Science [34] adopted the FS method introduced in [93] and
integrated it with SVM and NB to create two wrapper FS
methods for improving the accuracy of the intrusion detection
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model. Similarly, BBA [108], [110], and its improved ver-
sions [97], [98], [99] were integrated with different classifiers
to introduce various wrapper FS methods for improving the
performance of the intrusion detection models. In addition,
Rajalaxmi and Ramesh [35] utilized the basic BBAwith JRip
for effective spam detection on Facebook.

Moreover, Janani et al. [107] proposed a hybrid GA-BBA
with two classifiers named NB and KNN for better spam
detection. Breast cancer detection was improved using wrap-
per FS methods based on basic BBA with various classifiers
such as Feedforward Neural Network (FNN) [95], SVM,
J48, and NB [104]. For the same detection task, the Correla-
tion Feature Selection (CFS) filter technique was hybridized
with BBA based on GC and SVM [105], while standard
BBA was integrated with SVM [96] and Extreme Learning
Machine (ELM) [106]. On the other hand, BBA-LibSVM
was employed to select an optimal feature subset for E-fraud
detection [37]. Last but not least, BBA was integrated with
DT, RF, and KNN were applied to improve the detection of
seizure episodes [112].

Regardless various works in this area, BBA in classifica-
tion task is still a straightforward task since the data trained
in these models are pre-labelled. In contrast, few studies
have been observed to work on BBA for clustering tasks.
Researchers such as BBA-Kmeans [85], BBA-Kmeans based
on modified velocity equation and mutation operator [72] as
well as a tunned BBA-Kmeans with KNN [73] were devel-
oped for high clustering performance. Apart from classifica-
tion and clustering tasks, some scholars have utilized BBA
to solve FS problems in other applications. For instance,
Xingwang Huang et al. [41] proposed their enhanced BBA,
named the Dynamic Inertia Weight Binary Bat Algorithm
(DIWBBA) algorithm. The enhancements include introduc-
ing an adapting dynamic inertia weight strategy to control the
magnitude of the velocity of BBA to increase the convergence
rate and achieve the right balance between exploration and
exploitation. The experimental results confirm the effective-
ness of their algorithm over five zero-one knapsack datasets
and thirteen benchmark functions.

In spite of the good results that previous studies have
achieved, several limitations have been identified. Such prob-
lems need to be investigated further. For instance, many
researchers have employed wrapper FS methods based on
BBA with various classifiers for classification applications,
but just a few studies have focused on clustering applica-
tions. This could be because FS for unsupervised clustering
learning is more difficult than FS for supervised classifi-
cation learning [85]. Furthermore, applications for BBA in
real NP-hard applications (e.g., clustering, anomaly intrusion
detection, spam classification, WBC classification, breast
cancer classification, etc.) are still in their infancy. This
implies that more research needs on these applications and
other real NP-hard applications is required [39], [40], [41].

Furthermore, most BBA studies have been conducted
on small datasets with limited features. According to
Brezocnik et al. (2018), datasets with up to 150 features are

considered to be small datasets (low-dimensional datasets)
and datasets with more than 2000 features are large datasets
(high-dimensional datasets). According to Table 2.6, the
majority of BBA studies tested their methods on small
datasets [34], [35], [41], [71], [72], [73], [84], [85], [93],
[94] [95], [97], [98], [102], [104], [108], [110], [113] and
medium datasets with feature greater than 150 and less than
2000 [88], [90], [91], [92], [100], [107], [109], [111], [112].
On the other hand, several research papers have examined
large datasets [37], [96], [99], [101], [103], [105], [106].
Despite the variation in data sizes, all previous research
employed pre-defined values for the two most critical BBA
parameters: A and r . According to the literature, such set-
tings may work well for some datasets but not for all,
as the values of r and A mostly depend on the scale of
the dataset and the application’s domain [39], [52]. Real-
world applications, like text mining applications, typically
have large datasets with a high number of features (greater
than 2000 features). Thus, more investigation is required to
develop techniques to find the optimal settings for the A and
r parameters [75], [84], [87], [124], [125], [126]. To solve
this issue, many researchers in the literature have introduced
various techniques for tuning or controlling different BBA’s
parameters.

Setting up the parameters of BBA has a significant impact
on its behavior when searching for promising regions, as well
as affects the quality of final solutions [53], [127]. Con-
sequently, tuning and controlling parameters become opti-
mization problems [128]. In the literature, many parame-
ter setting up methods have been introduced. According to
Parpinelli et al. [127], who adapted and merged the clas-
sifications introduced in [129] and [130], the methods for
setting parameters are classified into two major categories:
tuning (offline) and controlling (online) techniques. On the
one hand, parameter tuning techniques examine different val-
ues for parameters prior to algorithm implementation. The
main goal is to determine the best setting values for the
parameters, which can then be utilized as recommendations
for any future runs. Tuning parameters typically use static
values or previously adjusted values for parameters. This cat-
egory is further divided into three types: 1) manually set-
ting up parameters (the trial-and-error method); 2) carrying
out pre-planned experiments; and 3) applying meta-heuristic
algorithms. Manual setting is based on the user’s previous
experience, in which they adjust the parameter values before
each execution. Experimental planning involves setting up
tests for a group of parameters’ values first, then identify-
ing the best configuration through analyzing the obtained
results. The meta-heuristic setting technique is based on
changing the parameter values using an algorithm. However,
tuning parameters with these techniques has been found to
be time-consuming due to the large number of values that
each parameter must be tested until the optimal value is
identified [131], [132].

On the other hand, controlling parameter techniques adjust
the values of the parameters as the algorithm executes.
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TABLE 1. Summary of BBA related works.

In other words, the designers of the algorithms exclude them-
selves from the responsibility of modifying such param-
eters. Controlling parameter techniques include a number
of significant properties that make them more appealing
to a wide number of researchers working on enhancing
MHAs [127], [131], [133]. For instance, parameter values
do not need to be initialized before running the algorithm,
and their values can change based on feedback from the
search process. It consumes less computing time to find opti-
mal solutions and avoid falling into local optimal solutions,

which improves the quality of the results. Similar to the tun-
ing parameter category, the controlling parameter category
is also classified into three types: deterministic (rule-based);
adaptive (feedback-based); and self-adaptation (aggregated
control) [134]. Deterministic control techniques modify the
parameter values during algorithm implementation without
relying on feedback from the search process. In contrast,
adaptive control techniques exploit feedback information
from the search process to determine how the value of the
parameter must be adjusted. Self-adaptive control techniques
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encode the search space into parameter values, and the param-
eter is directly coded in the solution vector as extra dimen-
sions and later adjusts itself throughout the optimization
process.

Adaptive control techniques consist of several techniques.
Simple rules, fuzzy control, learning automata, and entropy
are a few examples. Among these techniques, deterministic
and simple rule techniques have been widely used for set-
ting up parameters of different MHAs [127]. This is due to
their simplicity and low computational effort [130], [127].
Deterministic control techniques employ a rule to adjust the
parameter value, which updates the parameter value without
relying on the search space’s feedback [130]. Literally, a pre-
defined function is employed to modify the parameter value
throughout iterations, e.g., the parameter value starts with a
small value and gradually grows during the iteration process.
In the case of simple rule control techniques, the parameter
values are adjusted based on simple rules that are established
based on the feedback information. This information could
be fitness value, iteration number, diversity measurements,
etc. [130].

As it is reported in Table 1, almost all studies have utilized
the auto-zooming feature in BBA with predefined values for
A and r parameters. This is a limitation as the values for
such parameters could be a good choice for some appli-
cations but not for others because the optimal values basi-
cally depend on the application domain and the scale of
the datasets used [39], [53]. Among the studies in Table 1,
Alam [73] utilized a tuning trial and error technique to set
up three parameters: A, r , and f to boost the exploration
ability of BBA. However, tuning techniques are reported
to be time-consuming and difficult to apply as many val-
ues must be investigated before the ideal values are recog-
nized [127], [131], [135], [136]. Utilizing controlling tech-
niques, Taha et al. [94] introduced an adaptive simple rule to
control the maximum values for the velocity and A param-
eters to increase the exploration process of BA. However,
Taha et al. [94] have only concentrated on adjusting A while
ignoring the r parameter, despite the fact that the interaction
of both parameters is critical for achieving a fair balance
between BBA exploration and exploitation processes [71],
[137], [138], [139]. Xingwang Huang et al. [41] applied an
adaptive inertia weight to control the degree of BBA’s veloc-
ity to obtain the right balance between global search and local
search. As a result, a new variant has been introduced called
DIWBBA. However, the authors have totally neglected the
two most influential factors (A and r parameters) in obtaining
the optimal balance.

To highlight, several techniques have been designed
in the literature to tune or control A and r parameters
[125], [131], [137], [140], [141], [142], [143], [144], [145],
[146], [147], [148]. However, these techniques have been
developed to enhance the performance of the continuous ver-
sion of BA, which has been applied to solve the FS prob-
lem for datasets that are not textual. As a matter of fact,
BA differs from BBA in the representation of the feature

space and the selection mechanism for the optimal feature
subset [84], [149]. To illustrate, a threshold has to be defined
in advance to select the best features for the continuous ver-
sion BA, while BBA does not need this as each selected
feature is represented by 1 and 0 indicates that the feature
is not chosen [149].

Due to the variance in the representation and the utilized
datasets, there is no guarantee that existing tuning and con-
trolling techniques for BA will enhance the performance of
the BBA in finding the optimal feature subset for achieving
accurate detection of events [84], [149], [150], [151]. This is
mostly because of the No-Free Lunch theorem [152], which
states that there is no universal algorithm to solve all kinds
of optimization problems. In other words, there is no one
algorithm that can solve FS problems for all datasets [153].
To the best of our knowledge, BBA has not yet been applied
to solve FS problems in the ED field of application. This
scenario motivates this study to adapt the DIWBBA [41] by
designing two adaptive simple rule techniques to control A
and r parameters for improving the exploration ability of
the DIWBBA and balancing it with the exploitation process.
Such techniques prevent DIWBBA from falling into local
optimum solutions and overcome the premature convergence
problem. As a result, a new variant was developed, which is
called Adaptive BBA (ABBA). Subsequently, this research
used ABBA to construct the wrapper FS method to solve the
FS problem of the introduced ED model in this study and
obtain highly accurate detection of events.

III. MATERIALS
A. BAT ALGORITHM (BA)
The basic Bat Algorithm (BA) was designed by
X. S. Yang [154], who idealized the echolocation property
of microbats and converted it into a numerical optimization
algorithm of four main steps as follows:
• A population of bats (solutions) is initialized using ran-
domly selected values from a set of real numbers accord-
ing to (1):

xij = xmin + ϕ(xmax − xmin) (1)

where i = 1, 2 . . . .N , j = 1, 2, . . . ..d , xmin and xmax are the
lower and higher borders for dimension j, respectively. ϕ is a
randomly selected value from [0,1].
• For every single bat, it has frequency fi, velocity vi,
and position (solution) xi which are updated during the
iterations. Hence, the new frequency f ti , velocity v

t
i , and

position (solution) x ti at time step t are computed using
(2), (3), and (4):

f ti = fmin + (fmax − fmin)β, (2)

vti = vt−1i + (x t−1i − x∗)f ti , (3)

x ti = x t−1i + vti , (4)

where β is a random number selected from [0,1]. x∗ is the
current global best solution for all N bat that has been found
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so far. In addition, each bat has a frequency uniformly cho-
sen from [fmin, fmax]. To improve the local search, each bat
walks randomly around the best solution that was found. This
way, a new solution for every single bat is generated locally
using (5):

xnew = xold + εAt , (5)

where ε is a random number selected between [−1,1], and
At =< Ati > denotes the average loudness of all bats at t
iteration. xold is the best solution identified using Equation 1.
• At the beginning, different initial values are assigned to
the r and A parameters of BA using random techniques.
After that, at every iteration, both parameters r and A are
adjusted utilizing (6) and (7), where this happens only if
the new solutions are improved.

At+1i = αAti , (6)

r t+1i = r0i
[
1− exp (−γ t)

]
(7)

where γ and α are constants; for any 0 < α, γ < 1.
• If the obtained solutions satisfy the given condition, then
these solutions are saved as the best solutions. Finally, all
bats are ranked to identify the current best solution (x∗).

Algorithm 1: Bask Bat Algorithm (BA)
Input: Original feature sets, initialize parameters of BBA (population size (n), number of
features (dim), max number of iterations for BBA (Tba), loudness (A), pulse emission rate (r).
alpha (α), gamma (γ ). Beta (β). maximum frequency (fmax). minimum frequency (fmin)
Output: Optimal feature subset that gives the highest objective function value

———————————————————————————————————————-
1 Objective function: f (x), x = (x1, . . . , xd)

T

2 Initialize the bat population: Xi(i = 1, 2, . . . , n) and vi
3 While (t < Tba)
4 Generate new solutions by adjusting frequency, and updating velocities and
5 locations/solutions [equations (2) to (4)]
6 IF (rand > ri)
7 Select a solution among the best solutions
8 Generate a local solution around the selected best solution [equation 5]
9 End If
10 Generate a new solution by flying randomly
11 IF (rand < Ai & f(xi) < f(x∗))
12 Accept the new solutions
13 Update ri and reduce Ai [equations 6 and 7]
14 End If
15 Rank the bats and find the current best solution (x∗)
16 End While
17 Postprocess results and visualization

Algorithm 1 [154] shows the important steps of the stan-
dard BA. In many applications, BA has been utilized as an
optimum FS technique to select optimal features [35], fac-
tor values [155], or values [156] from a range of options
in order to improve the performance of a model or a sys-
tem. Many studies [39], [84], [85], [157], [158] have demon-
strated the effectiveness of BA in outperforming various
existing benchmark MHAs. The reason for this achievement
is the diversity of solutions and frequency variations [159].
Furthermore, all BA parameters can be updated during
iterations, whereas the majority of MHA parameters are
fixed [53], [94], [145], [160].

Moreover, BA can automatically zoom into the optimal
solution region with local intensive exploitation. In contrast,

many MHAs lack this ability [71], [137], [159]. Finally,
BA is highly effective for obtaining good solutions to var-
ious complex and optimization problems in a short period
of time due to its fast convergence rate. Having such key
advantages, BA has been widely used to select the best
features in a variety of data mining applications, including
clustering, truck and trailer routing problems, community
detection, spam detection, e-fraud detection, and image pro-
cessing [43], [131], [159], [161], [162], [163], [165]. How-
ever, there is a great lack of research on applying BA to
solve FS problems in text mining applications like ED or
TDT [39], [40]. Such applications appear to be popular and
active research topics [1], [4], [166], and are distinguished by
the high dimensionality of their feature spaces, on which BA
has not been well validated [75], [84], [125], [159].

Several changes have been made to the BA structure to
address issues like the fast convergence rate and poor explo-
ration ability. This has resulted in emergence of numer-
ous variants [39], [40], [53], [167], [166], [167], [168],
[169], [170], [171], [172]. The BBA [37], [71], [88], [90] is
one of the most well-known variations of BA for handling FS
problems in different data mining applications.

B. BINARY BAT ALGORITHM (BBA)
Nakamura et al. [90] introduced a binary version of BA called
BBA. The BBA has similar steps as the basic BA but with a
slight variance in the update solution equation (4). In other
words, (4) is replaced with binary vectors by applying a sig-
moid function (8):

S(vji) =
1

1+ e−v
j
i

, (8)

Thus, new BA’s solution is modified using (9):

x ji =

{
1 if S(vji) > σ

0 if otherwise
(9)

where (1) indicates that the feature is selected and (0) repre-
sents that the feature is not discarded, where σ ∼ U (0, 1).

Due to the similarity of their structures, BBA has
the same characteristics and advantages as BA. How-
ever, BBA has shown promising results in solving FS
problems in a variety of real NP-hard applications com-
pared to the basic BA [4], [48] and other binary MHAs
[35], [37], [99], [101], [173], [174], [175], [176], [177],
BBA As a result, BBA has emerged as a promising solu-
tion to FS problems in a wide range of data mining appli-
cations [34], [35], [36], [37], [38]. For the same reason, a
wrapper FS method based on BBA and MCL has been pro-
posed in our previous work [43] to increase the accuracy of
the ED model for heterogeneous textual datasets. However,
BBA-MCL has not performed well in several datasets due to
the use of fixed values for BBA’s A and r parameters. This
causes BBA to converge quickly and fall into local optimum
solutions for certain datasets. To overcome this problem, this
study developed a new variant of BBA based on adaptive
techniques for controlling A and r parameters.
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C. ADAPTIVE BINARY BAT ALGORITHM (ABBA)
This section presents a complete description of the proposed
ABBAMCL to solve the FS problem for the ED model. The
ABBA algorithm in the proposed ABBAMCL FS method
has the same steps as the original BBA. However, several
modifications were introduced to increase the convergence
rate as well as improve the exploration and exploitation capa-
bilities of BBA. As a result, a new variant of the BBA was
introduced, named ABBA. The changes were made to three
parts of the original BBA: 1) the velocity equation; 2) accept-
ing new generated solution conditions; and 3) updating the
r and A equations. (1) and (2) were inspired by Xingwang
Huang et al. [41] and Chakri et al. [125], respectively. As for
the third improvement, it was proposed by this study. The key
improvements and features of ABBAMCL are described as
follows:

D. UPDATE VELOCITY EQUATION
The velocity update equation (3) consists of two parts. The
first part vt−1i represents the velocity of the population, while
the second part ( x t−1i − x∗) fi, controls the velocity of the
ith position x t−1i with the guidance of the global best solution
x∗. These two parts affect the global and local search of the
BBA, as the first part is reported to decrease the convergence
rate, while the second part leads to a premature convergence
problem [178]. Some BBA variants have recently been intro-
duced to address this issue [41], [148], [178], [179], [180].
Xingwang Huang et al. [41], Yılmaz and Küçüksille [87]
proved that BBA can generate better solutions with the help
of the neighbor bat (kth solution). For this reason, inspired by
Xingwang Huang et al. [41], the velocity update equation of
the original BBA was modified using (10) and (11):

vti = ωv
t−1
i +(x

t−1
i −x∗)fiS1+

(
x t−1i − x tk

)
fiS2 (10)

S1 + S2 = 1, (11)

whereω represents the dynamic inertia weight strategy which
controls the vti of the ith bat, x tk denotes one of the best solu-
tions arbitrarily chosen from the population (i != k), S1 is a
self-adaptive learning parameter for the global best solution
x∗, while S2 is a learning parameter of kth solution. S1 ranges
from 0 to 1 and S2 ranges from 1 to 0. In this modification, the
kth solution information is employed to guide the kth solu-
tion to avoid BBA from falling into local optimum solution.
To illustrate, as S1 is enlarged, the effect of the x∗ solution
becomes better than the x tk and vice versa. The update formula
for S1 is given in (12):

S1 = 1+ (Sinit − 1)
(
itermax − iter

itermax

)n
(12)

where Sinit indicates the initial impact value of S1, itermax
denotes the maximum number of iterations, iter denotes the
current iteration, and n represents a nonlinear modulation
index. S1 is nonlinearly increased from Sinit to 1 as iter is
increased meanwhile S2 is reduced from (1 −Sinit ) to 0, cor-
respondingly. The small S1 and large S2 allow bats to discover

the whole search space instead of flying in the direction of
the best bat. In contrast, a large S1 and a small S2 let the
bats reach the global best solution in the later stages of the
search process. The modification to the velocity update equa-
tion helps in enhancing the global search and improving the
convergence of the BBA into the global best solution during
the final stages of the optimization. As for ω, it was inspired
by Lei and Pu [181] to control the degree of the velocity for
the ith bat and it is computed using (13):

ω = ωmax

(
exp

(
−m×

(
iter

itermax

)m))
(13)

where iter represents the current iteration, itermax denotes the
maximum number of iterations, ωmax indicates the maximum
value of inertia weight, and m is a constant number greater
than 1. To automatically shift from global search to local
search, Xingwang Huang et al. [41] introduced an adaptive
strategy that states BBA shifts to extensive exploitation with
a small value of m If the current global best solution is not
enhanced after c iterations or continues the exploration search
with the present m. The strategy is illustrated by (14):

m =

{
m x i+c∗ ≥ x

i
∗

s1s2m otherwise
(14)

where c denotes the defined interval of iterations while x i+c∗
and x i∗ indicate the (i+c)th and ith values of global best solu-
tion x∗, respectively. This modification contributed to the dis-
persion of the solutions obtained by BBA from binary search
space and hence achieved more accurate event clusters.

E. ACCEPT NEW GENERATED SOLUTION CONDITION
Acceptance of a new solution involves the satisfaction of
two conditions. First, the solution must generate an objective
value larger than the global best solution (i.e., for the max-
imization problems). Second, a randomly produced number
must be lower than the current corresponding A. In some
cases, the movement of the bat may generate a solution bet-
ter than the global best solution, but it cannot be accepted
because the randomly produced number is greater than the
current A. Especially near the end of the iterative process,
where the value of A becomes low. For that reason, and
inspired by Chakri et al. [125], an amendment was made to
allow the BBA to accept the new solution whenever it is better
than the global best solution, even if the randomly generated
number is not lower than A′s value, as it is given in (15):

if (rand < Ai) OR (f (xi) < f (x∗)) (15)

F. UPDATE A AND R EQUATIONS
Tuning the parameters of an algorithm is time-consuming
[131]. Thus, to avoid the trial-and-error procedure for choos-
ing the appropriate values of r and A parameters of BBA,
an ABBA is proposed in this study, which has at least two
advantages:

� No predefined setting values are needed for A and r
before the ABBA run is begun.
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� The A and r parameters are updated throughout the
ABBAMCL’s run based on the number of the feature
vectors within the search space of the given dataset and
the iteration process.

The equations (6) and (7), which were introduced by X. S.
Yang [154], have been used to update A and r and cause them
to reach their final values during the iterative process rapidly.
As a result, the possibility of exploring all unseen features is
reduced due to a higher r rate and low A. Therefore, this study
proposed adaptive techniques for increasing and decreasing r
and A monotonically, as depicted in (16) and (17):

ri =


ri +

(
1
FV
× it

)
it ≤ 50

ri +
( ri
it

)
otherwise

(16)

Ai =


Ai −

(
1
FV
× it

)
it ≤ 50

Ai −
(
Ai
it

)
otherwise

(17)

where Ai and ri are the loudness and emission rate for ith bat
in the population, it represents the current iteration, and FV
denotes the number of feature vectors in ith iteration. Initially,
ABBA starts to perform a global search to explore the feature
search space more effectively. This strategy was achieved by
assigning a low value to ri for the first 50 iterations. However,
this low value should not be continued. Thus, as the iterations
approached the end (100 iterations), a large value was given
to the ri, so bats could shift into the exploitation stage.
On the other hand, Ai accepts or rejects the new produced

solution. Its importance appears when it discards some solu-
tions; it prevents BBA from falling into local optimum solu-
tions and dodges premature convergence. Therefore, a large
value has been given to Ai for the first 50 iterations to increase
the chances of accepting some solutions. Consequently, allow
bats to explore the feature more thoroughly to avoid becom-
ing trapped in the local optima solution. In contrast, a small
value has been given to Ai for the later iterations, so that more
new generated solutions are accepted and allow the bats to
converge into the optimal solution. The initial values for ri
and Ai have been defined using (18) and (19) as follows:

Ai(init) = 1− (
1

Number of feature vectors
) (18)

ri(init) = (
1

Number of feature vectors
) (19)

To sum up, this study proposed simple adaptive techniques
to control the r and A parameters so ABBA can explore the
whole feature space more effectively and avoid getting stuck
in local optimum solutions at early stages.

G. MARKOV CLUSTERING ALGORITHM (MCL)
The MCL algorithm was introduced by Van Dongen [182].
MCL was initially used in bioinformatics to identify pro-
tein interactions, sequence analysis, and determination of
protein function [183], [184]. Later, MCL has been widely

used as a clustering method in a variety of fields, including
ED [45], [46], [47], [48], [49], spam detection [185], [186],
video processing [187], image processing [188], etc. MCL is
well-known in the ED field as a popular dynamic graph ED
method that set apart from other graph-based methods due to
its several advantages [44], [45], [183], [189]. For instance,
MCL is simple to use, works well with both weighted and
unweighted graphs, produces well-balanced non-hierarchical
clustering results, and can handle noisy data within a graph.
On top of that, it is faster than other graph-based methods
and does not require determining the number of clusters in
advance. This is very vital when dealing with the ED task,
as the number of events cannot be predicted in real life. Given
such features, MCL has been used with BBA as a wrapper
FS method to improve ED’s performance in our previous
work [43] as well as in this study. Initially, MCL walks ran-
domly through a graphG and does not leave the cluster until it
visits many nodes within the cluster. Algorithm 2 [183] shows
the pseudocode of the MCL algorithm.

Algorithm 2: Basic Markov Clustering Algorithm
(MCL)
Input: Undirected weighted graph G, initialize parameters of MCL,
pruning threshold (p), expansion (exp), inflation (inf).
Output: Clustering matrix M into Clusters

———————————————————————————————
1 Create the adjacency matrix A of graph G
2 Add self-loop to graph G, A = A +1
3 Normalize each column of matrix A, to get Markov M
4 M = AD -1, where D is the matrix degree diagnosis of A
5 Repeat steps 6 and 11 until a steady state is reached (convergence):
6 M = Expansion (M): =M ∗M
7 M = Inflation (M. ∧ inf)
8 M = Prune (M) using p
9 |Mij = 0 if Mij < minval

10 EndSteps
11 Interpret resulting matrix M to identify the clusters

MCL implements three main steps, namely expansion,
inflation, and pruning. In the expansion step, new flows are
opened, and more flows are increased between the existing
nodes within the transition probability matrix M. In other
words, expansion aims to generate new non-zero values in
M by introducing new edges and removing the unwanted old
ones from the graph. On the other hand, in the inflation step,
every single element of the matrix M is raised by the infla-
tion parameter r . This operation is known as the Hadamard
operation, and it is calculated using (20):

Minf = Inflate (M , r) =
M (i.j)r∑n

k=1M (k, j)r
(20)

This step tends to strengthen the strong edges and break
down the weak edges. Finally, the pruning step is carried
out after the inflation operation within each iteration in order
to save memory. Whereby, it eliminates the weak edges and
removes zero values from theM matrix. In summary, expan-
sion, inflation, and pruning steps are iteratively employed
until there is no more change in M ’s elements or there are
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slight changes from the elements in the previous matrix of
MCL, i.e., tillM is converged. As a result, the given graph is
partitioned into many clusters without any overlapping.

IV. THE PROPOSED METHODOLOGY
Typically, the EDmodel has five main phases: (1) data prepa-
ration phase, (2) text preprocessing phase, (3) FS phase,
(4) ED phase, and (5) evaluation phase. The implementa-
tion of the experiment for this study was done using Python
(version 3.7) on a machine with Windows 10 and 8GB of
RAM. The next subsections describe every single phase in
the EDmodel as well as the parameter settings for the applied
methods.

A. DATASETS PREPARATION PHASE
To assess the effectiveness of the proposed wrapper
ABBAMCL FS method in terms of ED performance,
12 datasets were used. Specifically, 10 secondary datasets
(benchmark news datasets) and 2 primary datasets (Face-
book news posts) were used (see Table 2). These datasets
were shaped from five main datasets (20newsgroup, news
aggregators, RSS news feeds, news articles, and Face-
book news posts) as being done by studies in [13], [61],
[190], [191], [192]. The real reason behind this formation
is to generate textual datasets that are sparse and represent
feature spaces with various dimensionalities, such as low,
medium, and high-dimensional feature spaces. In addition,
such datasets were employed to test and evaluate the perfor-
mance of the proposed ABBAMCL method with different
numbers of documents, features, and events. To highlight,
stratified random sampling was used to determine the number
of documents and events, while TFIDF was applied to obtain
the number of features.

TABLE 2. Characteristics of the text news datasets.

To illustrate, six distinct datasets (DS1-DS6) were cre-
ated from 20newsgroups. DS1 includes 100 random docu-
ments that belong to 5 events. DS2 contains 100 random
documents that were assigned to 10 events. DS3 includes
100 documents that were allocated to 20 events. DS4 consists
of 200 random documents that were assigned to 10 events.
DS5 contains 200 documents that belong to 20 events.

DS6 includes 300 documents that were allocated to 20 events.
Additionally, D7 and D8 were shaped by randomly choosing
800 and 2000 documents from the news aggregator dataset,
respectively, which were assigned to 4 events. DS9 consists
of 1467 news articles, while DS10 contains 2095 RSS news
feed documents, which were scattered over 56 events. Finally,
D11 includes 1139 Facebook news posts that were allocated
to 33 events, whereas D12 contains 1074 Facebook news
posts that were assigned to 16 events.

B. TEXT PRE-PROCESSING PHASE
In this section, the textual contents of news documents were
processed, and term-vector representations were constructed.
This study applied five widely used preprocessing steps in the
area of ED, namely, stop words removal, URL removal, tok-
enization, stemming, and text document representation using
the weighting scheme TFIDF.

C. FEATURE SELECTION PHASE
Let n be a collection of news text documents that include a set
of features F = {f1,1, fi,2, . . . , fi,j, . . . , fn,m}, where m is all
unique features from n documents, i represents the number
of news document, and j denotes the number of features.
Let SF = { sf1,1, sfi,2, . . . , sfi,j, . . . , sfn,t } represents the set
of informative features which were chosen by the proposed
wrapper ABBAMCL FS method with a new number of fea-
tures, t denotes the new number of exclusive features, and
sfi,j ∈ {0,1}, if sfi,j = 1, means j feature is selected while
0 denotes that j feature is rejected. Indeed, the proposed wrap-
per ABBAMCL FS method implicitly consists of a search
technique (ABBA) which works in parallel with the underline
graph-based ED (MCL) for the ED phase of the ED model.
Hence, the FS phase implicitly works in parallel with the next
ED phase. The implementation of ABBAMCL for choosing
the optimal features is depicted in Fig. 1.

D. EVENT DETECTION PHASE
In this phase, MCLworks simultaneously with BBA from the
FS phase. Every single bat in the swarm of the ABBAMCL
method begins with randomly initialized solutions. The set
of bats is denoted by rows, i.e., vectors. The jth location
in the bat indicates the status of the jth feature, i.e., if j =
1 Ü selected or j = 0 Ü not selected. Additionally, the
solution generated by every bat is used to build an undirected-
weighted graph, which is later given to the MCL to divide it
into distinct event clusters. Subsequently, the modularity Q
metric was employed to measure the granularity of the clus-
tering process, whereby a large value ofQ represents the high
quality of the cluster’s structure. At each iteration, the fitness
Q value is calculated for every single solution produced by
the ABBAMCL FS method to decide if an enhancement is
recognized to admit and save it or discard it. After that, all
generated solutions of ABBAMCL are ranked, and the solu-
tion with the highest fitnessQ value is chosen as the optimum
feature subset at that iteration. This process is repeated for
all iterations until the stopping criteria for ABBA is met,
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FIGURE 1. The proposed wrapper ABBAMCL FS method.

Algorithm 3: ProposedWrapper ABBAMCLFSMethod
Input: Original feature sets, initialize parameters of BBA (population size (n), number of features (dim,) max
number of iterations for BBA (Tbba ), loudness (A), pulse emission rate (r), alpha (α), gamma (γ ), Beta (β);
maximum frequency (fmax minimum frequency (fmin), initial value of impact (Sinit), maximum inertia value
(Wmax) nonlinear modulation index (nmi), constant number (m); initialize parameters of MCL
(pruning_threshold (p), expansion (exp), inflation (inf))
Output: Optimal feature subset that gives clusters (events) with the highest Modularity (Q) value

——————————————————————————————————————————–
1 Initialize each bat in the population Xi (i = 1, 2, . . . n)
2 Find the current best solution by evaluating all solutions Xi . . . n as follows:
3 Calculate cosine similarity for the feature vectors in dim to create the adjacency matrix A
4 Construct the graph based on Adjacency matrix A
5 Run MCL (see Algorithm 2)
6 Calculate the fitness of each xi using Q metric [equation 21]

7 While (t < Tbba)
8 For each bat i = 1to n do:
9 For each feature j = 1to dim do:

10 Generate new solutions by adjusting fi [equation 2]
11 Update vi [equation (10-14)]
12 Update location [equation &&9]

13 (rand > r)
14 Select a solution among the best solutions
15 Generate a local solution around the selected best solution [equation 5]
16 End If
17 End For
18 Generate new solutions by flying randomly
19 Evaluate new solutions by repeating steps (2-6)
20 If (rand < A) OR (f(xi) < f(x∗))[equation15]
21 Accept the new solutions

22 Increase r [equation 16] and reduce A [equation 17]

23 End If
24 Rank the bats and find the current best solution (x∗)
25 End For
26 End While
27 Return the optimal subset of features along with the set of clusters (events).

i.e., the iteration number reaches 100. Lastly, the output
event clusters based on the optimum feature subset associ-
ated with the highest Q value are selected as the final output
event clusters. Algorithm 3 shows the pseudocode for the
proposed wrapper ABBAMCL FS method with the above-
mentioned changes. The enhancement parts are shown in
bold.

E. EVALUATION PHASE
Various evaluation metrics were used in this study for this
phase. To begin with, Q was employed as a fitness function
for the proposed wrapper ABBAMCL FS method to evalu-
ate its performance in terms of selecting the optimal feature
subset. Newman [193] proposed a Q metric to evaluate the
quality of the identified event clusters. The main idea of Q
is to compute the density of intra-cluster edges for a given
random graph that has no clear structure for clusters and
compare it with the density of inter-cluster edges. In fact,
according to the type of graph under research, various formu-
las of Q have been introduced in the literature, e.g., directed-
weighted graph or undirected-weighted graph. In this study,
an undirected weighted graph was constructed and given to
the MCL. Therefore, the formula that is given by (21) was
used:

Q =
1
2m

∑
i,j

[
wij −

kikj
2m

]
δ
(
Ci,Cj

)
(21)

wherem represents the number of edges, ki denotes the degree
of node i, while kj indicates the degree of node j, Ci repre-
sents the community that node i belongs to, Cj denotes the
community that node j is assigned to, and (Ci, Cj) = 1,
if i and j are allocated to the same community, otherwise it
equals 0. In addition, three evaluation measurements, namely,
F-measure (F), Precision (P), and Recall (R), were also uti-
lized to evaluate the performance of the proposed wrapper
ABBAMCL FS method. In the literature, F , P, and R have
been widely used to evaluate various FS methods in the text
clustering area [194], [195]. The same metrics have been
employed to assess the performance of different detection
methods in the ED field [9], [11]. F is based on two mea-
sures: P and R, which are computed using (22) and (23),
respectively.

P (i, j) =
ni,j
nj
, (22)

R (i, j) =
ni,j
ni
, (23)

where, ni,j represents the number of documents for class i in
cluster j, nj indicates the number of documents for cluster j
and ni denotes the number of documents for class i. F for F
for the class i in cluster j is computed using (24):

F (i, j) =
2× P (i, j)× R (i, j)
P (i, j)× R (i, j)

(24)

P (i, j) indicates the precision of documents for class i in
cluster j, R (i, j) represents the recall of documents for class i
in cluster j, and the F for all clusters is calculated according
to (25):

F =

∑K
j=1 F(i, j)

K
, (25)

where K represents the total number of generated clusters.
Total average for F , P, and R are calculated using (26):

MAVG =
1
w

w∑
i=1

M∗i (26)
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where M in M∗i denotes either F , P, or R measure in ith run.
Besides all the above evaluation metrics, the Selected Feature
Ratio (SFR) metric is also utilized and calculated using (27):

SFR =
1
w

w∑
i=1

length(x)∗i
|D|

(27)

where w represents the total number of runs, |D| indicates the
total number of features, and (x)∗i denotes the length of the
chosen feature subset at ith run. To illustrate, FAVG, PAVG,
RAVG, and SFR results for 10 runs over 12 news datasets
were recorded to evaluate the performance of the proposed
wrapper ABBAMCL FS method. In addition, ABBAMCL’s
performance was compared against the standard MCL, BBA,
BGA,BPSO, BBDFA,BGSA,BCS, BBF, BHH,BS, BGWO,
and DIWBBA.

V. PARAMETER SETTINGS
Table 3 shows the parameter settings for all the methods
that were applied in the experiment for this study. In the
case of MCL, several preliminary experiments were con-
ducted to determine the values of the inflation and prun-
ing parameters of MCL (see Table 3). For the other MCL’s
parameters, the default values used by the original study
were employed [182]. On the other hand, the parameters
for the comparative MHAs were adopted from their origi-
nal studies: GA [29], BPSO [29], BDFA [66], BGSA [31],
BCS [33], BBF [75], BHH [77], BS [196], BGWO [197],
DIWBBA [41], and BBAMCL [43]. These studies have
verified the effectiveness of such values in obtaining good
results. A population size of 20 was employed for all com-
parative algorithms, and every single algorithm was termi-
nated after 100 iterations. The results from the proposed
method ABBAMCL were recorded for 10 independent runs
and compared against the results obtained by GA, BPSO,
BDFA, BGSA, BCS, BBF, BHH, BS, BGWO, DIWBBA,
and BBAMCL. To emphasize, the values used for the BBA’s
parameters were the same as the settings used in our previous
work [43].

VI. EXPERIMENTAL RESULTS
This section presents the experimental results for the pro-
posed wrapper ABBAMCL FS method performance over the
12 datasets from three different perspectives as follows:

A. EVALUATION METRICS
The performance of the proposedABBAMCLFSmethod and
other comparative methods based on the total average value
of the evaluation metrics F , P, R, and SFR (i.e., FAVG, PAVG,
RAVG, SFR), and the computational time for 10 independent
runs are given in Tables 4, 5, 6, 7 and 8 respectively. The
best results are shown in bold text. According to Table 4, the
ABBAMCL FS method has higher F scores in comparison
with other benchmark FSmethods for the majority of datasets
(DS1-DS7, DS9, and DS11). BBFMCL achieved the best F
values in two datasets (DS10 and DS12), while BGWOMCL
obtained the highest F score in DS8.

TABLE 3. Initial parameters setting for the comparative methods.

Table 5 outlines P scores for the proposed ABBAMCL
method and all comparative FS methods. It shows that
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TABLE 4. performance of FS methods based on FAVG.

TABLE 5. Performance of FS methods based on PAVG.

TABLE 6. Performance of FS methods based on RAVG.

TABLE 7. Performance of FS methods based on SFR.

ABBAMCL achieved the best P scores in 7 datasets (DS1-
DS4, DS6, DS7, and DS10). In contrast, BBAMCL achieved
the best second P values in 3 datasets (DS5, DS9, and DS12)
in comparison with the other comparative FS methods. The
BGSAMCL, BBFMCL, and BS-MCL came in third place
with the best P values for a single dataset.
Based on Table 6, it is found that BSMCL obtained better

R scores in comparison with other FS methods in 5 datasets
(DS1, DS3-DS5, and DS11). BBFMCL ranked second with

the best R results in 3 datasets (DS6, DS10, and DS12). In the
same context, the proposed ABBAMCL and BGWOMCL
achieved the best R scores in two datasets for each, whereas
BHHMCL obtained the best R in one dataset, as depicted in
Table 6.

Table 7 shows the outstanding performance of the
ABBAMCL FS method in terms of selecting the low-
est number of features in almost all datasets (DS1-DS4,
DS6-DS10) for which it has recorded the best F (see Table 4).
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TABLE 8. Average computational time (in seconds) for different FS methods.

BSMCL placed second with the minimum number of fea-
tures for 4 datasets (DS5, and DS10-DS12). For DS8 dataset,
BBAMCL ranked third, sharing the lowest number of features
with ABBAMCL.

Table 8 shows the obtained computational time for the var-
ious FS methods. The computational time of the BBAMCL
is the shortest time for 7 datasets (DS1-DS6 and DS10).
However, it failed to achieve the best F values (see Table 4).
GAMCL ranked second with short computational time for
5 datasets (DS7-DS9, DS11, and DS12). On the other hand,
the proposed ABBAMCL ranked third with a longer com-
putational time for all datasets compared to the BBAMCL
and GAMCL methods. Consequently, the most significant
finding is, the computational time reduction is observed
in ABBAMCL in comparison to other FS methods like
BGSAMCL, BCSMCL, BBFMCL, BHHMCL, BSMCL,
BGWOMCL, DIWBBAMCL, BDFAMCL, and BPSOMCL.

B. CONVERGENCE RATE
Fig. 2 illustrates the convergence curves of all compared FS
methods for 12 datasets (DS1-DS12). Note that the fitness
function is the Q value obtained from 100 runs based on
the best F scores for every single FS method. In Fig. 2,
the proposed ABBCMCL is marked with a plus sign and
demonstrates that the performance of ABBAMCL was supe-
rior for almost all datasets. For datasets DS1, DS6 – DS9,
DS11, and DS12, it can be clearly seen that ABBAMCL
outperformed other comparative FS methods, which con-
verged quicker and deeper to find the optimum solution.
Such enhancement is mostly due to the controlling strategy
for r and A parameters, which greatly improves the perfor-
mance of ABBAMCL in FS. Another interesting point to
highlight is that ABBAMCL achieved a better fitness value
than BBAMCL, which showed competitive performance in
datasets i.e., DS2-DS6, and DS9-DS12. This indicates that
the proposed ABBAMCL FS method surpassed BBAMCL
by overcoming the drawbacks of BBA in both premature
convergence and the controlling of r and A parameters.

C. STATISTICAL RESULTS
The Friedman statistical test was performed based on the F
score. Table 9 outlines the average rankings of the applied FS
methods.

TABLE 9. Results of friedman rank test based on Favg.

TABLE 10. Results of wilcoxon signed-rank test based on FAVG.

The p-value was computed at 0.00, which is less than
the (0.05) that was assumed to be a significant level
for all datasets. The proposed wrapper ABBAMCL FS
method was ranked the highest, followed by BBAMCL,
BGSAMCL, BHHMCL, GAMCL, BCSMCL, BGWOMCL,
BBFMCL, BSMCL, DIWBBAMCL, BDFAMCL, and last
place BPSOMCL. This proves that the performance of the
proposed ABBAMCL FS method is significantly better than
other comparative FS methods. p-values for Wilcoxon’s
signed-rank test are shown in Table 10. They were calculated
at (0.05) significance level and used ABBAMCL as the ref-
erence method. In such a statistical test, a null hypothesis
is rejected if p-values are smaller than 0.05, which means
there is a significant difference in clustering (detection) per-
formance between two different FSmethods. The results from
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FIGURE 2. Convergence graph of all FS methods for DS1-DS12 datasets.
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FIGURE 2. (Continued.) Convergence graph of all FS methods for DS1-DS12 datasets.

Table 10 confirm that the proposed ABBAMCL FSmethod is
significantly better than the comparative FS methods for all
datasets.

VII. DISCUSSION
The experimental results based on the F score have shown
superior performance of the proposed wrapper ABBAMCL
FS method in comparison with other FS methods over almost
all datasets (see Table 4). This is due to the improvements that
have been made to various parts of the original BBA struc-
ture. Such developments support ABBAMCL to overcome
the problem of a fast convergence rate in the early stages.
To illustrate, such modifications provide ABBAMCL with
the ability to discover the whole feature space more effec-
tively and determine the best solution without falling into the
local optimum solution. Consequently, improve the cluster-
ing performance of the MCL to produce high-quality event
clusters with high F scores. Such results have confirmed what
has been stated in the literature that through good control of
the r and A parameters, BBA’s performance can be improved
more and much better results can be achieved [53], [55], [88],
[127]. Moreover, the results have verified the effectiveness
of the proposed adaptive techniques in controlling r and A
parameters during the implementation of the ABBAMCL.
These techniques generate values that perfectly create a good
balance between the exploration and exploitation processes
of ABBA.

To be specific, ABBA_MCL had the highest P scores
for DS1-DS4, DS6, and DS7 datasets (see Table 5). These

datasets are the same ones where BBA has obtained the high-
est F scores as well (see Table 4). This happens due to the
improved exploration ability of ABBA, which guides it to
the regions in feature space where the most informative fea-
ture subsets about events are found. As a result, ABBAMCL
succeeded in placing news documents in the correct event
clusters in most datasets and increasing the F and P scores.
In contrast, ABBAMCL achieved the best R scores in only
two datasets (DS7 and DS10) (see Table 6). Despite the
low performance of ABBAMCL in some datasets in terms
of P and R measures, it achieved the best F scores for
the majority of datasets, which is reported in the literature
to be the most important evaluation metric in the ED and
FS domains [9], [11], [60]. The results from Table 7 con-
firmed the capability of the proposed wrapper ABBAMCL
FSmethod to select the minimum number of features that can
improve the performance of the MCL in detecting events.

Table 8 shows that ABBAMCL ranked third in achiev-
ing the least time compared to other FS methods. The rea-
son behind the longer computational time is the proposed
enhancements paired with the BBA, which give ABBAMCL
more power exploration ability to better discover the feature
space. As a result, the convergence rate of the ABBA has
increased, resulting in higher computational time. Implic-
itly, the ABBA algorithm has more improvement steps to be
implemented compared to the other applied methods, which
affects the overall computational time of the ABBAMCL.
Nevertheless, ABBAMCL achieved the best clustering per-
formance according to F score results (refer to Table 4).
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Based on several ED studies for historical heterogeneous
news text documents, the F score is a more important metric
than the computational time in the ED field.

The Friedman rank test was used to show the signif-
icant statistical differences between the applied methods.
Table 9 proves the superiority of the ABBAMCL in terms
of discovering highly accurate real-world events from mul-
tiple heterogeneous news text documents, whereby a lower
p-value of 0.000 was attained. This evidence reveals the sig-
nificant detection performance of the ABBAMCL in com-
parison to other baseline FS methods. The findings of the
Wilcoxon signed-rank test illustrated the effectiveness of
the BBA-MCL through the number of victories it achieved
over other baseline FS methods on different datasets (see
Table 10).

One important point to highlight is the slightly lower P and
R scores that are observed for several datasets in comparison
to other FS methods (see Table 5 and Table 6). The reason
behind such low performance might be the poor performance
of MCL in ABBAMCL. This is because ABBAMCL’s per-
formance is affected by the performances of both ABBA and
MCL, and their interaction with each other. As a matter of
fact, MCL also suffers from a fast convergence rate, which
essentially depends on the inf and pruning p parameters of
MCL [51], [198], [199]. Therefore, introducing techniques
to control the values of such parameters can enhance the
performance of the MCL and achieve more accurate event
clusters with higher P and R scores. To address this problem,
our future work will focus on enhancing the convergence
behaviors of MCL to increase the effectiveness and perfor-
mance of the wrapper ABBAMCL FS method even more.

VIII. CONCLUSION
In the last decade, the ED from electronic multiple heteroge-
neous news documents has been extensively studied. How-
ever, news documents of various lengths generate spaces of
different dimensions, which in turn affect the overall perfor-
mance of the ED model. Previous ED studies have either
ignored the FS phase or employed traditional FS methods,
which failed in identifying the optimal informative features
subset. To solve such a problem, many scholars from the text
mining field have proposed different wrapper FS methods
based on MHAs, including BBA. In our earlier work, the
wrapper FS method based on BBA and MCL has achieved
better results in the context of ED than any other method.
However, BBAMCL has shown some poor performance for
several datasets due to the fast convergence rate problem of
BBA. To overcome this problem, this study proposes simple
adaptive techniques to control the values of A and r param-
eters and solve the fast convergence rate drawback of BBA
in BBAMCL. Totally, 12 news text datasets were utilized to
assess the performance of ABBAMCL against eleven wrap-
per FS methods, namely, BBAMCL, GAMCL, BPSOMCL,
BCSMCL, BDFAMCL, BGSAMCL, BBFMCL, BHHMCL,
BSMCL, BGWOMCL, and DIWBBAMCL. The experi-
ment was measured using FAVG, PAVG, RAVG, SFR and

computational time metrics. The evaluation results have
shown the superior performance of ABBAMCL in terms of
choosing a minimal optimal feature subset and obtaining
the highest F , P, and R scores. Additionally, ABBAMCL
has revealed a better convergence rate in comparison with
other wrapper FS methods. The statistical test results verify
that ABBAMCL has outperformed other FS methods sig-
nificantly at 0.00. Despite the outstanding performance of
the ABBAMCL, several drawbacks are identified, such as
the fast convergence rate of MCL, which affects the overall
performance of the ABBAMCL and leads to poor results in
some datasets according to P and R scores. For future work,
more recent MHAs with MCL can be considered as compar-
ative methods. Additionally, MCL can be further improved
by enhancing the convergence rate of MCL through tuning or
controlling the inflation, expansion, and pruning parameters
of MCL to operate effectively on different data sizes. Finally,
other comparative graph ED methods can be included and
tested.
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