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ABSTRACT Accurate fault diagnosis of rolling bearings is necessary to ensure the safe and reliable
operation ofmechanical equipment. Aiming at the problem of low accuracy of rolling bearing fault diagnosis,
a rolling bearing fault diagnosis algorithm based on time-frequency feature extraction and improved
bat algorithm-support vector machine (IBA-SVM) model is proposed in this paper. In this algorithm,
the feature of the vibration signal in time domain and the frequency spectrum signal obtained by fast
Fourier transform (FFT) is extracted, and then the multi-dimensional scaling is used. Multiple dimensional
scaling (MDS) algorithm is adopted to reduce the data dimension of eigenvalues to reduce the model
complexity, and finally improves the iteration speed and diagnosis accuracy. The improved bat algorithm
(IBA) algorithm is used to optimize the parameters of the support vector machine (SVM) model, and the
optimal IBA-SVM diagnosis model is obtained for determining the fault type of the rolling bearing. The
experimental results show that the accuracy of the proposed rolling bearing fault diagnosis method can
reach 99.6667%, which is significantly higher than the state-of-the-art models, and its robustness is stronger.
Compared with the existing that use the time-domain or frequency-domain features alone, the proposed
algorithm that combines time-domain and frequency-domain features shows significantly improved accuracy
in fault diagnosis.

INDEX TERMS Rolling bearing, fault diagnosis, feature extraction, IBA algorithm, SVM model.

I. INTRODUCTION
Rolling bearings are widely used in rotating machinery, and
their running state is directly related to the performance
of these rotating machinery. So, it is of great significance
to conduct the fault diagnosis of rolling bearings [1], [2].
When the bearing surface is damaged, it will produce periodic
impact during operation, and its vibration signal will contain
abundant fault features. At present, fault diagnosis based on
vibration signal is the frontier and hotspot of rolling bearing
fault diagnosis [3], [4], [5].

In recent years, with the development of machine learning,
Artificial intelligence is associated with the field of fault
diagnosis and residual life research, which provides a new
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method for traditional fault diagnosis [6], [7], [8]. And some
intelligent algorithms have been applied to bearing fault
diagnosis [9], [10]. The commonly-used algorithms include
SVM, back propagation (BP) neural network and extreme
learning machine (ELM) [11]. Gao et al. proposed an inno-
vative optimized adaptive deep belief network (SADBN) to
address the problem of rolling bearing fault identification.
The salp swarm algorithm is used to optimize the DBN,
which effectively improve the classification accuracy of the
DBN [12]. By directly extracting the time-domain compo-
nent of the bearing vibration signal as the feature vector,
Aisong et al. used the bat algorithm (BA) to optimize the
ELM and overcame the inherent instability of ELM. After the
optimization, the average recognition rate reached 99.17%,
but there were still some problems such as the difficulty in
determining the number of hidden layers of ELM and the
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small test sample size [13]. Liye et al. proposed a method
of feature extraction based on the improved empirical mode
decomposition (EMD), and then used generalized state space
averaging to extract the features of SVM [14]. But there are
still some problems such as prematurity and low selection
accuracy. Qian et al. proposed the sparrow search algorithm
to optimize the machine learning method of ELM to classify
and diagnose the rolling bearing faults of motor. Realize the
classification and diagnosis of rolling bearing faults more
quickly, which proves the time-based stability of the proposed
model [15]. Xiaoting et al. proposed a method of using
Hanning window to window the frequency-domain signal to
obtain the rootmean square eigenvalue of the sample features,
and they used the SVM optimized by Cuckoo Algorithm
(CS-SVM) to classify the samples [16]. Window process-
ing can effectively select sample length, but the character-
istic values selected by the diagnosis model lack of com-
prehensiveness, which speeds up the computing speed to
a certain extent, but also leads to unsatisfactory diagnosis
effect. Qiang and Wenlong used wavelet packet analysis to
extract bearing fault features, and adopted chaotic dynamic
weight and particle swarm optimization (PSO) to optimize
BP neural network for rolling bearing fault diagnosis. How-
ever, the model selection and optimization of this method
are not novel enough, and it does not achieve better diag-
nosis effect in the field of bearing faults. Feng et al. pro-
posed an improved quantum bee colony optimization algo-
rithm In these two papers, bearing fault diagnosis is con-
nected with neural network And satisfying results have been
achieved [17], [18], [19].

SVM is a machine learning algorithm for classification,
which is widely used in pattern recognition, portrait recog-
nition, data analysis and text classification.

SVM also plays an important role in the field of fault
diagnosis. In transformer fault diagnosis, the most commonly
used fault diagnosis method is Dissolved Gas Analysis in oil
(DGA), because the cause and type of power transformer fault
cannot be directly measured. Power transformer in overheat-
ing, discharge and other states, the insulation oil will produce
gas, and dissolved in the oil. Then the intelligent algorithm
is used to analyze the dissolved gas to get the running status
of the transformer. SVM and other intelligent algorithms for
fault diagnosis can deal with the lack of expert experience
and difficult to accurately judge the power transformer fault
type; However, its DGA data varies greatly, and it has poor
classification effect on the data near the threshold value.
It often appears the phenomenon of ‘‘missing code’’ or ‘‘over-
code,’’ and cannot adapt to the fault diagnosis in large-scale
power grid [20].

In the asynchronous motor fault diagnosis, SVM can be
directly input from the original data or denoised data, the
model structure is simple, and avoids the shortcomings of
asynchronous motor modeling inaccurate in the analytical
method. However, in the face of unknown complex inter-
ference, SVM cannot carry out effective feature mining,
and the recognition effect can only meet some significantly

different event signals, but not meet the recognition of various
unknown interference.

The rolling bearing vibration signal mechanism is com-
plex, with non-smooth and non-Gaussian characteristics.
In terms of data acquisition, the ratio of healthy data to faulty
data is seriously unbalanced because the equipment is in good
health in most cases and is only in a faulty state in very
few cases. In addition, in the real environment, the collected
data will be mixed with various kinds of noise in addition
to the vibration of the measured bearing. Therefore, in order
to achieve good diagnostic effect, the fault diagnosis model
is required to be suitable for limited samples and has certain
noise immunity, SVMmodel has strong superiority in analyz-
ing and dealing with non-smoothness and non-linearity, and
has strong generalization ability, which can well solve small
sample data set and non-linearity problem, and has unique
advantages and good application prospect in rolling bearing
fault diagnosis.

Compared with the traditional BPNN and RF classifica-
tion models, this model has the advantages of simplicity,
practicability and excellent classification effect. In addition,
SVM has been applied in the field of bearing fault diagnosis,
which has verified its excellent classification effect in many
aspects. Therefore, SVM is chosen as the basic fault diagnosis
model in this paper. The core parameters in the SVM model
are C and G, where C is a penalty coefficient representing
the tolerance to error, and G is a parameter of the function
itself when the kernel function is selected as the radial basis
function, which affects the speed of training and prediction.
If the default parameters of the model are used, the overfitting
or underfitting phenomenon easily occurs; if the parameters
are adjusted manually, the workload is large, and it is not easy
to find the optimal parameters. Therefore, it is necessary to
select the appropriate optimization algorithm to optimize the
relevant parameters.

BA is a population-based stochastic optimization algo-
rithm proposed by Yang, a scholar of Cambridge University,
in 2010 by simulating the echolocation behavior of bats,
which has strong search ability. BA, which simulates this
foraging mode, provides a completely different scheme to
solve the problems of poor local search performance and
low convergence accuracy [21]. The IBA improves the opti-
mization formula on the basis of the traditional BA, and has
stronger ability to search for the optimal parameters, which
is suitable for the parameter optimization of the classifica-
tion diagnosis model. Bat algorithm is a swarm intelligence
optimization algorithm based on iterative optimization tech-
nology, which initializes a group of random solutions, then
iteratively searches for the optimal solution, and generates
local new solutions by random flight around the optimal solu-
tion to enhance the local search speed. It has the advantages
of simple model, fast convergence speed and few parameters,
and has been applied in engineering optimization, model
recognition and fault diagnosis. BA is used as the basic opti-
mization algorithm to optimize the classifier in [22] and [23],
achieved good results in the field of bearing diagnosis. It is
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proved that the optimization effect and adaptability of BA for
SVM classifier still occupy a certain position in many swarm
intelligence algorithms, so it is appropriate to select BA as the
optimization algorithm.

Therefore, this paper proposes a rolling bearing fault diag-
nosis algorithm based on time-frequency feature extraction
and IBA-SVM model. The algorithm integrates the time-
domain and frequency-domain features of rolling bearing
vibration signals for feature extraction, and then establishes
the SVM model optimized by IBA algorithm. The training
and testing of the model is carried out. Finally, the accurate
diagnosis of rolling bearing fault is realized.

The paper is organized as follows: Section 1 introduces the
current research status of rolling bearing fault diagnosis and
its related algorithms by domestic and foreign researchers;
Section 2 introduces the principles of the related algorithms
used in this paper, including algorithms used in data prepro-
cessing, SVMmodel and IBA algorithm; Section 3 introduces
the rolling bearing fault diagnosis model established in this
paper; Section 4 presents an example analysis using the fault
diagnosis model proposed in this paper to verify the feasibil-
ity and superiority of the model; Section 5 summarizes the
whole paper, and reflections on existing diagnostic methods
and perspectives on future research directions.

II. BASIC THEORY PART
In view of the signal characteristics of rolling bearings men-
tioned above, the fault diagnosis model must have good prac-
tical application and robustness to adapt to the complex and
changeable fault vibration signals. Therefore, the selection
of appropriate algorithm and model is one of the factors that
must be considered in bearing fault diagnosis.

A. FAST FOURIER TRANSFORM (FFT)
FFT is an engineering realization method of discrete Fourier
Transform (DFT). According to the properties of rotation
factor in DFT solution and the divide-and-conquer idea, the
calculation process is simplified.

The DFT formula is as follows:

X (k) =
N−1∑
n=0

x(n)e−j(2π/N )kn, 0 ≤ k ≤ N − 1 (1)

where X (k) is a frequency spectrum function of a bearing
vibration signal, x(n) is a discrete signal representing the
vibration of the bearing in time domain, and N is the sample
length.

Multiply N 2 complex numbers with N (N − 1) complex
number addition:

X (k) =
N−1∑
n=0

x(n)ωknN (2)

where ω is the rotation factor to be replaced: ωknN = e−jk
2π
N n

and ω = e−j
2π
N

The time-domain signal x(n), n = 1, 2, . . . ,N−1, t divided
into two parts according to the index:{

feven(n) = x(2n)
fodd (n) = x(2n+ 1)

(3)

At this point, the index range is: n = 0, 1, . . . , N2 − 1.
After simplification of Eq. (2), it can be obtained:

x(k) =
∑

n=even

x(n)ωknN

+

∑
n=odd

x(n)ωknN , n = 0, 1, . . . ,N − 1 (4)

According to the scaling of the rotation factor, further
conversion:

x(k) =
(N/2)−1∑
m=0

feven(m)ωk.mN
2
+ ωkN

(N/2)−1∑
m=0

fodd (m)ωk.mN
2

(5)

That is:

x(k) = Feven(k)+ ωkNFodd (k), k = 0, 1, . . . ,N − 1 (6)

where Feven(k) is the result of even index input feven(n),
Fodd (k) is the result of odd index input fodd (n).

B. MULTIPLE DIMENSIONAL SCALING (MDS)
MDS solves the problem: when the similarity between N
objects is given, determine the representation of these objects
in the low-dimensional space, and make it roughly match
the original similarity as far as possible. Each point in a
high-dimensional space represents an object, so the dis-
tance between points is highly correlated with the similarity
between objects.

For n instances, each instance is a vector of dimension
(1 × m). The distance matrix D in m-dimensional space is a
(N ×N ) matrix. The element dij in D represents the distance
between the i th point and the j th point.

Now the original data is mapped to the Z -dimensional
space, and the distance between any two points is required
to be the same as that in the original space. Therefore:

d2ij = ||Zi − Zj||
2
= ||Zi||2 + ||Zj||2 − 2ZTi Zj (7)

Without loss of generality, it is assumed that all points in
Z -dimensional space are centralized, namely:

N∑
i=1

Zi = 0 (8)

Sum both sides of Eq. (7):
N∑
i=1

d2ij =
N∑
i=1
||Zi||2 + N ||Zj||2

N∑
j=1

d2ij =
N∑
j=1
||Zj||2 + N ||Zi||2

(9)

Sum over Eq. (7) again:
N∑
i=1

N∑
j=1

d2ij = 2N
N∑
i=1

||Zi||2 (10)

VOLUME 10, 2022 85643



M. Zhang et al.: Rolling Bearing Fault Diagnosis Based on Time-Frequency Feature Extraction and IBA-SVM

The inner product matrix B = ZTZ was defined, and
the eigenvalue decomposition was performed to obtain the
eigenmatrix:

B = V3V T (11)

where 3 is the eigenvalue matrix, and V is the eigenvector
matrix.

In Z -dimensional space, the first Z largest eigenvalues and
eigenvectors are selected. The data points after dimensional-
ity reduction are expressed as:

Z = VZ3
1
2
Z (12)

C. SVM
The core of SVM algorithm is to find the boundary plane with
the best classification effect, which ensures the classification
effect while the interval distance is also optimal.

Let the training set for the binary classification problem be:

Data = {(xi, yi), xi ∈ Rn, yi ∈ {−1,+1}}ni=1 (13)

where xi is the first i input data, yi is the class label corre-
sponding to xi, and n is the number of training samples.
Let the hyperplane be:

f (x) = ωT x + b = 0 (14)

where ω is a vector perpendicular to a plane, characterizing
the direction of the plane, and b is the distance from the origin
to the hyperplane.

In order for the hyperplane to properly separate the two
types of data samples, it should satisfy:

yi[ωT x + b] ≥ 1 (15)

No matter what the point is, the distance from (xi, yi) to the
hyperplane is:

d =
|ωT x + b|
||ω||

(16)

where ‖ω‖ denotes the second order norm of the normal
vector ω.
If ∃τ > 0, such that:

yif (x)
||ω||

≥ τ (17)

The training set Data is said to be linearly separable.
The steps for solving the linear separable SVM are as

follows:
Step 1. Minimization problem

min
ω,b

1
2
ωTω (18)

The constraints are:

yi[ωT x + b] ≥ 1 (19)

Step 2. Build lagrange Function

L(ω, b, λ) =
1
2
ωTω +

n∑
i=1

λi[1− yi(ωT xi + b)] (20)

where λi represents lagrange multiplier, and λi ≥ 0,
i = 1, 2 . . . n.
Step 3. Transform into lagrange dual problem

max
λ

min
ω,b

L(ω, b, λ) (21)

The original quadratic programming problem is trans-
formed into:

max
λ

L(λ) =
n∑
i=1

λi −
1
2

n∑
i=1

n∑
j=1

λiλjyiyjxTi xj (22)

Step 4. Solve the parameters ω∗ and b∗

By the Kuhn-Tucker condition:

ω −

n∑
i=1

λiyixi = 0 (23)

n∑
i=1

λiyi = 0 (24)

Then the weight parameter vector of the optimal interface
ω and a threshold value b are:

ω =

n∑
i=1

λiyixi (25)

b = −
1
2
[ωT ∗ x(+1)+ ωT ∗ x(−1)] (26)

where x(+1) and x(−1) denote a certain support vector
belonging to y = +1 and y = −1 respectively.

Step 5. The maximum hyperplane is constructed.

ωT x + b = 0 (27)

f (x) = sign(ωT x + b) (28)

where ω and b form an optimal classification plane which
can realize the optimal classification of the sample set; and
sign is a sign function used for forming a decision function
of the sample set to realize the classification prediction of the
samples set.

For the sample data that is not linearly separable, it is
necessary to introduce it into a high-dimensional space so that
the data is linearly separable in this space [24], [25].

D. IBA ALGORITHM
1) BAT ALGORITHM
The individual bat is the basic unit of bat algorithm. In the
BA, each virtual bat has a random flight speed at its own
position, and the bats have different frequencies, amplitude,
and pulse emission rates. When finding prey, the bats will
change the frequency, amplitude, and pulse emission rate.
Thus, the direction, speed, and distance of the prey are
obtained [26], [27], [28].

The optimization process of the BA is as follows:
Step 1. Parameter initialization
Initialize bat population number n, bat location

xi(i = 1, 2 . . . n), velocity vi, sound wave frequency fi, sound
wave amplitude Ai and frequency Ri.
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Step 2. Find the current best bat position x∗ and update the
velocity and position

The formula for updating velocity and position is as
follows:

fi = fmin + (fmax − fmin)β (29)

vt+1i = vti + (x t+1i − x∗)fi (30)

x t+1i = x ti + v
t+1
i (31)

where β ∈ [0, 1], which is a random vector, x∗ is the current
optimal position of the bat in the group, fmin and fmax denote
the upper and lower bounds of the frequency, respectively.

Step 3. Generate a local solution near the optimal bat
Randomly generate a number rand1 If rand1 > Ri, then a

local solution is generated near the optimal bat:

xnew = xold + εAt (32)

where ε ∈ [−1, 1] is a random number, At is the average
amplitude of the same generation in this bat population.

Step 4. Update bat location and adjust sound wave ampli-
tude and frequency

Randomly generate another number rand2. If rand2 < Ai,
and f (xnew) > f (xold ), replace the old bat with a new one and
adjust the sound wave amplitude according to:

At+1i = αAti (33)

Rt+1i = R0i [1− exp(−γ t)] (34)

where α ∈ (0, 1) represents the acoustic amplitude atten-
uation coefficient, γ > 0 represents the pulse frequency
enhancement factor, R0i denotes the initial acoustic frequency
of the ith bat.

Step 5. Determine whether the maximum number of itera-
tions is reached and output the optimal parameters

If the end condition is not satisfied, return to Step 2, repeat
the process, and finally output the optimal parameters to
establish the optimal classifier model.

2) IBA ALGORITHM
The traditional BA easily falls into local convergence and
lacks global search ability when solving global optimization
problems. In order to simulate the predatory behavior of bats
more realistically and replace the velocity and position update
mode of the original algorithm, the Levy flight mechanism is
applied to the BA to enhance the global search ability of the
algorithm [29].

The basic Levy flight mechanism still has shortcomings.
For example, when the step size factor α is large, although
the global search ability is enhanced, the solution accuracy
is not high. If the α value is small, the algorithm needs
to increase the number of iterations to find the theoretical
optimal value of the algorithm, which reduces the efficiency
of the algorithm. In view of the above problems, this paper
proposes to use the enhanced search Levy flight mechanism
to optimize the traditional BA [30]. Step size α is changed

FIGURE 1. Specific IBA optimization algorithm flow.

from a fixed value to a dynamic step factor α(t) that changes
with the number of iterations. α(t) is defined as follows:

α(t) =
t

Tmax
sinh(1−

t
Tmax

)r (35)

where t is the current number of iterations, Tmax is the maxi-
mum number of iterations, and r is the adjustment coefficient.
The flight mechanism of Levy obeys the Levy distribution,

and the mathematical model of the flight mechanism of Levy
after variation is as follows:

x t+1i = x ti + α(t)
ϕ ∗ µ

|ν|
1
λ

(x ti − xbest ) (36)

where xbest is the best bat in the current bat population,
λ ∈ (1, 3), ϕ and µ obey a normal random distribution. The
expression of ϕ is as follows:

ϕ = [
0(1+ λ) ∗ sin(λ2 ∗ π )

0( 1+λ2 ) ∗ λ ∗ 2
λ−1
2

]
1
λ (37)

where 0(x) represents the gamma function.
The specific IBA optimization algorithm flow can be

obtained by integrating 1) and 2) in section D, as shown
in Fig. 1.

As shown in Fig. 1, the IBA introduces amethod of dynam-
ically adjusting the search step, which realizes the global
search from subspace to the whole solution space by using
the proportional relationship between the rate of change of
the step factor and the number of iterations. Besides, a larger
step can get rid of local extremum. As a result, the original
possible search stagnation can be reduced or even disappear.
It overcomes the shortcoming of the traditional BA that the
global optimization ability is insufficient.

The IBA-optimized SVM model proposed in this section
achieves the improvement of reducing the number of con-
vergence and decreasing its complexity on the basis of
the original model. Aiming at the characteristics of rolling
bearing vibration signal and signal acquisition environment,
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FIGURE 2. Bearing fault diagnosis model based on time-frequency
feature extraction and IBA-SVM.

this IBA-SVM algorithm can accurately and quickly get
the diagnosis results, which is suitable for bearing fault
diagnosis.

III. BEARING FAULT DIAGNOSIS MODEL BASED ON
TIME-FREQUENCY FEATURE EXTRACTION
AND IBA-SVM MODEL
In this paper, the time-domain and frequency-domain infor-
mation of bearing vibration signals are used to extract fea-
tures, and the IBA algorithm is used to optimize the core
parameters of SVMmodel to improve the accuracy of rolling
bearing fault diagnosis. For bearing fault diagnosis, this paper
creates a fault diagnosis model, as shown in Fig. 2.

The bearing fault diagnosis model shown in Fig. 2 is
mainly composed of data preprocessing, IBA parameter opti-
mization and fault diagnosis. Data preprocessing analyzes
and processes the original data samples, including data pro-
cessing, feature extraction, data dimension reduction, and
data normalization, etc. The feature extraction includes two
parts: time domain feature extraction and frequency domain
feature extraction. IBA parameter optimization uses IBA
group intelligent algorithm to optimize parameters in the
solution space. The optimal parameters of the model are
obtained. Fault diagnosis uses the training set of data samples
to train the model, to detect the fault of the divided test
set, to analyze the diagnosis results, and to evaluate the
performance of the model.

IV. CASE ANALYSIS
A. DATA SOURCE AND ANALYSIS
The data samples used in this research came from the bearing
data of Case Western Reserve University, United States. The
disclosed bearing data set comprises four states, namely a
normal state, an outer face fault, an inner face fault and a
rolling ball fault. Except the normal state, the other three
states all contain data of three different fault degrees, and
there are ten state data in total. The fault status information

TABLE 1. Fault status information.

used in the experiment is shown in Table 1. The sampling
frequency of the driving end is 48 kHz, the load is 0 HP.
Select the data in the no-load state cause when the bearing
fails, we generally do not let the bearing continue to run,
prevent secondary mechanical failure, we generally take off
the bearing to analyze the fault type of the bearing, when the
bearing runs again, it is empty, and the fault type of the
bearing can be safely identified. Second, there are many load
types of bearings, and different load types and sizes can
generate different signals under the same fault. Experiments
under no-load conditions can avoid many signal interference
and make the diagnosis more accurate. And 100 samples are
taken for each type of data, and 1000 samples are obtained in
total.

In the analysis, 2500 sample points of inner ring fault, outer
ring fault, rolling element fault and normal state with the fault
diameter of 0.007 inch are selected, and the waveforms in
time-domain under various states can be obtained after simple
processing, as shown in Fig. 3.

As can be seen from Fig. 3, the difference between the
various states is not sharp enough. If the classification only
relies on a feature, satisfactory results cannot be achieved; if
all the feature data in the original data set are used to classify
the fault, the running speed of the model will inevitably
be affected, and the classification accuracy is low, leading
to poor diagnosis effect. Thus, prior to model training, the
original sample data needs to be preprocessed.

B. DATA PRE-PROCESSING
The data preprocessing of rolling bearing vibration signal
mainly includes feature extraction, data dimension reduction
and data normalization.

1) FEATURE EXTRACTION
Because the diagnosis effect is not ideal by directly
using the signal in the time domain for fault classifica-
tion, the feature extraction is carried out by integrating
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FIGURE 3. Time-domain waveform of bearing vibration signal in four
States.

the time-domain feature and frequency-domain feature in
this paper. The time-domain feature is mainly some char-
acteristic parameters of the time-domain signal, and the
frequency-domain feature is the spectrum signal after FFT
processing.

As the simplest and most direct signal analysis method,
time domain analysis is currently used in most on-line moni-
toring systems of rolling bearings. In general, it analyzes sig-
nals by calculating simple statistical features of signals, and
then selects appropriate characteristic parameters to accu-
rately classify different types of faults. Statistical parameters
are divided into two categories based on the existence or
absence of dimensions.

The first category is dimensional statistical parameters,
namely dimensional statistical parameters, including maxi-
mum value, minimum value, variance, mean value, square
root magnitude and average amplitude. The other is dimen-
sionless statistical parameters, including kurtosis, skewness,
margin index, waveform index, impulse index, peak value
index and root mean square value.

According to the different working conditions, a dimen-
sional characteristic value of the size of the corresponding
change, and the work environment has a great influence on
dimensional characteristic value, has the defect of perfor-
mance is not stable, bring certain difficulty to engineering
application, and the dimensionless index is not sensitive to
the change of load and rotating speed, can appear to be
more intuitive rotating equipment running status information.

Therefore, dimensional characteristic indicators are often
used together with dimensionless indicators.

Using dimensional statistical parameters to describe the
bearing state can reflect part of the fault information. Dimen-
sional eigenvalues are easy to understand and calculate,
so they are often used by researchers. The mean value of
the signal cannot reflect the dynamic change of the sample
data and is usually used for detection, but the mean value is
usually used for calculation of other parameters. In engineer-
ing applications, the root mean square value, absolute mean
value and root amplitude will increase as the health state of
the equipment changes until it fails completely.

The peak value index in the dimensionless eigenvalue
reflects the peak-peak degree in the waveform. The impulse
index is the signal peak divided by the average value of
the absolute value of the signal; Similar to the peak value
index, the impulse index can also represent whether there is
an instantaneous peak in the vibration signal. Kurtosis index
can describe the distribution of variables well. The margin
index can usually represent the fatigue wear degree of the
component. In practical engineering application, when the
sample data is multiplied, the dimensionless features remain
unchanged, but the dimensionless features become larger.
In the early stage of the equipment health status change, there
are many small peaks, which can detect that the root mean
square value does not change much. However, due to the high
sensitivity of margin index, kurtosis index and pulse index to
the pulse-to-health status change, the above three indicators
will rise first and then fall. The results showed that the root
mean square value was stable, but the sensitivity to the change
of health state was low. The stability of index, kurtosis index
and pulse index is worse than the root mean square value, but
it can better represent the information of health status change
of equipment in the early stage.

For ensuring the accuracy of feature selection, the time-
domain features extracted in this paper include dimensional
feature parameters and dimensionless feature parameters.
In total, 13 features are extracted as partial feature inputs.
The time-domain characteristic values of the four states in
Fig. 2 are shown in Table 2.

There are many data analysis methods in time-frequency
domain, such as Wavelet Transform (WT) and Short Time
Fourier Transform (STFT), but both of them have their
own limitations. WT method needs to select appropriate
basis functions; SIFT method requires a suitable window
function to determine its resolution. Therefore, the time
and frequency resolution cannot be optimized simultane-
ously [31], [32], [33]. FFT has the characteristics of fast
processing speed, no need to set predefined parameters and
strong frequency resolution, so FFT is used to process the
time-domain bearing vibration signal in this paper.

The time-domain vibration signal of the rolling bearing is
sampled by the processor and is a discrete signal, and the
frequency spectrum function can be obtained by FFT:

Appropriate sample length needs to consider two prob-
lems: (1) too large dimension of a single sample will increase
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TABLE 2. Characteristic values of bearing vibration signals in time domain of four states.

the calculation and storage load of the computer; (2) the
vibration acceleration signal represents the instantaneous
change of physical quantity, and too long single sample will
reduce the sensitivity of the diagnosis model. Therefore, it is
necessary to reasonably select the sample length and preserve
the data features as much as possible.

Because FFT extracts the period on the basis of the sam-
pling frequency, the extracted hidden period can represent the
period of the whole signal sequence to a certain extent, so it
is chosen as the basis for dividing the sample length.

Based on the above analysis, in this paper, the sampling
frequency is set to 48000 Hz, the starting point of the sample
is randomly selected, and the length of each sample is 864.
This length includes two fault cycles, which does not reduce
the accuracy due to too long length, but also retains most
of the data features. Fig.4 shows the frequency spectra of
the four vibration time-domain signals in Fig. 3 after FFT
processing.

It can be seen from Eq. (1) and Fig. 4 that when the value
of the sample length N changes, a sharp spectral peak will
appear in the spectrogram with the fluctuation of the ampli-
tude, the sharpest spectral peak corresponds to a frequency,
and the reciprocal of this frequency is the hidden period of
the signal.

Because the essence of feature extraction is to preserve
the original data information as much as possible and reduce
the complexity. The FFT can obtain the distribution of the
frequency components of the signal in the spectrogram, and
can provide more intuitive information content than the time
domain waveform. Unlike most literatures, we do not extract
spectrum features like time domain features. Therefore, on
the premise of preserving frequency domain information as
much as possible, this paper chooses the frequency spectrum
obtained by FFT transformation as the frequency domain
feature input directly.

FIGURE 4. FFT spectra of the four-state sampling point.

The 433-dimensional feature data obtained by the FFT are
combined with the 13-dimensional time-domain feature data
to serve as the input feature data of the IBA-SVM model.

2) DATA DIMENSION REDUCTION
The data set used in this paper has a large amount of data.
There are 10 types of data, each type of data has 100 sam-
ples, and the matrix dimension of each sample after feature
extraction reaches 446 dimensions. If the extracted feature
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FIGURE 5. Dimensionality reduction results of feature data.

data are directly used to train the model, the dimension is too
large, resulting in data redundancy and overfitting. Therefore,
it is necessary to reduce the dimensionality of the extracted
feature data before normalization to improve the diagnosis
performance of the model [31].

MDS is a commonly-used nonlinear dimensionality reduc-
tion method that can keep the distance of samples in the
original space unchanged in the lower dimensional space,
and preserve the relative relationship of data in the original
space [29]. Compared with the linear dimensionality reduc-
tion methods such as Principal Component Analysis (PCA)
and Linear Discriminant Analysis (LDA) [34], [35], MDS
algorithm has the advantages of no prior knowledge, simple
calculation and good data visualization effect. So, this paper
chooses MDS algorithm to reduce the dimensionality of data.

In this paper, the MDS algorithm is used to reduce the fea-
ture data to 10 dimensions, with the dimensionality reduction
results of 10 types of samples shown in Fig. 5.

It can be seen from Fig. 5 that the selected ten kinds of
state data of inner ring fault, outer ring fault, rolling body
fault and normal state have excellent discrimination effect
after MDS processing, which proves the effectiveness of
MDS in dimensionality reduction. The 10 kinds of label
samples have high discrimination in space, and the data after
MDS-based dimensionality reduction have more recognition
and are beneficial for model classification. Besides, it is
beneficial to improving the diagnosis efficiency and accuracy
of the model.

In order to characterize the correlation between dimension-
ality reduction features, Spearman correlation coefficient is
used to test the correlation between features.

For variables xi and yi, Spearman correlation coefficient is
calculated by:

ρ = 1−

6
n∑
i=1

(Ri − Qi)

n(n2 − 1)
(38)

where, Ri represents the rank of xi,Qi represents the rank of
yi, Ri−Qi is the difference of the rank of variable xi, yi, and n

FIGURE 6. Spearman correlation coefficient diagram of dimensionality
reduction data.

represents the number of samples. And Spearman correlation
coefficient diagram is shown in the Fig. 6.

In Fig. 6, A to J in the horizontal and vertical axes represent
the 10-dimensional optimal feature subset described above in
turn. According to the definition of Spearman’s correlation
coefficient, the absolute value of the correlation coefficient is
close to 1, which means the higher the correlation is, while
0 means there is no correlation. For classification problems,
the lower the correlation, the greater the difference between
features, that is, the more favorable the final classification
result. As can be seen from Figure 5, the correlation of the
10-dimensional feature subset obtained by MDS dimension-
ality reduction is low, which is more conducive to the accurate
prediction of the model.

3) DATA NORMALIZATION
In this paper, the interval value method is used to normalize
the data, so that the data can be scaled to a specific interval to
avoid the interaction between the values. Here, the extreme
value method is selected for linear function transformation:

X ′i =
Xi −minXi

maxXi −minXi
(39)

X
′′

i = X ′i ∗ (mx − mi)+ mi (40)

where X
′′

i is the data after dimension reduction,
(i = 1, 2 . . . n); max(xi) is the maximum value in the
data sample;min(xi) is the minimum value in the data sam-
ple; the mapping interval is [-1, 1], default mx is 1, and
default mi is −1.

The data after dimension reduction can be used as input
for model training and testing after the above normalization
processing.

C. BEARING FAULT DIAGNOSIS BASED
ON IBA-SVM MODEL
In this paper, K-fold cross-validation is used to optimize the
core parameters of the model. The adopted 1000 sample data
are divided into a training set and a test set according to a ratio
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FIGURE 7. Diagnosis result based on time-frequency feature extraction
and IBA-SVM.

of 7:3. The K in K-fold cross validation is set to 5, that is, the
training set sample is divided into 5 parts, 4 of which are taken
as the training set of the five-fold cross validation in turn, and
the remaining 1 part is taken as its validation set, so as to
find the value of the hyper-parameters that make the model
generalization performance optimal. The IBA-SVMmodel is
trained by the training set, and then the trained model is used
for fault diagnosis of the test set. The diagnosis result of the
IBA-SVM model is shown in Fig. 7.

It can be seen from Fig. 7 that the diagnosis accuracy of
the IBA-SVM model is 99.6667%, which has good bearing
fault classification effect and excellent diagnosis effect, and
has certain practical significance in bearing fault diagnosis.

D. MODEL EVALUATION
In order to verify the superiority of the method proposed in
this paper, the following experiments are designed:

Experiment 1 verifies the superiority of SVM model in
fault diagnosis.

Deep Extreme Learning Machines (DELM) and Random
Forest (RF), BP Neural Network and SVM model were also
used for diagnosis as the comparison with the SVM model.

Experiment 2 verifies the superiority of IBA optimization
algorithm.

Improved Sparrow algorithm based on Gaussian varia-
tion (GSSA), the improved Gray Wolf algorithm based on
Difference-mutation (DEGWO), BA and IBA were used to
optimize the SVM model to verify the superiority of IBA.

Experiment 3 verifies the superiority of the feature
extraction method.

Time-domain features, frequency-domain features and
combined time-frequency domain features were used to train
and test the model. The results verify the superiority of the
time-frequency feature extraction method proposed in this
paper.

Experiment 4 verifies the robustness of the model.
Gaussian white noise with different signal to noise ratios

was added to the test set to carry out the diagnostic test of the

TABLE 3. Diagnosis results of each algorithm.

model and test the operation effect of the diagnostic model in
the noisy environment.

1) COMPARISON OF MULTI-MODEL DIAGNOSIS RESULTS
In order to verify the superiority of the selected classifica-
tion model, the preprocessed feature data were put into the
DELM, RF, BP neural network and SVM models respec-
tively, and the default parameters were used in the hyperpa-
rameters of each model to compare the classification effect
of each model. That is, no optimization algorithm is used for
parameter optimization. The diagnosis results of each model
are shown in Fig. 8.

As can be seen from Fig. 8, the diagnosis effect of the
SVM model with default parameters could reach the highest
accuracy, with an accuracy rate of 85.3333%, while that of
the DELMmodel is the worst. Therefore, it can be concluded
that the SVM model used in this paper has better effect than
other models.

2) COMPARISON OF OPTIMIZATION PERFORMANCE OF
EACH OPTIMIZATION ALGORITHM
In order to verify the superiority of the above IBA, the opti-
mization algorithm presented in this paper is compared with
other advanced algorithms in the field of bearing fault. In this
paper, the improved Sparrow algorithm based on Gaussian
variation (GSSA), the improved Gray Wolf algorithm based
on Difference-mutation (DEGWO), BA algorithm and IBA
algorithm are respectively used to optimize the parameters
of SVM model. The diagnosis results of each optimization
model are shown in Table 3, which contains the parameters C
and G optimized by each algorithm, as well as the final clas-
sification accuracy and the number of correct classifications.

It can be seen from Table 3 that the diagnosis effect of
the classification model is improved after the optimization.
The classification effect of each model optimized by the opti-
mization algorithm is obviously improved compared with the
original SVM model. The prediction accuracy of IBA-SVM
model is higher than that of GSSA -SVMmodel andDEGWO
-SVMmodel, while the prediction accuracy of BA-SVM and
IBA-SVM models is about 99%.

In order to further compare the performance of BA and
IBA, the initial population size was set to 20, the number of
iterations was set to 200. The best fitness curves of BA and
IBA are shown in Fig. 9.

As can be seen from Fig. 9, when the best fitness curve
is stable, it means that it has converged. The IBA finds the
optimal fitness value when the number of iterations is about
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FIGURE 8. Diagnosis results by multiple models.

FIGURE 9. Graph of convergence curve.

50, while the BA stays at a certain value in the iteration pro-
cess, and the convergence speed is slow, and finally converges
to the local optimal solution instead of the global optimal
solution. Compared with the BA, the IBA has faster iterative
convergence speed. It is easy to find the global optimal solu-
tion quickly and can overcome the premature phenomenon
well. So, the optimization effect of IBA is better than that of
BA. IBA-SVM model is 99.6667%, which has good bearing
fault classification effect and excellent diagnosis effect, and
has certain practical significance in bearing fault diagnosis.

3) COMPARISON OF DIAGNOSIS RESULTS OF DIFFERENT
FEATURE EXTRACTION METHODS
In order to verify the superiority of the feature extraction
method used in this paper, time-domain features, frequency-
domain features and the combined time-frequency domain
features were used to train and test the model. Fig. 10 com-
pares the diagnosis results of the IBA-SVM model using the
time-domain feature extraction method and the frequency-
domain feature extraction method.

By comparing the IBA-SVM model under the time-
frequency-domain feature extraction method in Fig. 7, it can
be seen that the accuracy of the test set in Fig. 8 is signif-
icantly lower than that under the feature extraction method
proposed in this paper. It shows that the time-frequency
domain feature extraction can obtain better diagnostic results
than using time domain or frequency domain features alone.
Therefore, the feature extraction method selected in this
paper performs better in the test set and has better diagnostic
effect.

4) EVALUATION PARAMETERS BASED ON TIME-FREQUENCY
FEATURE EXTRACTION AND IBA-SVM MODEL
In order to further verify the superiority of IBA-SVM under
time-frequency feature extraction, the macro-average F1
valuewas used to evaluate themodel again.Macro average F1
value is an evaluation index for the comprehensive analysis
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FIGURE 10. Diagnosis results based on time domain feature extraction
and frequency domain feature extraction of IBA-SVM model.

TABLE 4. Diagnosis results of IBA-SVM model under time-frequency
domain feature extraction method.

of recall and precision, which is the harmonic average of
precision and recall, and is also a commonly-used multi-
classification evaluation index. The number of all kind of
samples in the model diagnosis result was calculated. The
results obtained are shown in Table 4.

In Table 4, TP is the positive sample where the prediction
is correct, FP is the positive sample where the prediction is
wrong, and FN is the negative sample where the prediction is
wrong.

The specific values of precision, recall and F1-Score were
calculated from Table 4, and the results are shown in Table 5.

TABLE 5. Specific value of each indicator table.

Annotation Precision, Recall and F1-Score are
calculated by:

Pr ecision =
TP

TP+ FP
(41)

Recall =
TP

TP+ FN
(42)

F1− Score =
2 ∗ P ∗ R
P+ R

(43)

where P and R in Eq. (32) represent Precision and Recall,
respectively.

The macro average F1 value is the F1 obtained for each
fault tag sample. The macro average F1 value based on
time-frequency feature extraction and IBA-SVM model is
0.9968. Using the same method, the corresponding values
of other models can be obtained respectively, all lower than
0.9968. Therefore, the method selected in this paper has a
better classification effect than other methods, and is fully
applicable to rolling bearing fault diagnosis.

5) ROBUSTNESS TEST
In order to verify the practicability and anti-interference abil-
ity of the proposed diagnosis model based on time-frequency
feature extraction and IBA-SVM in the real environment, that
is, to verify its robustness. Gaussianwhite noise with different
signal-to-noise ratios (SNR) was based on the test set into the
trained IBA-SVM model. Combining the accuracy rate and
the macro average F1 value, the performance of the model in
the noisy environment was examined.

Here, the Gaussian white noise with the proportions of 1%,
5%, 8%, 10%, 12% and 15% and the corresponding SNRs of
40 dB, 26 dB, 22 dB, 20 dB, 18 dB and 16 dB were selected
and added to the test set, and the classification results of the
noisy test set are shown in Fig. 11.

It can be seen from Fig. 11 that the model based on time-
frequency feature extraction and IBA-SVM proposed in this
paper performs well in noisy environments. After adding
Gaussian white noise, the accuracy of the model is more
than 70%, and the macro average F1 value is more than
0.7. Especially when the SNR is relatively large, such as
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FIGURE 11. Classification results of noisy test set.

SNR = 40 dB, SNR = 26 dB, the operation of the model is
almost not affected by noise. This shows that the model has
good robustness.

V. CONCLUSION
In order to improve the accuracy of mechanical rolling bear-
ing fault diagnosis, a rolling bearing fault diagnosis method
based on time-frequency feature extraction and IBA-SVM
algorithm is proposed in this paper. Experiments were con-
ducted to verify the performance of the proposedmethod. The
conclusions are as follows:

(1). The data subjected to time-frequency feature extrac-
tion and MDS dimension reduction are more recognizable in
the Euclidean space.

(2). Comparison with other classification models shows
that the SVM model performs best in the diagnosis results,
and the accuracy rate reaches 85.3333%, higher than other
models.

(3). Comparison with other optimization algorithms
indicates that the IBA has the best hyperparameter opti-
mization effect and the fastest convergence speed in SVM.
The IBA-SVM model has the best performance with the
accuracy of 99.6667%. Compared with FA-SVM, PSO-SVM
and BA-SVM, the accuracy is improved by 12%, 6.3333%
and 0.3333% respectively.

(4). The time-frequency feature extraction and IBA-SVM
model proposed in this paper performs well in noisy environ-
ments with strong anti-interference and robustness.

For rolling bearing fault diagnosis, the case selected in this
paper is bearing fault under 0HP. And our future research
direction includes the analysis of bearing fault vibration
signals under different load conditions and the connection
and difference under different load conditions. In addition,
most diagnosis methods are currently offline diagnosis, but
actually once fault occurs, it will cause a series of negative
consequences, such as economic losses, casualties and so
on. So we more hope that the online fault diagnosis can
be realized, in order to achieve the purpose of real-time
detection fault, this will be our future focus in the study of
fault diagnosis.
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