
Received 8 July 2022, accepted 1 August 2022, date of publication 10 August 2022, date of current version 18 August 2022.

Digital Object Identifier 10.1109/ACCESS.2022.3197758

Cell Based Raft Algorithm for Optimized
Consensus Process on Blockchain
in Smart Data Market
DANA YANG 1, INSHIL DOH 2, AND KIJOON CHAE 1
1Department of Computer Science and Engineering, Ewha Womans University, Seoul 03760, Republic of Korea
2Department of Cyber Security, Ewha Womans University, Seoul 03760, Republic of Korea

Corresponding author: Kijoon Chae (kjchae@ewha.ac.kr)

This work was supported by the National Research Foundation of Korea (NRF) grant funded by the Korea government (MSIP)
(No. 2019R1F1A1063194). This work was also supported by the National Research Foundation of Korea (NRF) grant
funded by the Korea government (MSIP) (No. 2020R1A2C1006497).

ABSTRACT Due to the explosive increase in IoT devices and traffic, big data is developing into smart data
that helps the data science experts understand human activities, through the relationship between mobility
and resource application of the users in public spaces. For example, smart data markets help to predict crimes
or understand the cause of COVID-19 infections. For these smart services, the users agree to the privacy
policy so that the personal and sensitive information can be collected by a third party. But the conditions of the
privacy policy do not specifywhether the information of the users can be tracked. To ensure data transparency,
many systems are applying consortium/private blockchains with raft algorithm. The raft algorithm requires
nodes to check countless messages for a single transaction. Eventually, as the number of nodes increases,
the overall system degradation is derived from the burden of the leader node. This paper proposes a method
to process the collected transactions by dividing a certain amount of transactions into cells, without any
extra protocol. The proposed scheme also uses the federated learning model with high accuracy and data
privacy, in order to determine the optimized cell size in a blockchain system that should lead to consensus on
multiple servers. Therefore, the proposed CBR (Cell-based Raft) consensus algorithm proposes a protocol
that reduces the number of messages, without interfering with the concept of the existing raft algorithm,
in order to maintain stable throughput in the smart data market where massive transactions occur.

INDEX TERMS Smart service, blockchain, consensus algorithm, raft algorithm, federated learning.

I. INTRODUCTION
It is indisputable that we are living in an era of data flood-
ing, which is proven by the enormous amount of data from
various environments. For example, IoT devices and traffic
are expected to grow in terms of the overall number of users
and traffic volume. Over the next 10 years, the number of
connected devices is expected to grow to 125 billion [1].
In particular, smart data is growing rapidly and constitutes
an important part of smart city development. These new
big data sources shed light on the understanding of human
activity from an individual and urban perspective, to help dis-
cover the relationship between human mobility and resource
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application in the social and spatial domains in the city [2].
For example, human mobility is an essential attribute of
human behavior and acts as a key factor in respiratory infec-
tions, including COVID-19. The 4 billion cell phones used
worldwide have individual location sensors that can be used
to track movement patterns, as well as to verify contin-
ued compliance with restrictions [3]. However, the sensors
and individual location records collect the sensitive infor-
mation from the data of the user in the smart mobility data
market. Personal data should require personal permission
before being shared by the companies for public informa-
tiveness. In particular, Data transparency is an important
issue in personal privacy. For example, the various services
that collect personal data state in the privacy policy ‘‘Our
services share personal information with affiliated companies
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or organizations.’’ However, the terms and conditions of the
service do not specify whether the user can track the target
that is sharing his or her information.

With the introduction of the General Data Protection Reg-
ulation (GDPR), European Union (EU) citizens can control
the collection and usability of their personal data [4]. The
GDPR is only valid in the EU, but multinational corporations
are expected to be more transparent about how the compa-
nies manage the personal information of customers. Most
companies are still currently forced to consider the central-
ized collection methods vulnerable to personal information
violation. Therefore, the multinational companies concen-
trate on distributed ledger technologies such as blockchain,
which have the potential to fully control information and
protect personal information, including personal mobility
information. The blockchain technology is known to be dif-
ficult to modulate, and transactions are transparent to all
parties who generated the data [5]. The blockchain is called
a distributed data structure or shared ledger, that maintains
a list of transaction records and is never changed unless
an agreement is reached on the network using consensus
algorithms [6].

The consensus algorithm is a solution to the prob-
lem of how individual nodes achieve message consis-
tency in the blockchain network. Consensus algorithms are
the most important factor in the entire blockchain system
because efficiency directly determines the performance of
the blockchain! [7]. Consortium/private blockchain has wise
applications and uses more efficient consensus mechanisms
other than the PoW (Proof of Work) or PoS (Proof of
Stake), to avoid high computational costs, low transaction
throughput, and long confirmation delay [8]. These kinds of
blockchains such as Paxos and Raft algorithms also have
a low-complexity protocol developed for distributed sys-
tems based on certified nodes [9]. In particular, the raft
algorithm is applied to Hyperledger Fabric, which makes
consortium/private blockchain suitable for many business
applications. The raft algorithm classifies nodes into one
leader and multiple followers and divides into the leader
election term and transaction record term. When multiple
followers respond to a vote or result messages, and the leader
receives the majority of the responses, the overall process
indicates that the transaction has been successfully inserted
into the blockchain. In this processing process, the following
problems exist in the raft consensus algorithm.
• Whenever one log is recorded, the leader checks confir-
mation messages of all followers.

• The load balancing of the leader node causes system per-
formance to degrade overall as the number of followers
increases.

To solve this problem, this paper proposes a method of pro-
cessing collected transactions by dividing the transactions
into cells within an acceptable range for the system with-
out additional protocols. Therefore, the proposed Cell-Based
Raft (CBR) consensus algorithm is a protocol that reduces the
number of messages without interfering with the concept of

FIGURE 1. Blockchain network for various transaction collectors in the
smart data market.

the traditional Raft algorithm, to maintain stable throughput
in the smart data market which involves a large number of the
transactions.

The rest of this paper is organized as follows. The next
section discusses traditional research related to the pro-
posed method, such as blockchain systems for the smart
data market, the Raft consensus algorithm, and federated
learning. Section III introduces the proposed CBR consen-
sus algorithm. Section IV evaluates the proposed mechanism
in terms of the number of messages and the Transaction
Per Second (TPS) comparison with the traditional raft algo-
rithm. Section V concludes the paper with a summary and
future work.

II. RELATED WORKS
A. BLOCKCHAIN SYSTEM FOR SMART DATA MARKET
The smart data are the basis for technological innovation
with AI technology in almost all areas and industries [10].
To support this development, the German Federal Ministry
for Economic Affairs and Energy (BMWI) launched a project
to address important challenges in industrial, mobility, med-
ical, and energy fields called ‘‘Smart Data–Innovation from
Data’’ and selected 13 programs with more than 60 partici-
pating companies [11]. For smart data to be successful, smart
data technology should be developed within projects suitable
to various environments. Therefore, successful project results
must be achieved through collaboration and effort in terms
of entrepreneurship. In addition, smart data markets should
also guarantee data transparency because most of the data
comes from users. When data owners provide personal infor-
mation to companies, the companies should provide tracking
to show how the personal information is being shared and
transformed. To solve this problem, distributed ledger tech-
nologies such as blockchain have the potential to give people
full control over their information, to keep their personal
mobility information secure, and to protect their privacy.

Figure 1 shows a blockchain network for various transac-
tion collectors in the smart data market [12]. Various insti-
tutions, including hospitals, smart farms, smart malls, and
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FIGURE 2. Process of the Raft algorithm over time.

smart parking and transport agencies become nodes of the
blockchain, and the nodes generate transactions based on the
collected data. Each node is the owner of the transactions
and can share information including the ID or part of the
transaction to another node.

Blockchain network configuration can be divided into
public blockchain and private blockchain according to the
purpose of the system. There is no limit to the number of
anonymous nodes in the public blockchain, but each node
can communicate secularly based on encryption. Everyone
participating in the public blockchain network is encouraged
to act according to the contract to achieve the best outcome
of the agreement [13]. In the public blockchain, a long time is
needed for anonymous users to mine only one block into the
blockchain. Therefore, the public blockchain cannot be used
in an environment where explosive transactions are required.
However, the consortium/private blockchain reaches a con-
sensus agreement in a shorter time by involving only authen-
ticated node [14].

The system shown in Figure 1 can be classified as a con-
sortium/private blockchain system. Only thoroughly authen-
ticated organizations can participate as blockchain nodes
and have the authority to process transactions through a
consensus algorithm [15]. In other words, the consortium/
private blockchain has higher transaction throughput than
the public blockchain system, because the consortium/private
blockchain is only a limited number of nodes participating
in the consensus scheme [16]. However, if the blockchain
system exceeds the transaction threshold, the system can
suddenly crash. This study considers the scalability of the
blockchain system so that many companies can participate in
a successful business project in the smart data market. The
proposed CBR algorithm shows that the number of nodes
gradually increases and that the nodes process transactions
stably, even if the number of nodes is outside the allowable
range of the blockchain system.

B. RAFT ALGORITHM
The type of blockchain system depends on the consensus
algorithm. Blockchain systems for smart data markets gen-
erally use both public blockchain and consortium/private
blockchain in a hybrid architecture [17]. In the top layer,
a consortium/private blockchain in which only certified
institutions or systems participate is implemented [18].
The most commonly used algorithms for consortium/private
blockchain are PBFT(Personal Byzantine Fault Toler-
ance) [19], Paxos [20], and raft algorithms [21]. The
Raft algorithm is evolved from Paxos and applied to

Hyperledger Fabric as an open platform optimized for busi-
ness enterprises [22].

TheRaft algorithm is a leader-based asymmetric consensus
algorithm for maintaining the same log sequence. This con-
sensus scheme is a structure in which one server is a leader
responsible for all logs over a certain time, and another server
accepts only decisions (accept or fail) [23]. Therefore, even if
there are multiple servers, the servers except the leader server
do not have data permission and the client only communicates
with the leader server [24]. The process of the Raft algorithm
is basically divided into a ‘‘Leader election’’ period and a
‘‘Log replication’’ period, and these two periods are repeated
periodically, as shown in Figure 2.

The leader election period, shown as ‘‘elect’’ in Figure 2,
elects only one of several servers as a leader server through
voting. The Raft algorithm generally works stably, but
because the leader has all the responsibility, the process
returns to the leader election period when the leader crashes
or is absence. The follower, who notices absence of the leader
firstly, becomes a candidate and receives a vote message from
the other followers. If the candidate receives more than half
of the votes, the candidate becomes the leader and starts
the log replication period. If no leader is elected during the
leader election period, the follower servers enter again a new
leader election period. The previous leader server become the
follower [29].Whether the leader is alive or not is periodically
communicated through heartbeat messages and is checked by
followers during each timeout. A summary of the processes
performed during the Log replication period is shown in
Figure 3. It can be described as follows [26]:

1) The leader server receives commands from the client.
2) The leader appends the command to a new log entry.
3) he leader issues AppendEntries Remote Procedure

Call (RPC) messages in parallel to the follower servers
to replicate the entry.

4) The followers respond to success (true or false)
5) Commit in state machine: If the command in the log

is copied correctly, the state machine on each node
executes these commands in the same order and finally
obtains a consistent state.

6) The result of the consensus is then returned to the client.
If the client sends the ‘‘z←3’’ command, the leader server

adds a new log entry and sends AppendEntries RPCmessages
to the followers shown in Figure 4. The ‘‘Term’’ number
means the period during which a leader is elected and is
responsible for multiple logs [25]. Therefore, changing the
Term number means that the leader has changed. During the
Log replication period, the leader servers and the follower
servers exchange some messages and store the same logs
sequentially. The AppendEntries RPC message contains the
index term of the preceding log entry. Only when the previous
term number and previous index in the AppendEntries RPC
message match completely can the follower servers append
a new log entry and be committed to the State machine [28].
The State machine is a database in which all servers maintain
a constant log sequence in a distributed environment [27].
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FIGURE 3. Ordering of network messages of the Raft algorithm for log
replication process.

FIGURE 4. Log structure of the leader server and follower server in the
case of success or failure of the commit.

If either the terminal number or index does not match, the
follower servers send false (fail) in response to the Appen-
dEntries RPCmessage.Whenmore than half of the responses
are received from the follower servers, a complete commit
is made to the state machine of all servers. But when the
leader receives a fail message from a follower, the leader
makes the follower overwrite the previous log entries of the
leader [31].

The Raft algorithmwas first published inUsenixATC 14 in
2014 [21], and many researchers have developed the Raft
algorithm since then to improve performance of the Raft.
The paper by Wang et al. [30] maintains log consistency in
a separate K-bucket by adding the Kademlia protocol for
leader load balancing. However, additional protocols increase
actually the number of messages needed for communication
relative to the existing Raft algorithm and increase the storage
space of the K-bucket. A paper published by Fu et al. [32]
selects the follower node responsible for each log. However,
when the commit fails because the responsible servers for the
previous logs are increased, the number of messages needed
to determine the responsible server increases, as does the
network complexity.

FIGURE 5. Basic architecture and model process of federated learning.

In conclusion, the Raft algorithm relies on the time mecha-
nism to send and receive messages to keep the log consistent,
and the leader has the responsibility for all logs. To reduce
the burden on the leader node, there have been many studies
that added other schemes or transfer responsibility, but these
studies did not fundamentally reduce the number of mes-
sages. To improve the performance of the leader, this study
aims to increase throughput by reducing the AppendEntries
RPC message while maintaining the basic concept of Raft.
In addition, the proposed mechanism allows the system to
reliably process a large number of transactions that occur
in the smart data market by finding the optimal network
conditions that the system can afford.

C. FEDERATED LEARNING
With the advent of the Artificial Intelligence (AI) era with
AlphaGo [35], we have truly witnessed the tremendous
potential of AI and have begun to expect more complex
and advanced AI technologies in many applications, includ-
ing financial and medical applications, and unmanned vehi-
cles [36]. Today, AI technology is showing strength in almost
every industry and field ([37], [41]). Specifically, in the exist-
ing data processing model of AI, it is common for central
agencies to integrate various types of data and transmit the
results obtained through the built model. However, most
applications, except those in some industries, have limited
data or poor data quality, making the data more difficult to
apply to AI technology than expected [40]. In fact, breaking
the barriers between data sources is quite difficult, because
all AI projects contain multiple types of data. In addition,
the management procedures for privacy and complex data are
facing great resistance to data integration between different
departments in the same company. Furthermore, it is almost
impossible to integrate data that is scattered across countries
and institutions, and in some cases, it is not permitted.

Solving these data fragmentation and isolation problems
is a major challenge for AI researchers and practitioners
today. As a related study, the recently proposed federated
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learning by Google builds a machine-learning model based
on data sets from many distributed devices to prevent data
leakage [38]. The federated learning model focuses on over-
coming statistical problems that arise from data integration
and on protecting data privacy. In addition, there have been
researched efforts on personalization that apply federated
learning in a more distributed environment, as shown in
Figure 5 [39]. In particular, Figure 5 is a learning method
that helps distributed devices collect data and learn from
each device, but collects the learning results and updates the
modeling of the device. Therefore, it is possible to generate
more accurate learning results than to derive results by learn-
ing individually in an environment composed of distributed
devices such as blockchain. The architecture of federated
learning is a model based on data collected from various
devices, including smart homes, mobile devices, drones,
and smart cars. Based on the collected data, a process that
includes the following four steps is performed:

1) Individual devices such as a smartphone, drone, smart
car, or hub in a smart home calculate a training gradient
through each local model and send the gradient to the
central cloud.

2) Since data are collected in different environments, non-
uniform gradients arrive at the central cloud. Thus, the
individual gradients are aggregated first, and the global
weight value is calculated. The basic global weight
equation is the average of the gradient.

3) The global weight is transmitted to each device, and
each device receives the same value rather than differ-
ent global weights.

4) The individual devices update each local model
through the received global weight.

All the above research focuses on the on-device federated
learning that considers distributed mobile user interaction,
communication costs, unbalanced data distribution, and the
device stability of large-scale distributions. Therefore, this
study uses the federated learning model to obtain an opti-
mized cell size in the distributed blockchain-based smart data
market. The cell size is generally determined as a device
specification considering the communication overhead of
the leader node in the blockchain system of the CBR algo-
rithm. However, if a node unilaterally determines the cell
size through basic AI modeling without knowing who the
leader will be, lower processing performance than the exist-
ing Raft may be presented. Therefore, the final goal of the
CBR algorithm is to calculate the optimal cell size for the
entire blockchain system with the consensus capability of
the distributed servers. Where the consensus is achieved by
arbitrarily determining a cell size, the number of messages
could be lowered to solve the network overhead problem, but
it is observed that the specification of the system is low in
terms of performance, such as TPS, because the Raft algo-
rithm arbitrarily determining a cell size was not considered at
all. Specifically, consensus nodes in the blockchain generate
the local weight, and a third-party agency, such as a trust
organization, generates the global weight and distributes the

global weight to the nodes. The learning data is configured
based on TPS information measured by variously changing
cell sizes at each node. Finally, it is to obtain the optimal cell
size that can lead to the highest TPS according to the number
of nodes in the blockchain.

III. PROPOSED MECHANISM
A. PROBLEMS IN TRADITIONAL RAFT ALGORITHM
The Raft algorithm is a mature and efficient consistency
algorithm that has been applied to many blockchain sce-
narios in the field of distributed coordination services and
distributed databases. However, the traditional Raft algorithm
has some disadvantages in the smart data market which has
many transactions in real-time. In the traditional Raft algo-
rithm, the servers work hard to keep the logs constant to
keep the latest command of the client. Depending on system
policy, the size of the log is often smaller than the number of
transactions on the blockchain, so the size of the message is
often smaller. If the Raft algorithm is applied to the existing
blockchain system as it is, network loads depend on the
number of messages. Network loads and leaders cannot man-
age all the messages, which causes fatal degradation to the
system.

As the number of follower nodes increases, the number
of communications increases, which limits the speed of the
commit. More than half of the nodes in the blockchain net-
work are not controlled by the leader due to the bottleneck
of the leader node, which is called network division. Even if
the leader does not crash, Raft resumes the leader election in
the case of network division. During this period, blockchain
networks stop accepting new transactions and have a signifi-
cant impact on consensus efficiency, real-time response, and
load balancing in high real-time environments. In conclusion,
transaction throughput decreases severely, which makes real-
time processing impossible [33].

Therefore, this study attempts to solve the problem that
occurs in the blockchain system where one log of the Raft
algorithm is defined as one transaction. Whenever a transac-
tion occurs in the existing Raft blockchain system, the leader
issues AppendEntries RPC messages and receives responses
from the followers, causing severe bottlenecks from the
leader. This paper proposes a CBR algorithm that collects
the number of transactions, called cells and completes the
commit to the state machine in cell units.

B. CELL-BASED RAFT ALGORITHM
The raft-based blockchain creates blocks on transaction
requests and manages replicated logs. In most cases, the
logs are generated for each transaction [34]. In order to
process transactions based on the optimized cell, All servers
in advance to participate in the CBR consensus algorithm cell
size have to be determined. Therefore, for stable processing
of whoever the leader is, the optimal cell size is obtained by
learning data on the throughput of the existing log replication
through federated learning. The proposed CBR also defines
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TABLE 1. Description of the arguments required for the log.

log format as shown in Table 1. Transaction in the smart data
market is defined as a basic transaction structure since various
types of transactions can be generated. The difference from
recording existing logs is protected in data privacy by display-
ing the owner of the data and the data validity period. The
arguments of the log are essential elements for transactions
and all servers have to be managed and stored by securely
committing to the state machine of the each server. Based
on the ‘‘Leader election’’ and ‘‘Log replication’’ modes of
the traditional raft algorithm, this paper defines the various
elements to be included in a transaction or message and
presents a method to cope with various situations to keep the
transaction consistent.

1) LEADER ELECTION
Institutions or companies that are servers in the smart data
market form a blockchain network, such as the one shown
in Figure 1, and participate in the CBR algorithm-based
blockchain system. Each of the servers participating in this
way plays a role according to the server status. Figure 6 shows
the flowchart of the server status for the process performed in
each role. All the servers are initially in the follower state and
initialize the values of the term, cell, and log index required
for log arguments to zero. Because there is no leader in
the CBR blockchain network, the followers cannot receive a
heartbeat message from the leader. Therefore, all the follow-
ers enter the leader election mode. A follower who initially
notices the absence of a leader changes to the candidate state
to become the leader.

The candidate sends the RequestVote RPC messages to
the other followers. The arguments of the RequestVote RPC
message are shown in Table 2. When the candidate sends
a RequestVote RPC, the term number is included by raising
1 from the current value. The followers who have received
the RequestVote RPC decide whether to elect the candidate
as a new leader under two conditions. If any condition does
not meet the following conditions, the candidate will not be
elected as a leader.
• term number of the candidate > current term number
of the follower: If the term included in the received
RequestVote RPC message is greater than the current
term of the follower, the candidate is eligible to be
elected as the leader.

• last cell number of the candidate => last cell number
of the follower: If the last cell included in the received

TABLE 2. Description of the arguments for RequestVote RPC message and
response message.

RequestVote RPCmessage is same as or greater than the
last cell of the follower, the candidate is eligible to be
elected as the leader.

Only when both these conditions are satisfied can the
followers send ‘‘true’’ to the value of voteGranted in the
response message to the RequestVote RPC messages. There
are several arguments, including voteGranted, in the response
message, as shown in Table 2. The values for term and cell in
the response message depend on the value of voteGranted.
If the value of voteGranted is true, the follower itself updates
the arguments of the responsemessage to a value that matches
the term and cell values of the candidate. In the value is
false, the follower updates to the value obtained by adding 1
to the current term. Then, the follower changes to a candidate
state and the previous candidate automatically changes to a
follower state.

If a candidate receives more than half of the votes, the
candidate takes the role of the leader. The first activity as a
leader is to compare the hash values of the last committed
cell obtained and the unfilled current cell of the followers.
If these two hash values do not match, the new leader makes
the followers overwrite and update the information stored by
the new leader. In addition, leaders and followers initialize
cell numbers to zero. This is because we want to reduce any
indiscriminate increase in numbering errors. For example,
in the absence of a leader, a follower becomes a candidate,
which increments the numbers of both the term and the cell.
It is good to have a leader elected during this log selection
period, but in unstable networks or blockchain systems that
involve too many servers, a leader would not be elected due
to a network split. The servers enter a new leader election
mode, which raises the numbers of both the term and the cell
again. Therefore, the cell number is initialized whenever a
new leader is elected, because re-election can cause potential
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FIGURE 6. Flowchart of server status for the process performed by each role in the proposed CBR algorithm-based blockchain system.

FIGURE 7. Sequence diagram of consensus process for Cell-based raft
algorithm.

errors in the system with both term and cell numbers increas-
ing meaninglessly.

2) LOG REPLICATION
After the leader election period is over, the leader and fol-
lower servers begin a log replication period in which actual
transactions are processed and logs are left. The CBR algo-
rithm proceeds with the log replication process, as shown
in Figure 7, to reach a suitable and efficient consensus for

the smart data environment. A description of Figure 7 is as
follows:

1) When an event occurs at the client and becomes a
transaction, the client immediately informs the leader.

2) The leader records the log for the transaction in local
storage, not in its own state machine.

3) The leader also issues the AppendEntries RPC mes-
sage (referred to in Table 3) to the followers, with the
recorded log included.

4) The followers write the received log into their local
storage. This process is repeated until the logs are filled
to the predetermined cell size.

5) When the logs are filled to the size of the cell, the leader
and followers collect all the logs in the cell and derive
the hash value.H (Cn) refers to the hash value of the nth
cell.

6) The followers send their response message with their
current H (Cn). The leader compares the follower’s
H (Cn) and prepares to commit if H (Cn) is matched.
If H (Cn) does not match, the current logs stored in the
cell are sent to the follower.

7) The leader confirms whether more than half of the
responses from the followers are successful.

8) The leader first commits his state machine and informs
the followers of the results. The followers also commit
and inform the leader of the results, so the same logs
are stored on all servers.

9) Finally, the leader sends the results to the client.
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TABLE 3. Description of the arguments for AppendEntries RPC message
and response message.

During the log replication period, the leader and followers
maintain the latest log state in the form of the messages
shown in Table 3. Through ‘‘lastCellHash,’’ it is possible to
check whether the contents and order of the stored log are
accurate. The server notices whether it receives the latest
logs through the remaining arguments of the AppendEntries
RPC message. The arguments other than ‘‘logEntries’’ in
the AppendEntries RPC message become the arguments
of the ‘‘Heartbeat’’ message periodically sent within a
timeout.

Finally, the logs must be stored in each server in the
log sequence of the leader shown in Figure 8. The size of
the cell is designated by the server when the CBR-based
blockchain system starts. Due to the crash of the previous
leader, the last cell of term1 commits based on the log
sequence of the current leader. Then, all followers, centering
on the leader, perform the log replication process shown in
Figure 7. However, it is rare for all servers to communicate
stably for every term and cell and to successfully perform
log replication without exception. This paper confirms the
previous logs before adding new logs or cells to cope with
the exceptions, which are called ‘‘local fails.’’ For example,
the ‘‘lastCellHash’’ argument is an element that can confirm
whether the order of the previous logs stored in the state
machine of the follower is correct. If the log index does not
match, the error is known as a local failure. Even if the log
indices match, in the case of the mismatched term or the
mismatched cell number, the errors are considered a local
failure and the follower does not receive a new log from
the leader. These cases are identified by the arguments of

FIGURE 8. Standard logs of the leader and the various logs the follower,
before a new log is started.

FIGURE 9. Standard logs of the leader and various logs of the followers
before a new cell commits.

the heartbeat message and are solved by the leader sending
the logs of the previous cell to the follower experiencing local
failure. The CBR mechanism periodically checks the logs of
the previous cell through the heartbeat message and prepares
to save the next logs.

When the logs of the previous cells completely match the
content and order, the value of ‘‘lastCellHash’’ becomes the
value of H (Cn−1),(the value of H (C0) shown in Figure 9).
The leader then sends the logs to the followers until the log is
filled by the size of the cell. When the current cell are filled
based on the leader, the leader changes ‘‘lastCellHash’’ to
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H (C1) and raises the values of ‘‘cell’’ and ‘‘prevCell’’ in the
AppendEnries RPC message. If the logs of the current cell
stored in the follower match the leader perfectly, the follower
responds the true as value of ‘‘logGranted’’ and H (C1) as
‘‘lastCellHash’’. However, if any of the logs in the current
cell are empty or out of order, the value of H (C1) is different
fromH (C1) of the leader. Since a follower is in a fail state that
cannot be committed, the value of ‘‘logGranted’’ is answered
with false. The leader who receives false as the ‘‘logGranted’’
in the response message sends all the logs of its own cell and
makes the follower overwrite the logs.

Like the concept of the existing Raft algorithm, this study
focuses on all the logs of the leader. This paper also periodi-
cally confirms the state of the previous log for the heartbeat
message and ensures the stability of the log. The leader is
responsible for all logs and processes many logs because
the leader appends and checks the logs on a cell basis.
In order not to interfere with state machines in the event of
unexpected errors, the CBR scheme maintains uniformity by
overwriting the log sequence of the leader before adding or
committing the new logs.

The Raft algorithm is basically a published protocol
intended for an environment with a small number of
distributed servers. However, many of the current environ-
ments that require blockchain are not centralized environ-
ments composed of a few nodes and need to deal with mass
data. If the traditional Raft algorithm is applied to the real
environment, the system is paralyzed when the throughput
exceeds what a leader can handle. Therefore, even if the node
increases in an actual environment, a CBR mechanism that
stably processes mass data is needed.

IV. IMPLEMENTATION
This study implements the CBR mechanism based on the
existing Raft algorithm and constructs a blockchain system.
A performance evaluation is conducted by comparing the
basic Raft and the CBR scheme. Unlike Raft in existing
distributed systems which store the changed values in the
log, Raft algorithms in blockchain systems proceed with
the consensus process by storing one log on a transaction
line or block. In fact, we implement CBR and measure
performance by constructing a virtual node provided through
an open-source, as there is no environment in which more
than five devices can be obtained and agreed upon.The Raft
algorithm is an already well-known algorithm, and we use
the already implemented algorithm project by download-
ing Github (https://raft.github.io). Most of the downloaded
projects were developed to achieve consensus in accordance
with CBR, but improved AppendEntries RPC messages and
RequestVote RPC messages, as well as the main parts where
each node stores the logs in cell size in logging to State
Machines. In particular, the number of messages and transac-
tions per second (TPS) are compared for each node, and the
TPS is measured for each cell size. Even if the node increases,
these simulations on the most optimized cell size prove the

TABLE 4. Simulation environment.

excellence of the CBR mechanism that reliably processes
consensus on transactions.

The implementation was developed in a simulation envi-
ronment, as shown in Table 4. The basic Raft algorithm
was developed using various languages and tools by many
researchers. This study used a Java-based project that
included a stable environment and many functions among
the official Raft sites. Because no additional protocols were
required, no other libraries were added, and default libraries
were made available. The hash value of the logs stored in the
cell is the result of the SHA-256 function.

Figure 10 shows part of the console screen in the
blockchain system implemented with the proposed CBR
algorithm. The proposed CBR algorithm-based blockchain
system sets five servers, and cell 10 sizes and runs this system.
In first running the proposed blockchain system, all nodes
numbering from 1 to 5 start with a follower, as shown in
Figure 10. During the first leader election period, the fifth
server, which quickly recognizes the absence of a leader,
becomes a candidate and sends RequestVote RPC messages
to the other servers. The fifth server, which receives more
than half of the RequestVote RPC messages, becomes the
first leader, and the log replication period is started. The
last red square line shown in Figure 10 shows the current
term number, the latest committed cell number, the latest
committed index number, and part of the latest committed
hash value every 500 milliseconds.

V. EVALUATION
A. PERFORMANCE EVALUATION
This study performs consensus on a cell and simulates the
CBR algorithm in various ways to evaluate performance.
In particular, by comparing the existing Raft algorithm
with CBR, this study proves stable and high transaction
processing.

The traditional Raft algorithm requires that one leader deal
with many messages received from the followers because
the more nodes increase, the more followers the leader must
manage. Figure 11 shows the number of messages that lead-
ers must handle as nodes increase in the transitional Raft
algorithm-based blockchain system. This paper measures the

VOLUME 10, 2022 85207



D. Yang et al.: Cell Based Raft Algorithm for Optimized Consensus Process on Blockchain

FIGURE 10. Implementation capture image of the proposed CBR algorithm-based blockchain system.

FIGURE 11. Number of AppendEntries RPC messages according to the
number of nodes in the transitional Raft algorithm-based blockchain
system.

FIGURE 12. TPS according to the number of nodes in the transitional Raft
algorithm-based blockchain system.

number of each AppendEntries RPC message when the num-
ber of nodes is increased by 5 and increased to 100 for
consensus in 1000 transactions. As the number of nodes is
increased to a constant size, Figure 11 represents gradual
growth in the AppendEntries RPC messages. However, the
traditional Raft algorithm shows that the TPS decreases as

FIGURE 13. Relationship between TPS and fail response messages
according to the cell sizes in the proposed CBR-based blockchain system.

nodes increase, as shown in Figure 12. In the traditional Raft
blockchain, which has 75 nodes, the TPS dropped sharply
from 45.43 to 43.90. This result means that the traditional
Raft-based blockchain can affect the entire system due to
the load balancing problem of the leader. Because this sug-
gests that this problem can lead to serious overhead in the
blockchain system, the proposed Raft algorithm should deter-
mine the cell size that is acceptable in the blockchain consen-
sus system.

This study measured TPS and the number of fail messages
while increasing the cell size in a CBR-based blockchain
with 70 nodes that stably accommodate the largest number
of nodes, as shown in Figure 13. The fail message means
that the follower has abnormally stored the log and notifies
this situation to the leader. The cell size begins at 10, and the
TPS and the fail messages are measured while the cell size
is gradually increased by 5. The TPS increases in proportion
to the cell size, but when the cell size reaches 45, the TPS
decreases rapidly. The reason is that, as the cell size increases,
the follower logs are not stored like the log sequence of
the leader. Before committing the cell, the followers send
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TABLE 5. Optimal cell size and average accuracy according to node size
derived through federated learning.

the leader a fail response to the AppendEntries RPC mes-
sages. The consensus process is delayed because the follower
receives and overwrites all the logs of the cell. As shown
in Figure 13, the number of fail response messages in
45 cells increases rapidly. Therefore, the cell size should not
increase unconditionally. The optimal cell size that can be
accommodated by both the leader and follower should be
obtained.

We simulated various cell size-based Raft consensus pro-
cesses for each of the 5 to 100 nodes and observed that the
TPS was different for each situation. Therefore, the proposed
Raft algorithm calculates the optimized cell size using fed-
erated learning. Because the logs shown in Table 1 contain
a lot of implicit information, the logs are suitable for use
as learning data, and communication resource data such as
network bandwidth is also included in the learning data. Each
node constituting the blockchain calculates local weight with
learning data including TPS and receives global weight from
trust organization to update the modeling. Figure 14 shows
that the more the local model of the node is updated through
federated learning, the more accurately the optimized cell can
be obtained. In the early epoch of 10 or less, the accuracy
dropped to around 0.5, but after that, the exact cell size
can be obtained by converging to 1. Furthermore, as the
learning of each node increases, the training loss rate value
also gradually decreases and converges to zero, proving
that optimized cells can be accurately obtained. In conclu-
sion, our simulation proves that the accuracy is high and
derives the optimized cell size for number of nodes, shown
in Table 5. The result shows that the smaller the node, the
higher the TPS is when the Raft consensus is processed
with a larger cell size. This result also shows an average
accuracy of 98.28%.

The number of AppendEntries RPC messages and TPS
were measured again by performing the Raft algorithm with

FIGURE 14. Average accuracy according to epochs used for federate
learning.

FIGURE 15. Training loss according to epochs by federated learning.

FIGURE 16. Number of AppendEntries RPC messages according to the
number of nodes in the proposed CBR-based blockchain system.

the cell size shown in Table 5. The green dotted line in
Figure 16 is the same as the line in Figure 11 and refers
to the AppendEntries RPC messages measured by the tra-
ditional Raft algorithm. The red line in Figure 16 refers to
the number of AppendEntries RPC messages when consen-
sus is achieved with the optimized CBR algorithm through
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FIGURE 17. TPS according to the number of nodes in the proposed
CBR-based blockchain system.

Federated Learning, and the black dotted line refers to a
value obtained by fixing the cell size to 40 and measur-
ing the number of messages regardless of the number of
nodes. The reason why the cell size is fixed at 40 is that
it is the cell size value that maintains the highest TPS in
the correlation graph between the fail message and the TPS.
For both Raft algorithms, as the number of nodes increases,
the number of AppendEntries RPC messages increases. The
Figure 16 can be seen that there is little difference in the num-
ber of messages between the proposed static CBR and the
proposed optical CBR. Basically, when the number of nodes
is the same, if the cell size is large, the number of messages
exchanged will inevitably decrease. For example, when the
number of nodes is 5, the optimized cell size is 80 larger than
the CBR fixed at 40. However, the difference in the actual
number of messages is not double. The reason is that as large
as that size, an empty log occurs in storing the log, or the
order of the log changes, so a large amount of fail messages
are also generated. Finally, wemeasure howmuch the number
of messages burdening the blockchain network overhead has
decreased according to the number of nodes, showing that on
average it has decreased by 45.03%.

The blue dotted line shown in Figure 17 is the same as the
dotted line in Figure 12, and it refers to the TPS measured
by the traditional Raft algorithm. The purple line and the
green dotted line are the TPS value measured by perform-
ing the proposed Raft algorithm. As the number of nodes
increases, TPS decreases for both algorithms. In particular,
if the blockchain system is out of the resource tolerance range,
the TPS decreases rapidly, making the system impossible to
process almost logs. In the case of fixing the cell size or
obtaining an optimized cell value through federated learning,
the TPS value is measured to be higher than the traditional
Raft. However, this paper proves the CBR algorithm that
relieves the burden of the blockchain system and increases
performance by increasing the TPS by 2.4% on average
without intervals of rapid decrease. In addition, the optimal
CBR is with the cell size obtained through deep learning,

and a higher TPS value is obtained than the static CBR.
The conclusion proves that even if the number of nodes
increases, the number of messages decreases, which reduces
the load balancing of the reader and allows more transactions
with stable communication. Raft algorithms that collect and
process existing schedule logs often perform better than Raft
algorithms when comparing TPS or the number of messages.
However, CBR proves a significant reduction in the number
of messages and that TPS also ensures a more stable system
than the traditional Raft. In addition, blockchain systems
consisting of lightweight devices that cannot perform both
federated learning and consensus algorithms show perfor-
mance comparable to optimal CBR evenwhen they are forced
to perform consensus with a static cell size.

B. SAFETY EVALUATION
The most important element in the Raft algorithm is that all
nodes store the same logswhilemaintaining a stable sequence
of logs. For all nodes to maintain the log sequence, the
proposed CBR algorithm includes the following properties:
• Leader Append-Only: All nodes cannot modify the log
themselves, and if there is an error, the log is appended
only by overwriting.

• Log Matching: this contains elements with the same
index, term, and cell, and the logs are the same for all
nodes up to the committed cell.

• State Machine Safety: the safety of the log sequence is
ensured by separating and coping with the failure time
point adding logs and committing them.

In addition, this paper ensures the safety of the system by
reducing the load balancing of the leader even if the number
of nodes increases.

VI. CONCLUSION
Based on various resources in the social sector, many com-
panies are choosing blockchain systems for the purpose of
introducing smart services to help human activities more
broadly in fields such as health. Since the Raft algorithm
adopted as the main consensus algorithm in these systems
is a process in an environment composed of a small num-
ber of servers, it is difficult to apply it to smart services
that require the participation of many nodes in various
environments.

Therefore, this study first focuses on reducing the number
of messages to reduce the burden on the leader. In particular,
this paper proposes a method for processing collected trans-
actions by dividing transactions into cells without additional
protocols. The proposed CBR consensus algorithm is a pro-
tocol to reduce the number of messages without interfering
with the concept of the traditional Raft algorithm to main-
tain stable throughput in the smart data market. In addition,
the proposed algorithm obtains a suitable cell size accord-
ing to the number of nodes through federated learning with
accumulated logs. This implies that as a greater number of
transactions are processed in the real environment, better
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processing performance can be achieved by obtaining a more
suitable cell size. Through various simulations, this study
demonstrates that the burden of the leader is reduced and the
TPS is increased by reducing the number of messages. In par-
ticular, the proposed system communicates stably without a
rapid decline while maintaining the completeness of the log
sequence.

Many methods to reduce the burden on the leader in pro-
cessing transactions in the Raft algorithm-based blockchain
have been studied. If a leader is not properly elected during
the leader election period, a re-election occurs, and the TPS
decreases. Re-election occurs when there is a network split
with two leaders. In future work, we will research how to
prevent network splits to further enhance the performance of
the Raft algorithm.
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