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ABSTRACT In the healthcare domain, a transformative shift is envisioned towards Healthcare 5.0. It expands
the operational boundaries of Healthcare 4.0 and leverages patient-centric digital wellness. Healthcare
5.0 focuses on real-time patient monitoring, ambient control and wellness, and privacy compliance through
assisted technologies like artificial intelligence (AI), Internet-of-Things (IoT), big data, and assisted net-
working channels. However, healthcare operational procedures, verifiability of prediction models, resilience,
and lack of ethical and regulatory frameworks are potential hindrances to the realization of Healthcare
5.0. Recently, explainable AI (EXAI) has been a disruptive trend in Al that focuses on the explainability
of traditional Al models by leveraging the decision-making of the models and prediction outputs. The
explainability factor opens new opportunities to the black-box models and brings confidence in healthcare
stakeholders to interpret the machine learning (ML) and deep learning (DL) models. EXAI is focused on
improving clinical health practices and brings transparency to the predictive analysis, which is crucial in
the healthcare domain. Recent surveys on EXAI in healthcare have not significantly focused on the data
analysis and interpretation of models, which lowers its practical deployment opportunities. Owing to the gap,
the proposed survey explicitly details the requirements of EXAI in Healthcare 5.0, the operational and data
collection process. Based on the review method and presented research questions, systematically, the article
unfolds a proposed architecture that presents an EXAI ensemble on the computerized tomography (CT)
image classification and segmentation process. A solution taxonomy of EXAI in Healthcare 5.0 is proposed,
and operational challenges are presented. A supported case study on electrocardiogram (ECG) monitoring
is presented that preserves the privacy of local models via federated learning (FL) and EXAI for metric
validation. The case-study is supported through experimental validation. The analysis proves the efficacy of
EXALI in health setups that envisions real-life model deployments in a wide range of clinical applications.

INDEX TERMS Explainable Al, healthcare 5.0, metrics, deep learning.

I. INTRODUCTION

Recently, there is a shift from hospital-centric to patient-
centric view in the healthcare industry, which allows the
patient to control the health operations. The shift is realized
and supported through emerging disruptions in artificial
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intelligence (AI), Internet-of-Things (IoT), big-data, and
assisted fog and edge networks. In a nutshell, digital health
is equipped with smart sensors that form real-time prediction
models and business analytics [1]. This patient-centric and
sensor-driven analytical view is termed Healthcare 4.0, allow-
ing smart and connected care to patients [2]. The healthcare
industry has aligned its operations according to the healthcare
4.0 vision, but soon, the health industry will be at the dawn of
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another paradigm shift [3]. The shift, termed Healthcare 5.0,
would involve smart control, interpretable healthcare
analytics, three-dimensional view models, and augmented
and virtual reality [4]. Thus, healthcare would be pervasive,
highly personalized, dynamic, and reason-based analytics,
which would drive innovative business solutions in the health
sector.

In healthcare 5.0, medical science technology foresees the
interconnection of millions of IoT-based sensors that would
communicate data through fifth-generation (5G) network
infrastructure to provide digital wellness, smart healthcare
and improved healthcare metrics. 5G and IoT combined with
Al form a scenario where smart mobile wearables are inte-
grated with mobile communication and medical technolo-
gies for easy and remote healthcare delivery. Advanced IoT
devices attached to patients collect medical vitals, moni-
tor progress, and diagnose health conditions [5], [6] to the
doctor/medical institutions without significant human inter-
action. 5G in IoT promises 10 Gbps throughput, < 10ms
latency, secure future communications, increased cellular
coverage, enhanced network performance, and enhanced bat-
tery lifetime by almost 90%. Al algorithms, like convo-
lutional neural networks (CNN) or deep neural networks
(DNN), perform complex operations on generated huge data
sets such as image and text recognition, imaging and enable
accurate disease prediction and detection and remote health
treatment [7].

Due to the massive disruption of various Al technolo-
gies worldwide, questions have arisen regarding its impact
on societal and individual issues. Al, therefore, needs to
be utilized appropriately to ensure ethics, transparency, and
accountability. This has led to the creation of Responsible Al
Explainable artificial intelligence (EXAI) is a technique that
can be used for Al-enabled diagnosis and analysis to ensure
the characteristics above. This will result in result tracing and
model improvement in healthcare. EXAI is based on feature
extraction to enable explainability and interpretability of the
model [8]. EXAI defined a self-explanatory framework with
design principles to understand and predict the behavioural
aspects of ML/DL models. Medical Al induces a variety of
objectives to technology designers, healthcare professionals,
and social lawmakers as it imposes stringent requirements for
reconsidering roles and responsibilities. EXAI finds various
applications such as transportation, sales, finance, human
resource, and healthcare, such as clinical support systems,
disease detection and classification, drug delivery, medical
image segmentation, maintenance and evolution in health
care technologies, robotic-assisted surgery, and many oth-
ers [9]. Explainability has to be defined to address spe-
cific perspectives such as technological, legal, medical, and
patient for a clinical support system [10] to ensure end-to-end
patient-doctor transparent operation.

In healthcare operations, EXAI is applied over different
clinical decision models to address trusted analytics. It is used
to manage medical data, clinical diagnosis, healthcare sensor
bias reduction, disease classification, and segmentation [12].
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FIGURE 1. Global EXAI forecast [11].

It enables easy debugging and improves the performance
of trained models through an added module that justifies
the output decision of the model. Thus, EXAI adds trans-
parency to Al algorithms to justify the model predictions.
EXALI provides perfect explanations to end users behind its
decisions and predictions and ensures compliance of ML/DL
algorithms per the set parameters. It also allows the system
to optimize the algorithm to reduce bias by overriding the
system’s decision. Thus, it brings safety and fairness to
healthcare models and empowers people to believe in
decision-making. EXAI applies to various ML techniques
such as random forest, artificial neural networks, decision
trees, and many others. The scope of the explanation in the
EXAI model is categorized into local and global approaches.
The global approach requires an explanation of the whole
model, whereas the local approach requires an explanation
of only the individual prediction [13]. The explainability
requirement should be compatible with the set healthcare
parameters and patient personalized health conditions to jus-
tify the alignment of the algorithm to the patient use-case,
which preserves the personalization characteristics in health-
care 5.0 ecosystems. FIGURE 1 show the global EXAI fore-
cast from the year 2020-2030 which indicates a compound
annual growth rate (CAGR) of 18.4% [11]. TABLE 1 shows
the list of abbreviations and the associated description used
throughout the article.

A. MARKET TRENDS AND RESEARCH STATISTICS

EXALI is gaining importance in various application verticals
like healthcare, retail and marketing, media & entertainment,
aerospace & defence, insurance, financial services, industrial
Internet of Things (IIoT) and many more. In the market,
EXALI offers advantages like higher customer retention rate,
better inventory management, high design interpretability,
high performance and scalability, and reduced cost estima-
tion. E.g. EXAl in the retail industry can predict the upcoming
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TABLE 1. Abbreviations and their descriptions.

Abbreviations  Descriptions Abbreviations  Descriptions

5G Fifth Generation EXAI Explainable AT

6G Sixth Generation FL Federated Learning

AE Autoencoder FTL Federated Transfer Learning

AGI Artificial General Intelligence GAS Global Aggregation Server

Al Artificial Intelligence Grad-CAM Gradient-Weight Class Activation Mapping
AR Augumented Reality HCI Human-Computer Interaction

AUPRC Area Under the Precision-Recall Curve IoT Industrial Internet-of-Things

AUROC Area Under the Receiver Operating Characteristic ~ IoT Internet-of-Things

B5G 5G and beyond LIME Local Interpretable Model-agnostic Explanations
BB Black-box LRP Layerwise Relevance Propagation

CAGR Compounded Annual Growth Rate LSTM Long-Short Term Memory

CAM Class Activation Mapping MIL Multiple Instance Learning

CNN Convolutional Neural Networks MIT-BIH Massachusetts Institute of Technology - Boston’s Beth Israel Hospital
COVID-19 Novel Coronavirus disease-2019 ML Machine Learning

CPHS Comprehensive Personalized Healthcare Services NFV Network Function Virtualization

CRD Center of Reviews and Dissemination NHAI National Highway Authorities of India

CT Computerised Tomography NLP Natural Language Processing

CvV Computer Vision NN Neural Networks

DARE Database of Abstracts of Reviews of Effects PPV Positive Predicted Value

DARPA Defence Advanced Research Projects Agency RNN Recurrent Neural Networks

DL Deep Learning SDN Software Defined Networking

DNN Deep Neural Networks SHAP SHapley Additive exPlanations
DWS-CNN Depth-wise Separable CNN SVM Support Vector Machines

DWT Discrete Wavelet Transform TI Tactile Internet

ECG Electrocardiogram VGG Visual Geometry Group

EHR Electronic Health Records XDM Explainable Diagnostic Module

TABLE 2. Real-world industry projects of EXAI in healthcare domain.

Project Name

Objective

Duration Company Potential Outcomes

FWF Project on EXAI in
Medical Domain [14]

IBM Cloud Pak [15]

Cancer Predictions on
magnetic resonance
imaging (MRI) images
[16]
ArgumeNtaTIon-Driven
explainable artificial
intelligence fOr digiTal
mEdicine (Antidote)
project [17]

Centre of Healthcare In-
formatics, Australian In-
stitute of Health Innova-

tion [18]
Human-Centred Al
Project [19]

Sant’ Anna School of

Advanced Studies, Pisa
[20]

Society of Medical Deci-
sion Making [21]

Design library-based explainability — patterns
through grammar-based rules. This would map
machine explanations on gathered data, and the
project would impart an open framework and tool
design

IBM and Geisinger Health System have designed a
prototype that integrates an Al model and identifies
the severity of high risk among novel coronavirus
disease-2019 (COVID-19) patients

EXAI module design on CNN model to detect
cancerous lesions based on specific MRI images,
where suspicious areas would be identified and
segmented

Integrated EXAI module to comprehend low-level
features of DL algorithms which are combined
with high-level feature sets of human augmentation
in healthcare datasets

The project aims to streamline basic EXAI re-
quirements in healthcare and design models and
frameworks to validate the EXAI outputs over DL
models

Design methods to reenact the ML decision-
making process, to comprehend learning and
knowledge extraction on effective healthcare inter-
faces

Design augmentative abstractions on different Al
methods that allow explanations to be drawn from
dialogues between humans and machines

Project on EXAI module for cancer risk prediction
algorithms and its importance in clinical analysis

2020-2023 Holzinger Group, Vienna Benchmarking tools and avail-
able libraries to build EXAI

modules in model design

2021-Present 1IBM Specific EXAI modules to
study the impact of sepis and
COVID-19 mortality rates

2019-2022

SAS Analytics and Solutions Potential EXAI analytics on

provided MRI images

2022-Present Wimmics with a consortium of

six universities in Europe

A dialogue-based module
would be set up to collect
data from patients and provide
interpretable  analysis  and
predictions that justify the
healthcare diagnostics.
Validation tools over standard
healthcare datasets

2021-Present Macquarie University, Sydney,

Australia

2020-Present University of Natural
Resources and Life Sciences,

Vienna, Austria

EXAl-based knowledge ex-
traction and decision-learning
module via human-computer
interaction (HCI) interface
Augmentative dialogue gener-
ator via symbolic Al

October 2020- 2025 A collaborative project be-
tween the Royal Academy
of Engineering and JP Mor-
gan Research Chair Francesca
Toni

February 2020- Imperial College, UK, London

2023

April Analysis of EXAI as an inter-
pretable tool for risk predic-

tion over clinical cancer data

fashion trends and allows retailers/stockers to display the
. In the e-commerce industry, EXAI can
enable product search based on their stored recommendation.
In business strategy development, EXAI provides account-
ability & insights into key business fundamentals such as
sales, customer behaviour patterns, and employee turnover
strengthens ethical business norms and prevents bias and
loss of brand reputation. Recent market trends in EXAI

latest merchandise
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observe significant advantages such as increased customer
retention, enhanced management, and flaw detection. For
example, in 2019, a third-party application developer leaked
over 500 million Facebook profiles on Amazon Cloud Ser-
vice in a fraud case [23]. In 2020, there was a cyberattack
on the central server of the National Highway Authorities of
India (NHAI) due to weak cybersecurity infrastructure [24].
In such scenarios, EXAI can provide insights into why such
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FIGURE 2. EXAI research statistics for different applications (a) Domain and (b) Task applied [22].

incidents happen and what steps could be taken to avoid such
cyber attacks in future.

The field of EXAI has continuously gained momentum,
producing knowledge from different outlooks, viz. philoso-
phy, taxonomy, and development. FIGURE 2 represents the
distribution of research articles about different application
domains and tasks. FIGURE 2a shows domain agnostic distri-
bution. The healthcare sector has gained influence, and EXAI
is critical in providing explanations. FIGURE 2b shows the
importance of EXAI in task-driven AI/ML applications to
support decision-making in different applications like recom-
mender systems, prediction, image processing, and business
management.

B. SURVEY SCOPE AND ORGANIZATION MAP

FIGURE 3 pictures the organization of the sections and sur-
vey reading map. The remainder of this article is arranged
as follows. Section II provides the methodology proposed
for the literature survey. Section III presents the use cases
and realization of EXAI in various applications. Section IV
details the overview of EXAI, the requirement of data ana-
Iytics and processing concerning healthcare aspects, and the
existing state-of-the-art. Section V briefs the rise of ML/DL
techniques and applicability of EXAI to enable transparency
in the decision-making process, followed by the emergence of
EXAI metrics in healthcare. Section VI details the proposed
EXAI-enabled classification and segmentation architecture
for healthcare 5.0. Section VII presents the solution taxon-
omy of EXAI specifically concerning the healthcare appli-
cations. Section VIII describes the future scope and research
directions in EXAI. Section IX presents a proposed case study
ExoCOVID, an EXAl-assisted ECG monitoring architecture
in the healthcare ecosystem to derive explanations and inter-
pretations understandable to the user. Section X presents the
lessons learned from the overall survey. Finally, Section XI
concludes the article.

C. NECESSITY OF THE SURVEY
In healthcare 5.0, analytics plays an important role in driv-
ing business solutions to patient needs. Al-based prediction
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models act as black boxes, where the health inputs are fed
to the model and prediction output is gained. Generally,
ML and DL algorithms work on complex and interrelated
data; thus, the comprehension of the output is not straight-
forward, even for Al experts. In healthcare, the situation
is critical, as it involves patient health and future clinical
decisions to be based on current prediction outputs. Thus, it is
imperative to understand exactly what these algorithms code.
The algorithms consist of various test cases defined over the
Al layer to cater to diverse healthcare use-cases. Thus, the
interpretability and explainability of Al models are much
needed in healthcare 5.0. Interpretable ML provide tech-
niques to understand and validate how the ML model works
and allows stakeholders to understand the basic knowledge of
the decision and confidence in the former [25]. This makes Al
algorithms have a white-box nature and allows transparency
in analytics. Usually, humans easily understand linear mod-
els, but non-linear models are complex, for example, DNN
models. In healthcare, the patient’s future predictions depend
on his current lifestyle and health-record indicators: time-
varying, multi-connected, and non-linear. Therefore, it is
required to derive understandable human explanations of the
complex trained models.

Thus, the explainability of AI models needs to be
qualitatively and quantitatively explored [26]. Medical Al
applications require transparency and trust factor with doc-
tors/medical practitioners for their acceptance and integration
into actual practice. EXAI guides medical practitioners in
interpreting black-box models and their decision-making pro-
cess to verify particular decisions by ML algorithms which is
very important in the medical field. A federated environment
coupled with explainability will ensure data privacy & avail-
ability as well as real-time classification application to the
doctors under critical conditions.

D. NOVELTY OF THE PROPOSED SURVEY

In existing state-of-the-art schemes, researchers have
proposed explainability solutions in various practical
healthcare applications such as COVID-19 detection and
prediction [27], [28], cardio-vascular disease [29], [30],
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Paper Title

Introduction

Market Trends and Research Statistics
Survey Scope and Organization Map
Necessity of the Survey

Novelty of the Proposed Survey
Research Contributions

»l Survey Planning and Methodology

Review Plan

Research Questions
Data Sources

Search Criteria
Inclusion and Exclusion
Quality Evaluation

S[EXAI Realization in Diverse Applications |

EXALI in Healthcare 5.0: Preliminaries and Existing
Approaches

EXALI in Healthcare 5.0: Motivation
EXAI: How much Data-driven?
State-of-the-art

Diving into EXAI
Machine Learning is on the Rise

Deep Learning is on the Rise
The Black-Box Deception and Advancement of EXAI

»|The Proposed EXAI Classification and Segmentation Architecture|

Solution Taxonom
4’|(WI_ 1

ExoCOVID: A Case Study of ECG monitoring ecosystem
with Federated Transfer Learning and EXAI

Case-study Contributions

MIT-BIH Dataset

The Proposed Federated Healthcare Framework

CNN-based AE Model

CNN Classifier

EXALI integration

The Federated Task Learning

Performance Evaluation

L Conclusion and Future Scope
FIGURE 3. Survey and reading map.

and Future Research Directions ]

biomedical engineering [31], structural health monitor-
ing [32], mental health diagnosis [33] and many more. The
solutions also explore techniques to utilize DL techniques
and the implementation of algorithms to provide global
and local explanations. However, no research focuses on
explainability through an integrated approach per the built
specifications. Traditional DL techniques rely on the central
server, which is prone to attacks and raise security and
privacy issues in critical healthcare. Moreover, to avoid
violations of healthcare laws [34] A distributed Al-based
learning framework needs to be adopted for healthcare data
sharing concerns and healthcare data size limitations. The
proposed research scheme provides end-to-end explainability
for medical imaging applications through Al and federated
transfer learning (FTL) in a healthcare 5.0 scenario supported
by a case study of cardiovascular disease classification and
its interpretability through the implementation of the EXAI
environment.

E. RESEARCH CONTRIBUTIONS
The following are the research contributions of the paper.

o The paper presents a survey and explains the key con-
cepts & attributes of EXAI The survey also highlights
the applicability in the healthcare 5.0 ecosystem.

o The paper proposes an end-to-end EXAl-enabled med-
ical image classification and segmentation architecture.

84490

The architecture combines CNN-based DL techniques
and FTL for COVID-19 detection. The proposed
FTL-assisted CNN autoencoder classifier effectively
denoises raw data collected from COVID-19 patients
and classifies the former into five classes. Using the pro-
posed explainability module, the explainable diagnostic
module (XDM), the scheme interprets the classifier’s
prediction and provides the decision-making process.

« A solution taxonomy of EXAI in various industrial and
societal applications is presented. A particular use-case
taxonomy in healthcare is also proposed, integrating
different Al techniques with EXAL

« Future research scope and directions are discussed, and
a case study, ExoCOVID for ECG monitoring with
FTL and EXALI is presented. The case study uses the
Arrhythmia dataset to train the proposed architecture
using the clean and noisy version of the dataset. The
framework is evaluated using precision, recall, and F1
score performance metrics and accuracy of ~ 98% is
achieved. The scheme provides desired interpretability
and classification with an additional privacy protection
feature due to the adoption of FL.

Il. SURVEY PLANNING AND METHODOLOGY

The survey planning and methodology follow the standards
and regulations by Kitchenman et al. [35], [36]. The survey is
divided into six essential and analytic steps in the subsections
below.

A. REVIEW PLAN

The survey highlights and exercises the problem definition
and outline systematically. The critical points encompassed in
the literature are (i) pointing to the research question, (ii) dis-
cerning the sources of data, research studies, and publication,
(iii) logical conditions adopted for the search of keywords for
desired research, (iv) insertion/deletion criteria identification
(v) standardization and evaluation of the search and research
writing.

B. RESEARCH QUESTIONS

The first step in the survey is jotting down the research
question to assess the survey’s objectives. These questions
mainly focus on (i) Evolution and technology trends of EXAI
in healthcare 5.0 applications and (ii) seamless integration of
technological advancements like Al, 5G and beyond (B5G)
networks, and FL in various applications to ensure a quality
experience and interaction to the user (iii) lessons learnt from
the survey and identification of the future scope of the survey
in various human-centric applications. TABLE 3 highlights
the identified research questions with corresponding objec-
tives to assist the survey.

C. DATA SOURCES
The literature database employed for research is most relevant

to computer science and medicine/healthcare. The literature
explored IEEE Xplore, ACM Digital Library, PubMed etc.,

VOLUME 10, 2022
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TABLE 3. Research questions of the proposed study.

Q. No. Research Question Objective
RQ 1 What is the need and importance of EXAI in healthcare applications? To understand the emergence and features of EXAI to improve the understand-
ing, trust, and efficiency of results of Al
RQ2 What are the limitations of current AT models, and how does EXAI help gaining | To explore and incorporate EXAI properties in trending DL and ML "black box"
trust to the required industry standards? models for healthcare ecosystems to build user trust, satisfying legal and ethical
requirements.
RQ3 How does EXAI enable augmenting Al engines? To discuss the insights of EXAI technology to achieve better AI modelling and
interpretable explanations in natural language in healthcare 5.0 scenario
RQ4 What are the challenges and open research for EXAI inclusion in various To formulate open research and challenges for seeking interpretability in Al
applications? systems.
RQS How does EXAI benefit Al-healthcare? To conceptualize the integration of EXAI and other Al technologies with
superior privacy for healthcare 5.0 through a possible use-case scenario.

TABLE 4. Literature databases used to extract the raw literature corpus.

Name Address
ACM Digital Library https://dl.acm.org
IEEE Xplore https://xplore.ieee.org
Springer Link https://link.springer.com
ScienceDirect https://www.sciencedirect.com
PubMed https://www.ncbi.nlm.nih.gov/pubmed
arXiv https://arxiv.org
SPIE Digital Library https://www.spiedigitallibrary.org/
Wiley Online Library https://onlinelibrary.wiley.com/

Search String = EXAI + {Keywords} *
Al + {Keywords}*

{Keywords}* = {5G, Edge computing, Electronic health record, EM
FL, FTL, Segmentation, Classificaion, Heart disease, IoT, Horizontal/
Vertical, DL, ML, Feature extraction, Dimension reduction,

Orchestration}

FIGURE 4. Keywords and search strings.

for research. This database provides a rich source of infor-
mation content. The study [35], [36] also recommends other
electronic sources such as books, web blogs, preprints, arti-
cles, and patents for incorporation in the survey of interest.
TABLE 4 shows the literary databases which are used to
extract the articles related to our study.

D. SEARCH CRITERIA

An extensive literature survey was carried out on technolo-
gies related to EXAI, Al (deep learning, machine learning),
FL & FTL, their combination and integration in the health-
care 5.0 scenario. The search is further narrowed down by
collecting the initial corpus for the proposed survey and
subsequent filtering. The searched online articles and corre-
sponding references of the cited paper were included in the
study. FIGURE 4 frames the search criteria for topics and
articles, including the common synonyms.

E. INCLUSION AND EXCLUSION

After the defined search for the literature is completed, the
other process involves filtering to eliminate results based
on publication date, title and abstract review, and duplicate
removal. Firstly, the academic repositories were searched for
a combination of strings such as EXAI and healthcare. Then,
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Search and inclusion/exclusion identification
for review literature

—

Search Keywords

N N N\
Input: #250 /" Input: #190 Input: #165

! : Input: #1 ; \
[/ Exclusionbased || [/ Exclusionbased || [/ s Gl \\ [/ Exclusionbased |\
N q 1 [ | [ Exclusionbased || [/ |
|| ontitle,dateof || ||  onabstract, I - |1 [l onchalengesand |
\\ Ar I\ | on qualitative text | | || /
publication duplicacy Output: #165 references
.\ Output: #190 / \_ Output: #175 / put: \_ Output: #150 /

— 4

FIGURE 5. Narrowed-down search in inclusion/exclusion step.

papers with the keywords “XAI in healthcare”, “explain-
able artificial intelligence in healthcare”, “XAI and AI”,
“XAl for classification”, and “XAI and FL” were searched.
Finally, the database was searched with keywords XAI in
healthcare for classification, XAI and FL in healthcare.
OR keywords were utilized to aid fast database search.
In parallel, the literature database search was optimized with
keywords like FL, XAlI, edge intelligence with XAI, CNN,
classification, segmentation, and society 5.0. The papers with
no potential interest and not containing all elements expected
in the proposed work were excluded. FIGURE 5 represents
the addition and deletion criteria for the proposed survey.

F. QUALITY EVALUATION

Finally, the evaluation was carried out on filtered as well
as reference literature as per guidelines furnished by the
Database of Abstracts of Reviews of Effects (DARE) and
Center for Reviews and Dissemination (CRD) [35]. The eval-
uation carried out assures the quality of the assessment.

Ill. EXAI REALIZATION IN DIVERSE APPLICATIONS

In this section, we present the adoption of EXAI as use-cases
in diverse applications. FIGURE 6 presents the specific areas
where EXALI acts as a potential and interpretable mechanism
to drive Al analytics. This section addresses the RQ 3 that
presents how EXAI augments the functionality of traditional
Al models. The details are presented as follows.

A. CUSTOMER REVIEW APPLICATIONS

Owing to the vast development of recommender systems in
e-commerce applications, the customer review data has also
significantly increased. Mostly, the data distribution contains
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FIGURE 6. EXAI realization in diverse applications.

positive, neutral, and negative product classification, which
might be contextual and subjective [37]. In such cases, the
Al models employ natural language processing and semantic
analysis of contextual information to classify emotions and
sentiments. In this direction, EXAI is a potential tool to derive
meanings from syntactic data and map them to the semantic
content. This would improve the natural language engines to
classify emotions with higher accuracy [38].

B. MILITARY

In military applications, Al plays a major role in support-
ing training, defence simulation, and surveillance opera-
tions. Recently, Internet-of-Military-Things (IoMT) added
IoT functionalities-connectivity, data, and services to military
systems like army wearables (sensors to measure pulse and
heart rate of soldiers in battlegrounds), UAVs for surveillance
(motion and camera sensors), and proximity sensors to detect
unwanted movements [39]. Thus, the military gathers a large
amount of data which can be analyzed by ML and DL mod-
els that form self-control and adaptive [oMT environments.
However, real-time sensor data is interval-based, contains
noise, and might be inaccurate owing to sensor lags and
malfunctions. In such cases, the prediction from ML and
DL models would be inaccurate. The use of the autonomous
system for defence or military operation is the same as using
the autonomous vehicle and an automated system to treat
any disease that may be life-threatening. Thus, EXAI is a
potential tool that can capture biases in the data distribution,
dependency, and inaccuracies in data balancing [40]. This
provides timely information to military setups to reassess the
collected data and apply data cleaning techniques to minimize
the bias.

C. ANALYSIS OF INTERNET APPLICATIONS

The modern internet applications are data-driven and connect
millions of socially networked users. Thus, these applica-
tions generate massive data, and therefore social networking
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analytics is on the rise, which helps us to investigate the
decision process such as trust relationship [41], [42], and
different opinions [43]. Al engines perform advanced ML
to present content (posts, profiles, and advertisements) based
on interests, demographics, and subscribed information. For
example, applications like LinkedIn use DL for job recom-
mendations and present social circles (depending on pre-
vious connections) to send you aligned posts and connect
requests. Applications like Snapchat combines augmented
reality (AR) toolboxes with computer vision (CV) algorithms
to track your face movements and embed virtual objects
in face space. Filters are applied while clicking photos in
real-time through pixel correction and light enhancement
engines. However, to increase the precision and accuracy of
target models, EXAI modules like SHapley Additive exPla-
nations (SHAP), visual activation layers to support convolu-
tional layers, occlusion sensitivity (to capture abstract image
features in ConvNet models), and gradient-weighted class
activation mapping (Grad-CAM) (makes CNN predict the
importance of visual features) are used. This determines the
decision-making logistics and makes the problem applicable
to real-setups [44].

D. HEALTHCARE

In healthcare, Al has deep penetration to improve the analyt-
ics and prediction models and identify anomalies and diagno-
sis patterns. Thus, Al use-cases in healthcare image classifi-
cation, segmentation, and disease predictions [45]. However,
Al decisions in healthcare are critical, and EXAI plays an
essential role in healthcare. EXAI techniques like Bayesian
teaching, saliency maps, and others facilitate transparency
in screening decisions regarding how the AI model arrived
at the prediction and provide traceability in clinical out-
put [46]. This is useful for deep models (imaging analysis) for
applications like tumour segmentation, where data collection,
labelling, and augmentation are critical. With EXAI, essential
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features are highlighted, which allows accurate predictions in
the medical domain.

E. DATA FUSION AND Al APPROACHES

In big-data analytics, data from heterogeneous sources
are fused and categorized as structured, semi-structured,
or unstructured. Big-data techniques allow for effective pol-
icy designs, improving models’ business intelligence. Tools
like Apache Spark and Hadoop are used for effective pro-
cessing and storing tools for voluminous data. Once data
is aligned, data transformation (normalization and scaling)
techniques are employed, which is followed by reduction
principles (dimensionality, numerosity, and statistical) [47].
However, the fusion and reduction principles might lower
the data complexity, which reduces the interpretability and
observability of the data. In these cases, the employed ML
or DL models have low precision. Thus, explainability in
big-data analysis and data fusion models is critical to identify-
ing the data’s essential features, predicting the most important
parts, and understanding the interaction between feature sets
that collectively accounts for a prediction made by the model.

F. TRANSPORTATION

An autonomous vehicle provides capabilities such as sens-
ing the environment without human interventions, identify-
ing optimized routes from source to destination, providing
human-free decision capabilities, decreasing accidents, and
enhanced mobility in traffic & accident situations. It comes
with several challenges for explainability to the Al, such as
criteria for object detection, identification through sensors
etc. The recent incident of Uber taxi has reported one human
death due to the miss-classification of the human subject as a
polythene bag [48]. The addition of explainability techniques
can help prevent such incidents in future and requires a lot
of research in the explainability enhancement of autonomous
vehicles [49], [50].

G. LANGUAGE PROCESSING METHODS

Natural language processing (NLP) is an Al-based tool to
process information based on linguistic distribution and dif-
ferent data from the users for opinion mining to recognize the
accurate behaviour [51] and credit risk assessment [52]. Due
to the advancement of data science, NLP based approach can
handle a wide range of linguistic data [53], [54]. Challenges
of NLP include sentiment analysis and the complexity of
linguistic data processing. In such cases, EXAI techniques
can help practitioners perform sentiment analysis to analyze
the decision-makers, which helps reduce the complexity of
linguistic data that allows for real-time and accurate conver-
sions of natural language in different data analytics use-cases.

H. FINANCE & LEGAL

Financial services use Al to benefit customers through
investment advice and portfolio management. The service
provider’s access the private information raises an issue of
data security and transparent landing. Financial organizations
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are highly regulated and must follow specific laws to ensure
fair and transparent transactions and portfolio management.
Thus, challenges to the Al-based system in credit score are
why the user has given such a credit score. Organizations
like Equifax are working on an Al-based credit score model
that generates automated code to explain the computed credit
score. Al also has the potential to identify the repetition at
the court. Transparency and fairness in making a decision
are necessary. The researchers are working towards an auto-
mated decision-making system that explains what verdict is
generated [55], [56]. EXAI is a powerful tool that classifies
the discrepancies in user portfolios, risk assessment, and
credit evaluation in these cases. In risk assessment, model
agnostic methods are applicable, which explains the logic
behind the correlation of the predicted variables. Giudici and
Raffinetti [57] exploited Shapley values to perform statistical
normalization, based on Lorenz Zonoids, to assess the finan-
cial risk. Thus, such applications greatly bring auditability to
the credit systems.

I. APPLICATION RISK MANAGEMENT AND EFFECT
ANALYSIS

To eliminate failure from the system, product, and services,
systematic risk management, failure and effect analysis are
required to analyze and evaluate the effect of loss. Due to
several subjective and objective conditions, it is challenging
to analyze and identify the failure node and its assessment.
Thus, EXAI based approach is suitable to provide labels for
opinion [58]. The work in [59] applied linguistic distribution
to represent members that analyze and employed methods to
determine the risk priority of a failure node.

J. DATA DRIVEN LEARNING METHODS

With the rise of Al and data science, the preference for
learning methodology has also increased. Preference learning
combines decision-making and ML, focusing on a group
of attributes or individuals and models multi-group learn-
ing functions with historical data. With EXAI, preference
learning is widely used for linguistic models [60], [61], [62].
In conjunction with preference learning methods, DL meth-
ods are used to set and estimate parameters for decision
models, identify optimal weights of multiple attributes for
the linguistic model, and identify the parameter for fusion
aggregation function and distributed data. These methods are
widely used in online recommendation [63] and financial risk
assessment [64].

IV. EXAI IN HEALTHCARE 5.0: PRELIMINARIES AND
EXISTING APPROACHES

This section explains the background of EXAI in various
applications verticals like industry and automation, health-
care, industrial IoT, etc., and existing state-of-the-art in
EXALI for multiple applications. There are three subsections,
each explaining the necessity of EXAI. The first subsection
explains the EXAI needs & features, EXAI important events
along with the subsequent acquisition of wireless networks,
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from 1G to 5G deployments. The second subsection discusses
the data-driven capability of EXAI The third subsection
discusses existing state-of-the-art concerning various health-
care applications. Therefore, the research question RQ 1 is
addressed through this section put forward in survey planning
and methodology. RQ 1 is addressed through the inception
and potential of EXAI in Al-enabled healthcare applications.
The data-driven capability of EXAI provides feedback and
intelligent recommendations when Al is put into production.

A. EXAI IN HEALTHCARE 5.0: MOTIVATION
1) NEED AND BACKGROUND
Explainable artificial intelligence (EXAI) is defined as the
system developed to make an Al system coherent to humans.
The term “EXAI” was coined by Van Lent et al. [71] in
2004 that demonstrates the systems’ capability that explains
the behaviour of Al in gaming applications. However,
with significant progress in ML applications, the focus
has shifted toward implementing models and algorithms.
EXALI, however, emerged as a decision-making entity due
to the extremely high emergence of AI/ML across vari-
ous sectors and industry verticals which may affect the
critical decision-making process and effective recommenda-
tions, predictions or actions at the end of the user. EXAI
minimizes the social and legal ethical issues and enables
decision-making models to be explainable and understand-
able [72]. EXAI can demystify the black-box nature of
AI/ML models by acting as a Responsible Al. However, there
is a decision boundary between accuracy and interpretability
of the model as it largely depends on the quality and quan-
tity of training data sets. EX Al acts as a third-wave generation
of Al to generate algorithms than can explain themselves
precisely. TABLE 5 tabulates the key concepts of EXAL
EXALI associates the interface between decision-maker
(models) and humans. The gap synchronizes the
comprehension of humans and accurate representation
of decision-maker [73]. EXAI provides an explainability of
AI/ML models to the end-user. There are different types
of application domains categorized by [74] as explained
below.

« Stage: This explainability describes the time process that
a model undergoes to explain the decision. There are
two types of stages. The first stage is called Antehoc
where transparent explanations are generated from the
beginning of the data training process to achieve optimal
performance (e.g., fuzzy logic, tree-based modelling).
The other stage is called Post hoc where an external
model imitates the base model’s behaviour to provide
explanations to the user, for example, the support vector
machines (SVM), and neural networks (NNs).

e Scope: This explainability explains the extent of the
scope of explainable methods. In global scope, the
model technique is transparent to the user, while in
local scope, the model explains the single instant to the
user.
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o Input-Output: This explainability explains the model in
the form of images, numbers, texts, numeric, rules etc.,
to the user.

EXALI is essential for benefits encompassing commercial,
ethical and regulations if users understand and manage Al
results effectively. There are four primary reasons for EXAI
requirements, viz. to justify, control, improve, and discover.

2) EVOLUTION TIMELINE

FIGURE 7 timelines the important events in EXAI adoption
in healthcare verticals to subsequent integration with EXAI
along with a shift from fourth-generation (4G) to 5G wireless
networks. In 1956, John McCarthy coined the term Al which
describes the science behind intelligent machines [75], [76].
Al has evolved continuously over the last five decades
with the inclusion of ML/DL techniques to change the
algorithm-only perspective to a personalized medicine per-
spective. Some of the advantages of the use of Al in medicine
include disease diagnosis, therapeutic response predication,
improved workflow, procedure accuracy, therapeutic moni-
toring & clinical operations, significant improvement in over-
all patient outcome, and the potential creation of preventive
medicine in the near future [77].

In the early 2000s, the era of DL commenced, which has
marked a significant advancement to enable classification
over individually trained datasets compared to traditional
ML methods. Till 2020, there was subsequent evolution of
various DL training algorithms viz. CNN, Le-NET, AlexNet,
visual geometry group (VGG), GoogLeNet, and ResNet.
At the same time, healthcare 2.0 and 3.0 came into exis-
tence that focused on electronic health records (EHR) and its
decentralization, efficient communication, intelligent wear-
ables, human-to-machine intervention, and data-driven &
cost-efficient applications to form a patient-centric ecosys-
tem. In 2016, advancement in Al technology took place along
with the inception of healthcare 4.0 with goals of real-time
data collection, multimedia, personalized medicine & con-
nected care, and integration of both big data analytics and
Al for effective decision making for analyzing and storing
EHRs. Healthcare 5.0 proposes patients are at the centre
of the healthcare ecosystem and introduces lightweight IoT
solutions with integration of 5G/6G communication and are
coupled with a security mechanism to form a patient-centric
tactile model [78], [79].

A variety of research took place mid-2016 in EXAL
It came into full-fledged analysis-oriented existence
in 2017 when Defense Advanced Research Projects
Agency (DARPA) launched its EXAI program to develop
an Al system to enable trust and understanding to end-users
through a projection of learned models and their deci-
sions [80]. A group of academicians called FAT also carried
out a study in 2018 to bring transparency to explainable
system [81]. EXAI can drive various Al-relying domains
such as transportation, healthcare, legal, finance, military,
industrial IoT, etc. The year 2020 and beyond marked
advanced Al and its explainability in the healthcare sector
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TABLE 5. Key terminologies in EXAI.

Term

Description

Interpretable ML

A system which enables a user to visualize and study how inputs are mathematically mapped to outputs. The term is often
interchangeable with explainability in certain ML contexts [65], [66].

Black-box (BB) problem

In the context of computing and quality assurance, the black-box subsystem does not reveal anything about the internal design,
structure and implementation. The black-box concept protects intellectual property and maintains competitiveness. In the context
of Al the black-box problem refers to the difficulty of the system to provide suitable explanations to the answer; the former has
arrived.

Responsible Al

Takes into account societal, ethical and moral values. There are three entities of responsible Al viz. accountability, responsibility,
and transparency [67].

Data Science

Data science field unifies statistics, data science and ML to understand the actual phenomenon with the data.

Social Science

Social science deals with social relationships and among individuals and society through explanations [68].

Third-wave Al

Third-wave Al refers to the next generation of Al systems, where constructed AI models explain real-world phenomenon. Some
of the examples are intelligent Al, brain-computer interface, and human symbiosis [69].

Artificial
(AGI)

General  Intelligence

Ability of an agent or machine to understand or learn any intellectual task like a human being. It is also referred as strong Al or
general intelligent action [70]

Digital twins, holography,
Predicive and diagnostic analysis
Intent-based networking (IBN)
Zero touch service and network
management (ZSM)

Logical, visual and target based

Healthcare
2.0&3.0

EXALI goals
Edge Al

DARPA
introduced
EXAI

IEEE Access

Deep Healthcare 4.0
Learning & Research
in A commencement
on EXAI

FIGURE 7. Timeline of events in EXAL

to address various domains like heart, cancer, skin disease,
diabetes, asthma, COVID-19 [82] etc. through DL, feature
extraction, dimension reduction, visual relevance, and trust-
based decision-making algorithm to enable vertical health-
care applications like drug development, disease prediction &
diagnosis, population health, automated healthcare, practice
and consultation. 5G standards have resulted in massive IoT
phenomenon into reality. SG supports high device density,
data rates, reliability, fully softwarized network infrastruc-
ture, like software-defined networking (SDN) and network
function virtualization (NFV), and an Al-powered automated
network management system to support critical operations
like autonomous driving and healthcare. 5G supports tactile
internet (TI) and utilizes an efficient multiplexing scheme
and successive interference cancellation at the Tx/Rx sys-
tem to ensure low power multiplexing is primarily used in
IoT-based systems. EXAlI-enabled 5SG/B5G network would
facilitate real-time massive data collection through additional
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information of Al-powered black box to ensure transparency
and authenticity in upstream and downstream data processing
and bridges the gap between end-user and service provider in
an Al-powered 5G network.

B. EXAI: HOW MUCH DATA-DRIVEN?

Data-driven EXAI methods generate explanations solely
from data analysis and interpretation without any exter-
nal input information, or prior knowledge [83]. Data-driven
strategies are initiated to provide explanations by selecting
a dataset (distribution in the form of global or local). The
dataset chosen or its variation is given as an input to the
black-box model. Human-friendly explanations are then gen-
erated based on some definite analysis of predictions of the
black-box model. There are various forms of data-driven
explanations, e.g., features importance and decision rules.
The data-driven explanations are classified in three states,
i.e. global, local, and instance-based [84]. Global methods

84495



IEEE Access

D. Saraswat et al.: Explainable Al for Healthcare 5.0: Opportunities and Challenges

are classified into three subclasses, viz. model extraction,
feature-based, and transparent model design. Local methods
are classified into two subclasses, viz. Local approximation
and Propagation-based methods while instance-based meth-
ods are classified into two subclasses, namely, the prototypes
and criticism and counterfactuals.

C. STATE-OF-THE-ART

This section presents the existing state-of-the-art EXAI sys-
tems concerning various applications. Authors in [85] pro-
posed EXAI as an effective tool for effective prediction
and analysis of the diagnosis of disease through Al-enabled
health data. They have explained EXAI as a generalized tool
in conjunction with clinical knowledge to improve Al sys-
tems’ predictions to improve traceability and accountability.
Authors in [86] surveyed recent and current trends in surgical
applications and medical diagnosis using EXAI based on
findings across various research platforms, described vari-
ous EXAl-enabled methods for medical EXAI applications
and finally discussed the achieved challenges and research
directions. The authors also propose a case study for accu-
rate breast cancer predictions and diagnosis. Authors in [10]
describe EXAI in healthcare in a multidisciplinary manner
to analyze the relevance from legal, medical, patient, and
technological perspectives. The authors deduce a set of out-
comes for applicability of perspectives and conclude the
importance of EXAI in the clinical system from an ethical
and individual point of view. The work in [87] describes
a survey of recent advances in healthcare applications and
the current status of EXAI The authors explain how EXAI
leverages multi-modal and multi-centre data fusion through
two descriptive clinical-level case studies. COVID-19 clas-
sifications and hydrocephalus segmentation and conducted
analysis from both quantitative and qualitative points of
view. Authors in [88] present a comprehensive survey on
EXALI concerning the motivations and applicability in intelli-
gent systems like transportation, healthcare, legal, military,
and finance. The survey also presents various angles of
EXAI, such as taxonomy, measurement strategies, human
perception, and prediction, and focuses on open issues
and challenges. Authors in [89] survey the interpretability
and explainability of ML algorithms and critically inter-
pret the suggestions into two distinct categories, perceptive
interpretability and mathematical structure interpretability
in the medical context and also discuss open challenges
and prospects. Authors in [90] outline EXATI’s importance
in 6G wireless networks. The methodology includes pub-
lic & legal motivations, trade-offs between performance &
explainability, and XAI algorithms and adopts a case study
on wireless MAC and PHY layer optimization. Authors
in [91] present a survey on comprehensive, personalized
healthcare services (CPHS) in healthcare 5.0 using different
Al approaches. The author presented a three-tier loT-based
healthcare architecture and a discussion of the security aspect.
Finally, the authors propose the methodology to combat exist-
ing approaches based on three factors: reliability, resilience,
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and personalization. The work in [92] describes existing
Al techniques like ML/DL/NLP in and extends the survey
to explain the importance of EXAI in future medicine and
biomedical applications. Authors in [29] implements analyze
the medical ECG data on proposing a generalized model, ST~
CNN-GAP-5, that implements DNN algorithms using online
available two ECG datasets with the achieved accuracy of
95.8% and AUC value of 99.46%. The dataset is analyzed
using SHAP for explainability. Authors in [93] develop an
explainable machine to predict patients with nerve sparing,
enabling surgical planning and patient counselling without
any risk. The clinicopathological data samples were taken
from 900 lobes, modelled using logistic regression techniques
and validated with the existing data sets. The accuracy of the
performance metrics was 81% in the area under the receiver
operating characteristic (AUROC) and 69% in the area under
the precision-recall curve (AUPRC). Authors in [28] discuss
Al prospects and framework for EXAl-based challenges to
tackle COVID-19 disease. Authors in [94] present EXAM,
an explainable attention-based method for automatic diag-
nosis of COVID-19 utilizing graphical interpretation. The
proposed approach properly calibrates the model for implicit
explainability. It effectively differentiates main and redundant
traits through spatial and channel-wise focus processes and
robust performance to model chest X-ray and CT-scan image
datasets.

Authors in [103] presents a generalized taxonomy of
EXAI based on current challenges and future directions.
The proposed taxonomy incorporates the EXAI database
models, reviewed taxonomies, and a decision tree approach
to select the best taxonomy for desired applications. The
authors in [104] present a data collection methodology for
EXAl-assisted responsible Al healthcare. They present a
case study for pregnancy and risk prediction and found that
high-risk women patients are likely to adopt intelligent solu-
tions when health provider is in the public domain. The
authors in [105] propose a cloud-centric cybertwin-based DL
multi-modal system for ECG pattern detection in the back-
drop of a 6G communication network. The system monitors
data from different IoT body sensor networks and smart
devices, detects the motion patterns, processes them, and pro-
vides health reports to the clinicians. TABLE 6 compares the
existing state-of-the-art research with the proposed survey.

V. DIVING INTO EXAI

EXAI is a novel research area in ML that targets how Al
systems respond to black-box decisions. Through EXAI, one
can create recommendation systems for the healthcare sys-
tems also. Many ML algorithms cannot explain how and why
a choice or decision was reached. This is especially true of
the most widely used deep neural network techniques today.
As a result, the lack of understandability in these black-box
models can undermine our trust in Al technologies. Although
deep neural networks can provide a tremendous payoff in
performance, the EXAI is becoming increasingly crucial
for DL-based powered applications, particularly in medical
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TABLE 6. Comparison of existing state-of-the-art research and the proposed survey.

Author Year | Objective 2 3 4 Method/Technique | Pros Cons
Karim M. er | 2020 Exploits explainable prediction Y N | N EXAI, DNN, class The proposed model classifies Does not considers external fac-
al. [95] for COVID-19 based on chest X- activation mapping COVID-19 with positive pre- tors and symptoms for COVID-
ray images (CAM), layerwise dicted value (PPV) and recall 19 possible causes
relevance propaga- metrics of 96.12% and recall
tion (LRP) 94.3% and outperforms tradi-
tional methods
Ahsan et al. 2020 Development of DNN for Y N | N DNN, LIME Provides accuracy of around EXAI metrics are not considered
[96] COVID-19 prediction using CT 95% for chest and X-ray with
and chest X-ray images and 95% confidence level
interpretability through local
interpretable model agnostic
explanations (LIME)
Nazar et al. 2021 Studies human-computer inter- Y N N Al, HCI, EXAI Presents a discussion on HCI, Does not discuss solution taxon-
[97] action with EXAI in healthcare Al, and EXAI based on state- omy for EXAI in healthcare for
using Al techniques of-the-art literature. The survey | use case scenario
also discusses the relevance of
EXAI in healthcare and chal-
lenges in past literature surveys
Le et al 2021 COVID-19  diagnosis  using N | N | Y | IoT, depth-wise | Propose DWS-CNN model de- | Does not explain IoT communi-
[98] CNN using deep support vector separable CNN tects binary and multiple classes cation model assisted by 5G and
machine in 5G-enabled IoT (DWS-CNN), of COVID-19 disease using data lacks solution taxonomy
environment Gaussian filtering acquisition, preprocessing using
Gaussian filter, feature extrac-
tion, and classification processes
Tan et al. 2021 Deep-learning and 5G-assisted N N Y 5G, DL, CNN, Propose cardiovascular system Does not explores integration of
[99] real-time cardiovascular moni- long short term monitoring using 5G-enabled DNN, LSTM and CNN for ef-
toring for COVID-19 patients memory (LSTM) IoT wearables and data process- fective prediction and general-
ing using DNN ization
P. Angelov 2021 Reviews state-of-the-art explain- Y Y N Prototype-based Provides an analytical view and Does not explores explainabil-
et al. [100] able Al techniques in ML/DL models, Surrogate challenges of explainable Al ity aspect through a case-specific
domain models based on national standards and healthcare application
proposes a solution taxonomy
Taimoor et | 2022 Discusses reliable and resilient N Y N Al and non-Al ap- Propose comprehensive, person- Lacks evaluation of the scheme
al. [91] Al and 10T enabled personalized proach, IoT alized healthcare services by for a particular medical case as
healthcare services in healthcare contextualizing Healthcare IoT well as integration of EXAI
5.0 domain to support clinical personaliza-
tion, discuss AI and non-Al
based techniques as well as use
case example
Fuhram er | 2022 Reviews  explainability —and Y N N Feature-based Provides identification of sev- Does not discuss existing Al
al. [101] interpretability for COVID-19 distribution, eral tasks, an overview of re- | techniques for COVID-19 clas-
imaging applications Region cent explainable techniques in | sification and its solution using
identification imaging scenarios, and recom- | EXALI The survey is also limited
mends best practices in explain- to particular healthcare scenario
able/interpretable Al implemen-
tation
Jagatheesa L . . . . . .
perumal et dl. 2022 Survey on provisioning secure N Y Y IoT, 5G, Al Big- Provides a deep _dlscussmn of | Does not provide an integrated
[102] healthcare system using emerg- data AIoT,‘SG, Al and big data analyt- approach for secure healthcare
ing technologies ics for secure healthcare system system
along with the presentation of
case study
Speith et al. 2022 Reviews approaches and chal- Y Y | N Functioning- Enables researchers to have cur- Does not discuss subcategories
[103] lenges of EXAI using taxonomy Based, Conceptual, rent knowledge of state-of-the- for feature relevance methods
and Result based art challenges in EXAT and over-
approach, Decision | come the challenges through a
Tree fitting proposed taxonomy using deci-
sion fit approach
Oprescu et | 2022 | Presents a data collection ap- Y | N | N | AL Responsible AT | Proposed finding helps in pro- | Data collection is limited by
al. [104] proach for responsible Al intel- viding a trustworthy Al-based | participants’ geographical diver-
ligence in healthcare application solution for pregnant women sity, personal information, and
and concludes the importance COVID-19 scenarios
of explainability while adopting
Al-based solutions and applica-
tions
Qi et al 2022 Presents a DL cybertwin- N N Y Cybertwin, DL, Proposed IoT sensor-based ar- Does not provide explanations to
[105] enabled multimodal network for 6G, Data fusion chitecture for real-time collec- the accuracy of the DNN model
ECG data monitoring tion, processing, monitoring of
ECG patterns & activity through
a 6G-enabled cybertwin with ro-
bust accuracy and lower compu-
tation time
Proposed 2022 Proposes a integrated EXAI- Y Y Y 5G, Al EXAIL Utilizes Al-enabled integrated -
assisted architecture for classifi- CNN, Federated | architecture that explains perfor-
cation of COVID-19 patients in transfer learning mance metrics using EXAI at the
healthcare 5.0 environment backdrop of 5G communication
network

and pharmaceutical investigations. Inadequate explainabil-
ity and transparency in most of the existing Al systems
are the major reasons for the infrequency of successful
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T-AI2-EXAI3-Solution Taxonomy,4-5G/6G, Y-parameter is taken into account,

-parameter is not taken into account.

integration and implementation of Al tools into clinical prac-
tice. With increasing advancements in computational capabil-
ities and extremely massive data rise, Al has made significant
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advances in increasing intellect, richness, and automated
functionality in recent years. Al also covers a wide range of
computer and signal processing-related studies. The research
question RQ 2 thus addresses the limitations of traditional
modelling through a unified framework to help understand
and interpret the decisions of ML/DL models.

A. ML IS ON THE RISE

Hard-coded rules are typically used in traditional Al methods,
which explain how to solve a specific problem. In contrast,
an ML framework uses the power of a massive amount of
data (both instances and metadata). The former then figures
the attainment of results in an effective manner. In supervised
ML, labelled data is utilized for learning, while unsuper-
visedlearning does not require labels [106]. Reinforcement
learning uses knowledge and experience of past environ-
ments to apply to the present environment. In traditional
reinforcement learning scenarios, the agent interacts with
the surrounding, obtains a reward function and optimizes
the strategy to obtain maximum rewards for significant
improvement.

ML requires high computational capabilities to process a
large amount of data to gain final results. Statistical tech-
niques are integrated with ML to maximize the probability
of decision-making. On the other hand, statistics frequently
involve areas of research unrelated to the creation of algo-
rithms that can learn to make projections or judgments based
on data. Complicated numerical ML algorithms do not auto-
matically converge despite dependencies on data science and
analytics [107]. Symbolic approaches are also used in Al that
employs logic and inference to generate problem interpreta-
tions and arrive at a solution.

B. DL IS ON THE RISE

DL is a collection of methodologies that have revolution-
ized ML in recent years. DL is a collection of methods that
create neural networks with deep layers rather than a single
algorithm. DL networks are complex and require extremely
high computational capabilities and the implementation of
node clusters. DL algorithms consistently outperform other
algorithms in image detection, natural language processing,
and speech synthesis [108]. The accuracy of DL models
entirely depends on data size. However, DL poses disadvan-
tages such as expensive data model training, sophisticated
hardware requirements, lengthy development cycles, unavail-
ability of skills to develop a model for user-defined appli-
cations, unavailability of knowledge of how DL algorithm
converges, and the black-box nature.

C. THE BLACK-BOX DECEPTION AND THE ADVANCEMENT
OF EXAI

Today’s DL methods produce a highly reliable result;
however, the procedures are opaque, incomprehensible,
untrustable, and provide a black-box nature [109]. A trustable
Al decisive network is required to incorporate ethical
standards, policy discussions and various forms of Al
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(responsible, EXAI, valid, machine-level, human-level etc.)
EXAI represents various system classes of how an Al system
makes judgments and predictions. EXAI simplifies decision,
accountability, and priority and enables researchers to grasp
the insights of research outcomes by providing understand-
able descriptions of how Al systems conduct their research.
There are specific desired properties/terminologies of EXAI
which are widely used in scientific, public, and strategy con-
versations.

o Interpretability: It refers to a sense of understanding of

how Atrtificial intelligence works.

o explainability: It explains how a choice was made to a

wider variety of consumers.

o transparency: It assesses the information or model’s

degree of availability.

o Justifiability: It denotes a grasp of the facts to support a

definite conclusion.

o Contestability: It indicates how consumers can chal-

lenge a judgement.

FIGURE 8 represents the attributes of trustable Al. Al can
no longer be regarded as a “black box” that receives input
and generates output without a clear grasp of what is hap-
pening within. People must understand how an Al system
arrives at its conclusions and suggestions to trust its deci-
sions, whether ethical or not. Creating trustworthiness in Al
entails establishing transparency, ethics, and responsible Al.
For transparency, humans must be able to see how the Al
makes judgments and what data it uses. Without visibility,
it is impossible to analyze and examine the rationale behind
Al decisions. Transparency allows people to improve their
processes by seeing where they fail and make errors. The
reputable and trusted Al framework is intended to assist
businesses in identifying and mitigating potential risks linked
to Al ethics at all stages of the Al life cycle.

Trustworthy Al is a concept used to define Al that is
legal, ethical, and technically sound. The trustable Al will
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be, classified as Valid Al, Responsible Al, Privacy Al, and
Explainable Al. Valid Al is significant because it gives orga-
nizations insights into their operations that they may not have
been aware of earlier. In many situations, a valid Al can
execute tasks better than people.

Responsible Al is the discipline of designing, develop-
ing, and implementing Al to empower employees and enter-
prises while having a fair influence on customers and com-
munities. Data without privacy and the unlawful use of
Al can negatively impact both reputations and the system.
Hence, privacy-preserving plays a vital role in the Trusted
Al To implement the same, the Companies must incorporate
confidentiality, transparency, and security into their Al ini-
tiatives and ensure that data is acquired, used, managed, and
kept securely and responsibly.

EXALI is a set of techniques and strategies that enable
human consumers to understand and trust ML algorithms’
results and output. It refers to a model’s projected influence
and potential biases. Many ML concepts are inherently
understandable and explainable, such as linear models, deci-
sion trees, and rule-based models. They are referred to
as seamless models or white-box modelling techniques.
However, these models are pretty less effective. A model-
specific and post-hoc EXAI methodologies can be devel-
oped using advanced ML and DL models. Explanation by
simplistic analysis, architecture reconfiguration, feature rel-
evance elaboration, and visual elaboration are commonly
used approaches. Precisely, more sophisticated models can
be more effective while decreasing explainability. The
model-agnostic methodology utilizes a replacement mech-
anism for forecast explanation. They are frequently used
post-hoc to describe deep neural networks using local and
global surrogacy. There are different models of EXAI,
as explained below.

e Global EXAI for Specific Models: These techniques

can restrict interpretability to improve understandability.
The structural constraints such as sparsity and mono-
tonicity utilize fewer inputs and are monotonous in
nature. Prior meaningful information may also be used
to limit the higher-level functions that can be formed
from the information.

o Local EXAI for Specific Models: Local EXAI approach
provides an interpretation for a given occurrence. New
attention techniques explain the role of various multi-
dimensional data in explaining a sample instance. For
example, an attention module for the recurrent neural
networks (RNN) will also be used to describe the visuals
of the model in the clinical description.

e Model-agnostic Global EXAI: A proxy representation
is built in model-agnostic global EXAI to approximate
a definable subsystem for the behaviour-based model.
For example, an interpretable decision tree model on
how clinical symptoms influence therapy response may
be utilized for the approximation of a complicated DL
model. The “IF-THEN"’ condition can clarify the signif-
icant role of dynamic values in the diagnosis of clinical
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parameters. Clinical specialists can trust the DL model
if specific clinical signs are proven to be rational, and
confounding sounds can be precisely eliminated. Diag-
nostic techniques can also be used to get insight into the
importance of individual attributes in the model’s projec-
tions. Individual conditional expectation can be used to
clarify the impact of a feature on different instances and
observe the variation of impact in different instances.
A partially dependent graph, for example, can reveal
the involvement of medical manifestations in a patient’s
favourable reply to therapeutic intervention, as detected
by a computer-enabled healthcare system.

e Model-agnostic Local EXAI: The goal of this type of
EXALI technique is to generate model-agnostic explana-
tions for a specific case or the area around a specific
instance. The well-validated tool, LIME, can explain
a complex DL model in the vicinity of an exemplar.
Considering a DL system that categorizes high risk
for a particular human feature for specific diseases or
mortality rates requires a post-doc explanation from the
doctor. The interpretable modules are tampered with to
see how the changes in physiological attributes affect the
forecasts. A linear model is learned for this perturbation
dataset, and more weights are assigned to the instances
near the physiological characteristic. The essential sub-
systems of the above model might reflect the impact of a
specific human property, which demonstrates more risk
or vice-versa. This might provide clinicians with a clear
way to interpret the classification.

VI. THE PROPOSED EXAI CLASSIFICATION AND
SEGMENTATION ARCHITECTURE

This paper describes two common yet crucial uses of
EXAI combined with feature extraction and classification.
An EXAIT algorithm is utilized for CT image classification for
COVID-19 patients and hydrocephalus segmentation using
MRI & CT datasets. This section addresses the research
question RQ 5 through EXAI and Al integration proposal in
the healthcare ecosystem.

Dataset: To preserve privacy, the CT data is acquired from
four local hospitals in China. The CT cross-centre data from
a total of 804 patients (380 quantities - COVID-19 positive,
424 quantities - COVID-19 negative (normal)) was collected
from four different hospitals (A, B, C, D) to ensure fair
comparison and the corresponding model was trained. A pub-
lically available data set of 2,034 CT volumes and 130,511
images from CC-CCII was used for verification of models’
performance for unbiased independent testing.

Data augmentation, pre-processing, and standardization:
The CT images were segmented using the U-Net segmenta-
tion network, as defined in the protocol. An arbitrary rectan-
gular area (element size was selected randomly in [3/4, 4/3])
was cropped, sampled randomly in [90%, 100%], trans-
formed into a dimension size of 224 x 224, and inverted the
input volumes with a probability of 0.5. This sequence of CT
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FIGURE 9. Proposed EXAI classification model with XDM module.

volumes consisting of consecutive CT image slices serves as
the input data.

The proposed EXAI architecture is divided into two
phases, viz. classification and image segmentation. The
details are presented as follows.

A. CLASSIFICATION MODEL

A CT stack consisting of a dataset of COVID-19 patients and
other lung infection images is considered. As data is collected
from different hospitals H = {Hi, H», H3, ..., H,}, the
scanning parameters and visual parameters for CT machines
are different, thereby degrading the classification accuracy.
Moreover, the images are primarily non-labelled; they only
consist of patient annotations and labelling. In such cases,
weakly supervised models are not a correct fit [110]. There-
fore, an explainable diagnosis module (XDM) is added as
follows.

B. XDM MODEL

FIGURE 9 shows the proposed EXAI diagnosis model
(XDM) for providing the explanation. A class activation map-
ping (CAM) approach [111] is considered, which highlights
the infected section, and improves the visual interpretability.
C generates the local feature and maps {M1, M», ..., My} for
CT images with corresponding weights {W1, Wa, ..., Wi}
for CT images. The weighted sum is fed to a backbone ResNet
Model. A particular cross-section of the <’ map M, € RAXE
is considered, where A’ x B’ is the shape, with w/® € RKXC|
K represents map count. The score S, is computed by Eq. (1)
for a particular class c is given by following expression [87]

k A B
Se = Zmﬁc(l/A’B’ZZ ey
i=1 i=1 j=1

For the S. score for ¢ class, we define the activation map
M{C for the k" feature map for shape A’ x B’ is presented
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P Objective FUNCHION — —
in Eq. (2) as follows [87]
M), j) = wacc L @

In the generation of CAM, the network is densely trained till
the last fully connected layer. This approach increases the
computational overhead. To address this, an XDM approach
is considered, where dense layer is replaced by |x| convolu-
tion (Lcony) layer with weights (W), with some form of
(W/©). The XDM approach for class ¢ for Eq. (1) is reformu-
lated into Eq. (3) as follows.

l/A B Z Z(Z Wconka]

llj—lkl

1/A'B’ Z Z(A(LC””V)),, 3)

i=1 j=1

X(Se)

where A(LSY) is the activation map for C'™ class, which can
be trained adaptively. A(LS°") can accurately predict the CT
images infection with successive iterations.

To address the lesson severity from the CT volume stack,
the details of the image slice and integration module are
addressed below.

C. SLICE MODULE

Some CT images are classified with large lesions, and pos-
itive cases only capture a small portion of the CT stack.
To address the same, a slice module is presented. The slice
module considers a joint distribution J(D) of image slices
and the mode of infection probability. A multiple instance
learning (MIL) framework [112] and a sample set are con-
sidered as a bag of instances. The positive bag B™ must have
at least one positive instance, and the negative bag B~ might
consist of more than one instance. The bags are labelled as
l1,b,13..., 1, for a given patient E,. A total of n CT slices
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as 51,57, 53, ..
disjoint sections Scr, = {C;}
Eq. (4) as follows [87],

., Sy is considered which is divided into |S|

s .
1'=|1’ and can be expressed using

IS| = max(1, [n/S;]) “

here S; is the length of one section on a designated slice of P.
The joint probability defined in [113] can be expressed using
Eq. (5) in the following manner

(1/P(c|Pi = 1)

P(C|P) = P(Cl{C}?))
1

14

i=
here P(c|P;) is the probability of section i in C. The k-move
probability of all the classes to complete section probability
can be expressed using Eq. (6) as follows [87]

k
P(c|P;) = o (1 /kmaxC? € MZS(@ )

i=1

where M C S;, |m| = k, and S/ is the j top class score for
the " sector and o () is the sigmoid function. The patients’
annotations A(P) are sent to classification loss function using
Eq.(7) [87] as follows.

1
Lelass = — Z[yclog(P)(ClP) + (1 = Yo)log(1 — P(C|P))]
c=0

(N

To improve prediction accuracy of the image, a noise connec-
tion strategy is applied based on noise distribution and poste-
rior distribution p(y;/I) is completed over noise distribution
N(Z.|I) using marginal probabilities expressed in Eq. (8) and
Eq. (9) presented as follows [87].

P(Le = ifye = ji, 1) ®)
P(Ze=i/l) =) p(Ze = 1/ye = j, NpGe =j/D) ()

J

The classification loss due to impact of noise is summarized
as Luoisy = —1/N Y0 Y ¢ = 0'[y!logP(Z, = 1/I,) + (1 —
ylogP(Z, = O|I,)]. The total loss of COVID-19 EXAI
classification can be expressed using Eq. (10) as follows.

L(t) = Lciass + )\Lnoisy (10)

where A is the tunable hyperparameter to balance distribution
between Lejgss and Lyojgy.

D. SEGMENTATION BY EXAI

The MRI multimodal data acquired for hydrocephalus
patients is considered. Previous studies have suggested
images with slice thickness of < 3mm. With small slice thick-
ness, more images can be equipped at the cost of degraded
image acquisition accuracy and large imbalance. As a result,
thick slices are generally preferred. To address the limitations,
an EXAI segmentation model for both the thick and thin
slice image is presented, where annotations on only thick
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images are considered. FIGURE 10 shows the segmentation
architecture for EXAI model.

The image dataset I = {Ijck, Imin} consists of thick
and thin slices where thick slice can be represented as
s(I_thick) = (xu, yu)lxu € RA>*B*3y, € RA**B and thin
slices s(I_thin) = {xu|xm € RA*B*3} is considered. We con-
sidered the unlabelled S(/;,) to minimize the model per-
formance gap with post-hoc EXAI scheme [114]. A seg-
mentation network based on the V-net [115] is considered,
where encoder is replaced by ResNet-50 [116] performed
on ImageNet dataset [117]. The decoder network considered
for subpixel convolution for segmentation is expressed using
Eq. (11) as follows.

Pl = s(W, MY+ ;) (11)

where s() is a tensor A x B x C x r? transformed into rA x
rB x C, where r is a scaling factor. ME=1 and ML are the
input and output feature maps respectively, Wy and o, are
parameters for sub-pixel s() operator at the L layer. A multi-
modal training process is conducted that jointly optimize both
the Iipick and Ip;,. The objective function is constructed using
Eq. (12) as follows.

S Goms x4) = Lu(qu, wy) + YLy (Pry) (12)

Here, Y is the hyper-parameter, ¢, and w,, are the prediction
and segmentation maps, and L, is the cross entropy function.
L, is defined using Eq. (13) as follows.

A c
Lu(qu. wa) = —1/ABC Y BY yy“logPy¢  (13)

c=1 c=1

For slice, L,, portion is selected for the decision boundary
features to achieve alignment. The distance can be minimized
based on prediction distribution d), and uniform distribution
u = 1/c that eliminates prediction uncertainty. The slice
objective f,, defined through f-divergence is expressed using
Eq. (14) as follows.

A C
Ln(Py) = 1/ABC Y B Dy(Pp“|u) (14)

n=1 c=1

which yields to Eq. (15) presented as follows [87]

A C
Ln(Py) = 1/ABCY "B f(CPy ) (15)

n=1 c=1

where f() is a divergence function. Small gradients are
arranged to a smaller sample set to address the imbalance. x>
divergence with f() = a®> — 1 is normally preferred. Finally,
the encoder module can interpret feature space visualization,
and the decoder decomposes them into a 2D space via prin-
ciple component analysis. The whole space with multi-layer
perception then fits the decomposed samples.

84501



IEEE Access

D. Saraswat et al.: Explainable Al for Healthcare 5.0: Opportunities and Challenges

o Encoder Decoder Thin
Thin Slices(Iy;) Prediction
| NG Objective Function
I ,7 ?}IJ+T f(-’f"'m: -’ﬂu) = Lu (q'u,: /U)'u,) + YLm (Pm)

Thick Slices(Iipo)

FIGURE 10. Segmentation of EXAI model.
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FIGURE 11. Solution taxonomy of EXAI in healthcare applications.

VIi. SOLUTION TAXONOMY
The development of EXALI is the need of social and scientific
importance. The technology is mimicking to solve a complex
problem, and Al now achieves things that were earlier accom-
plished by human approach and reasoning. The sophisticated
explanation limits the expansion of Al, and the responsibility
of the decision is unclear because it is based on prediction and
classification. This makes it hard to agree with highly con-
sequential system decisions. EXAI is a powerful descriptive
tool that provides insights to achieve higher accuracy with
traditional linear models.

This subsection discusses the solution taxonomy of EXAI
in healthcare applications to incorporate various features for
diagnosis and surgery. FIGURE 11 depicts the same.

A. DIMENSION REDUCTION

Classification in AI/ML depends on the number of vari-
ables called features. It is hard to visualize and increase the
complexity of the training dataset. Sometimes, many of the
features are correlated and redundant and thus require feature
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reduction to improve visualization and explainability of the
outcomes. There are many approaches for dimension reduc-
tion, such as independent component and principal compo-
nent analysis. In the same direction in the healthcare domain,
Zhang et al. [118] proposed a k-nearest multi-label feature
selection method to predict the side effect of drugs using
an optimal feature from the input dataset. Yang et al. [119]
proposed a non-linear dimensionality reduction approach to
investigate the performance of the classification problem of
magnetic resonance spectroscopy brain-tumour against the
traditional methods. The author used Laplacian Eigen maps
followed by a k-means clustering technique to assess tumour
grades. Zhao and Bolouri [120] proposed an object-oriented
regression model to identify high dimensional omic data in
clinical studies and assess their relationship with the prog-
nostic outcome. This will reduce the penalty of using high
dimensionality data and retain the interpretability of the stage
one cancer patient data. Kim et al. [121] proposed an archi-
tecture based on DL for the prediction of the human genome
that provides advantages like increased accuracy and less

VOLUME 10, 2022



D. Saraswat et al.: Explainable Al for Healthcare 5.0: Opportunities and Challenges

IEEE Access

prediction time. The author made the scheme interpretable
by computing each feature’s importance and considering only
optimal features for classification. Hao et al. [122] proposed
a pathway associated with deep neural network-based archi-
tecture that predicts complex biological processes in prog-
noses. It is a DL-based multilayer architecture to predict
clinical outcomes. This technique is applied for the long-term
prediction of brain cancer that earlier showed poor prognos-
tic performance. Author in [123] proposed a detailed study
on discovering Type-2 diabetes using a sparse balance sup-
port vector machine. The author computed the experimental
results and a clinical use-case scenario with better perfor-
mance than other traditional approaches.

B. FEATURE EXTRACTION

Feature extraction techniques reduce the number of feature
from the dataset by creating more feature out of it that com-
bines the variables and still describe the same data. For better
interpretability of Al models, feature extraction and its corre-
lation among different features are important. Eck et al. [124]
proposed a microbiota based diagnostics for explaining clas-
sifiers decision. Microbiota data is challenging, and high
dimensional sparse comprises high interpersonal variation.
The author used this method to explain the classifier’s deci-
sion on skin microbiota and inflammatory bowel disease data.
This explanation of microbiota diagnostic can increase the
confidence in the decision support system. Ge et al. [125]
proposed a logistic and RNN model that explains the ICU
mortality prediction. The ML-based model achieves better
accuracy in such a scenario but does not provide explicit
interpretability. The model uses sequential features with mul-
tiple values and non-sequential features that contribute to
the outcome. Zuallaert et al. [126] proposed a predictive DL
approach that provides better performance as compared to the
current traditional approaches. The authors used a CNN that
outperformed other traditional approaches in accuracy and
efficiency but limited explainability. To provide interpretabil-
ity, the author used techniques to visualize relevant biological
information that recovers the features that are important to
form a new genetic combination. Suh ef al. [127] proposed
an EXAI based risk calculator for prostate cancer. The author
aims to validate the risk and explain the clinical significance
using the Al model. Approximately 2800 patient data are used
among 948 as a test set, and a gradient boosting algorithm
is applied with the tuning of hyper-parameter and feature
selection in the development. It utilizes Shapley value to
determine feature importance. Singh et al. [128] proposed a
DL-based framework for interpreting the decisions of retinal
image classification to improve its acceptability in medical
applications. The proposed framework is used for interpreting
the classification of optical coherence tomography images.
The result shows successful attribution of the specific patho-
logical region from the given images. The feature extraction
explains the important characteristics of the feature with their
relative importance in clinical interpretation.
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C. KNOWLEDGE REFINING

Knowledge refining is transferring knowledge from a large
ML model into a small model that can be applied in real-world
situations without significant loss in performance. Some
model consists of approximately 500-600 Gigabyte of train-
ing data with 100-200 million parameters; such models helps
to improve the performance of the system but cannot be
deployed on edge device just because of their complexity and
size. Knowledge refining and distillation perform more com-
monly on the neural network with complex architecture and
several layers. With the advent of DL in speech, image and
language processing is the area where knowledge refining and
distillation techniques can be realized. Model compression
and tree regularization are some of the explainable model
compression approaches. Caruana et al. [129] presented a
case study on intelligent models for predicting pneumonia
risk using pairwise interaction of additive model in 30-day
hospital readmission and concluded that the same method
also generated the same efficiency as with a large number of
parameters. Authors in [130] have created a predictive model
that is accurate and interpretable for human experts. The
model consists of a readily interpretable if-else statement.
The author claimed that the Bayesian rule list has better
accuracy than the current traditional approaches on an exper-
imental basis. The model better predicts stroke in patients
with atrial fibrillation with better accuracy and interpretabil-
ity. Che et al. [131] proposed an interpretable mimic learning
that uses gradient trees to learn an interpretable model with
the same prediction accuracy. The model is used to predict
acute lung injury, providing wide interpretability to clinical
decision-making. Authors in [132] proposed a visualization
technique that is used to inspect and understand the ML
model; the method visualizes the reasoning of the model with
a systematic explanation of data used to train the model. The
author focused on rule-based knowledge-based representa-
tion from input and output variables. A rule-based matrix
approach is used to explore, understand and validate the
model output. Xiao et al. [133] explored the DL models that
distil complex relationships and accurate prediction. A DL
model is utilized to predict the patient’s readmission risk in
hospitals by the local and global context of electronic health
records of 5393 patients. EXAI approaches become stable if
they rely on knowledge refining and distillation.

D. PROXY REPRESENTATION

The interpretable surrogate model is trained to know the
prediction accuracy of the black-box model. These models
are applicable in situations where the outcome of interest is
difficult, expensive and time-consuming. The purpose of the
surrogate model is to provide interpretability to the outcome
while at the same time keeping the accuracy of the under-
lying model. Disease prediction using a local interpretable
model explains any classifier by training the local model
instead of the global surrogate model to explain the individ-
ual prediction. Pan et al. [134] proposed detailed study on a
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prediction model for central precocious puberty in girl. The
central precocious puberty affects girls’ mental and physical
development in childhood. The traditional stimulation test
makes the patient more uncomfortable as it requires multiple
blood samples. The study was carried out in a sample size of
1757 girls, and follicle-stimulating and basal serum luteiniz-
ing hormones are the main factors to-word the prediction
probability. Authors in [135] proposed an artificial neural
network-based method for differentiating autism spectrum
disorder. The author extracted genomic data from approx-
imately 500 patients and 450 healthy individuals for the
study. Kovalev et al. [136] proposed a ML survival model to
explain the outcome based on combination of input-output.
It extends local interpretable model agnostic explanations that
approximate any learning model with a local interpretable
model to explain an individual’s predictions. The main idea
is to include the cox proportional hazard model to test it
in its local area, and the advantage of using it impacts
the prediction. Authors in [137] proposed an algorithm for
lung cancer computer-aided design explanation; the impor-
tant benefit of the algorithm is that it uses natural language
for the explanation. The algorithm is comprised of two-
part; first, its selection of important features from segmented
lung objects. The second is connecting important features
and transforming them into an explainable natural language.
Panigutti ef al. [138] proposed a model that takes a patient’s
clinical history as an input to predict the next visit to the
doctor; such technique is also called an agnostic explain-
ability technique. The quality of the explanation is improved
by using temporal dimensional data and domain knowledge.
Proxy or surrogate representation is widely used in EXAI; if
the surrogate model is too complex, the clinical explanation
becomes difficult.

E. ATTENTION MECHANISM

The attention mechanism was introduced to pay specific
attention to the relevant part of the system that contains
useful information. It enhances the efficiency of the encoder-
decoder model, where the decoder utilizes the most important
part of the input sequence by combining encoded input and
letters. Encoder-decoder used it for relation extraction in
natural language processing domains where specific words
hold significant importance. Zhang et al. [139] proposed a
framework to learn personalized representation of health
record. This model improves the prediction performance and
clearly understands disease correlation. This model helps
us predict the risk of hospitalization based on electronic
health records, and it provides better accuracy with base-
line approaches. Authors in [140] proposed a reverse time
attention model based on neural attention that detects and
analyzes the past visits of patients and identifies the valu-
able significant clinical variable. It gave more attention to
past visits, where the model was tested on around 260k
patients’ data over eight years with approximate 18 million
visits and provided better accuracy than the current solutions.
Kaji et al. [141] proposed a DL-based model to detect the
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presence of the microorganism in the blood; such models
are generally called attention-based models. The model is
trained on approximately 56k patients’ data to detect three
different blood microorganisms with three different datasets.
Authors in [142] proposed an acuity score framework that
assesses the severity of the patient in ICU using a temporal
and interpretable DL model. The proposed framework is
compared with the baseline approach on the same model
input and found to have better accuracy than others. These
models are important for identifying life-saving interventions
during the ICU stage. The model was trained on two standard
datasets provided by the academic medical centre of Florida
and Israel. Hu et al. [143] proposed an DL scheme to pro-
vide prediction of type-1 virus such as immuno-deficiency
and an explanation of the predicted site. This model out-
performs all the baseline approaches by automatically learn-
ing genomic context from the primary DNA sequence. The
general approach enhances the explainability of the model
through a focus on some of the portions from the input
sequence which affect the prediction outcome.

VIil. CHALLENGES AND FUTURE RESEARCH DIRECTIONS
This section presents the open challenges and future per-
spectives in integrating EXAI in Al-enabled applications to
address fairness, transparency, and accountability to achieve
human-centric Al. The research question RQ 4 is handled
by this section as it incorporates the challenges of EXAI in
addressing the gaps with Al to counter future operational
deployments.

A. INTEROPERABILITY AND VISUALIZATION

Apart from other application verticals, there is an inade-
quacy in interoperability and visualization, such as human
attention’s capability to understand the explanation maps
and measures to verify the correctness and completeness of
the explanation maps generated by the EXAI system. As a
result, there is a need to implement better explanations for
better visualization and interoperability of the explanation
map in mission-critical applications. In such cases, EXAI
models like SHAP and LIME can explain the prediction
variables(input) by computing feature contribution towards
the output.

B. HUMAN MACHINE INTERACTION

The design, development, and deployment of responsible
human-centred Al are essential. The interaction between
humans and machine is necessary for comprehensive expla-
nations of models to the user. Adaptive explainability mod-
elling provides context-aware explanations based on various
human profiles. The combination of social science, human
behaviour, and human-machine interaction empirical stud-
ies impact EXAI research. The design of a human-enabled
feedback mechanism through derived machine explanations
(visual or logical) can enhance human-machine interac-
tion by incorporating transparency, ethics, judgment, and
social norms. Better human-machine interaction creates an
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explanation map for the right user to understand the results,
such as in a clinical environment. This requires further
research to optimize research methods to identify the correct
problem.

C. DECISION SUPPORT SYSTEMS

Decision support systems incorporate healthcare tools
to enhance decision-making and provide knowledge and
person-specific information to all the stakeholders directly
involved in a health information system. Developing an
ML-based clinical decision support system should incor-
porate collaborative inputs from all the stakeholders from
different domains as it impacts the overall consequence.
However, various stakeholders from other fields face the issue
of unstructured medical data. Exploring data mining and
explainability in the model allows privacy in the exchanged
data and enables the extraction of meaningful information to
capture critical medical information.

D. SECURITY

Security is one of the major concerns in the explainability of
Al, where some techniques try to generate false explainable
maps through randomized input and mitigate sensitive and
private information. EXAI can be used to identify additional
risks associated with healthcare, making the system aware of
the impact of risk in healthcare. To safeguard the private data
in healthcare, models can be developed that memorize part of
the training data and prevents privacy attacks on identified
sensitive data. Incorporating improved techniques ensures
data availability and heterogeneity to increase the overall
system performance and control process design.

E. INTEGRATION WITH Al

Al-based systems and algorithms are data and power-hungry,
which poses continuous requirements to computing systems
(such as cores and graphical processing units) for efficient
working. ML and DL-based modelling provide unknown
and unpredictable outputs. To achieve human-level accu-
racy, Al methods require hyper-parameter optimization, fine-
tuning, robust computing capability, enormous datasets, and
continuous data training. These data are generated from
millions of user IoT devices and are vulnerable to cyber-
attacks. The data generated from Al-based systems is also
biased; thus, EXAI provides obvious explainability to enable
human-level intelligence.

F. INTERPRETABILITY VS. PERFORMANCE TRADE-OFF
Model complexity is defined in terms of the data distribution
to infer meaningful accuracy. A trade-off between inter-
pretability and performance becomes then present. Explain-
ability techniques can minimize the trade-off between model
complexity and its interpretability. Developing fully trans-
parent models can provide entirely local & global explana-
tions and enhance model accuracy and representations. These
methods should support consistency with human reasoning
and understanding.
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G. MODEL AND EXPLANATIONS UNCERTAINTIES
Communication uncertainty provides information about the
model and explanations uncertainties to the user. Explana-
tion methods should provide the definite quantification of
uncertainty implied by the explanations. This varies during
the life cycle of the ML model. Therefore, a rigorous study is
required to quantify and derive the reliability of uncertainties
in the model life’s phase and explain methods to users for easy
response.

H. DATA SHARING

Data sharing refers to the data collection and preparation
phase, the raw data available for usage by different enti-
ties. Stakeholders can share the data either directly or at
the central-server level. Explanations at this stage are not
required to secure the privacy of the user data as the models
are in the developed setting. FL helps in sharing raw data
by employing distributed ML techniques. However, with an
increase in the number of collaborators/clients, the model
is susceptible to membership inference attacks, collusion
attacks, etc. Integration of adaptive learning techniques and
explainability can provide a more robust sharing mechanism
at the data and model level.

I. FRAMEWORK TO FORMALIZE EXPLAINABLE ARTIFICIAL
INTELLIGENCE

The research in [144] fuses different domain knowledge
in black-box methods for better explainability. However,
challenges such as formalism in explanation, quantification,
and comprehensibility are not studied in detail. Developing
a generic framework to leverage knowledge from multiple
domains is essential for critical mission applications to pro-
vide greater confidence and reliability.

J. LEVERAGING ACCOUNTABILITY AND TRANSPARENCY
IN AI-BASED MODELS

Responsible AI removes biases generated from data,
algorithm modelling, and biases to enhance the model’s
fairness, accountability, and transparency. Developing an
analyzable Al system is required to account for any failure
in the decision and provide more comprehensible explana-
tions for mission-critical applications. Adoption of EXAI
enables trust, understating, and weeding out potential risks.
Therefore, an EXAI model should be developed to adhere to
accountability, fairness and transparency conditions.

K. DATA QUALITY

The outcome of the Al system depends on the quality of
data used in the models. Any bias, uncertainty, or incom-
pleteness results in quality degradation. This also affects the
explainability and decision capability of the Al system. The
developed system should be able to transmit the quality of
the data, produce disclaimers through derived explanations,
and communicate to users about the risk involved in specific
explanations. By adopting measurement and quality metrics
like completeness, accuracy, and consistency, EXAI systems
can ensure end-to-end transmission of quality information
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across various demographics and users without degradation
of the performance.

IX. ExoCOVID: A CASE-STUDY OF ECG MONITORING
HEALTHCARE ECOSYSTEM WITH FEDERATED TRANSFER
LEARNING AND EXAI

This section proposes an end-to-end framework for electro-
cardiogram (ECG) based healthcare in a federated setup.
A deep CNN architecture is presented, where data is locally
trained at hospital setups using FL, which addresses the
issues of privacy and data availability. The authors proposed a
classifier for arrhythmia disease on the benchmark MIT-BIH
Arrhythmia database [145]. To improve the interpretability,
an EXAI module is presented on top of the classification,
improving the prediction results. This section also augments
addressing research question RQ 5 by offering EXAI-enabled
and AI-FL-assisted applications for heart ECG monitoring
systems.

A. CASE-STUDY CONTRIBUTIONS
Following are the contributions of the proposed study.

1) A CNN-autoencoder design in a federated healthcare
environment is proposed to denoise raw ECG signals
from patients.

2) A federated transfer learning (FTL) approach is
designed to use the encoding section of the autoen-
coder, and a CNN-based classifier model is built. The
classifier classifies the ECG data viz. {N, S, V, F, O},
where N denotes the non-ecotic (normal) beats, S
denotes the supra-ventricular ectopic beats, V denotes
the ventricular ectopic beats, F' denotes the fusion
beats, and Q denotes the unknown beats.

3) The CNN-classifier is integrated with an EXAI module
that provides interpretability on the decision process
of the classifier. The EXAI module is generic, and
its functionality can be integrated into any classifier.
Moreover, as the ecosystem is federated, the EXAI
model interpretability improves with successive itera-
tions of the global server model, and learning losses are
minimized.

4) The MIT-BIH data is initially unsampled to create more
data samples, and then 10 — 30% random noise is
inserted to improve privacy. The framework predicts
a classification accuracy of ~ 94% on noisy data and
98% on clean data.

5) Experimental validation is performed through pro-
posed evaluation metrics like Precision, Recall, and
F1-score, with a comparative discussion of accuracy
against similar schemes. EXAI outputs of Grad-CAM
for ECG signals are modelled to find local interpreta-
tions of the ECG dataset.

B. MIT-BIH DATASET

The MIT-BIH dataset [145] consists of ECG recordings from
different subjects from 1975 to 1979. A total of 109, 144 sam-
ples are recorded in the dataset, where 23 random recordings
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TABLE 7. Five classes of ECG signals.

Class description

Non-ecotic beats (normal beats)
Supraventricular ectopic beats
Ventricular ectopic beats
Fusion beats

Unknown beats

Symbols associated

QT <« z

TABLE 8. Extracted beats from the MIT-BIH ECG signal dataset [146].

Type N S \4 F Q
Beats | 90502 | 2777 | 7226 | 802 | 8031

are chosen from a set of 24-hour 4000 ambulatory ECG
samples over a diverse patient population. In the total pop-
ulation, &~ 60% are inpatients (that are admitted to BIH
hospital), and 40% are outpatients (not admitted to BIH
hospital). Around 25 recordings are selected from significant
arrhythmia classes as the less common sample in the random
sample set. The experiment uses ECG at 125 kHz input
frequency, and & 10-30% is induced in the original dataset
to preserve privacy. TABLE 7 presents the heartbeats (ECG
signals classes) which are present in the dataset.

1) PREPROCESSING DATASET

MIT-BIH dataset is imbalanced in terms of the number of
samples, which might result in class overfitting. The ECG
signals also have a noise component from the nearby power
supply, body movements, and other factors. Due to this, fea-
ture extraction is a difficult task, which limits the extraction
of ECG heartbeats from signals. In this case, the ECG signals
are normalized using Eq. (16) as follows.

Sn _ |S_Smin|

|Smax - Smin|

(16)

where S is the value of the considered sample, and S,
and S;,;4x are the minimum and maximum among all con-
sidered samples, and S, denotes the normalized sample.
Based on Eq. (16), T-waves of the ECG signals are matched
with R-peak, and the signals are classified into ECG beats.
TABLE 8 denotes the extracted beats (classified according
to types) and the frequency of the beats captured from the
ECG dataset [146]. Once we obtain the extracted beats,
noise-removal techniques based on discrete wavelet trans-
form (DWT) are applied [147]. It resulted in a reduction of
ECG heartbeats from 280 to 141 samples.

2) DATASET DISTRIBUTION (ORIGINAL AND RELABANCED)

As discussed above, the dataset used for the analysis has
unbalanced classes. This might result in the overfitting of
the model. To eradicate the issue, the data is upsampled.
TABLE 9 shows the original and resultant upsampled data
distribution. In the real-world scenario, the ECG data col-
lected is noisy; thus, to map it with practical information,
about 10-30 per cent of noise has been added to the dataset.
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FIGURE 12. ExoCOVID: An EXAI and FTL-based ECG monitoring scheme.

TABLE 9. Original and upsampled dataset distribution.

Non ecotic | Supraventicular| Ventricular | Fusion | Unknown
beats ectopic beats extopic beats beats
(Normal beats
beat)
Original 82.8% 7.3% 6.6% 2.5% 0.7%
Upsampled | 20.1% 20.1% 20% 199% | 19.9%
version

The model trains the modified dataset (with noise addition)
to predict the results.

C. THE PROPOSED FEDERATED HEALTHCARE
FRAMEWORK

This section presents the schematics of the proposed frame-
work by Raza et al. [113]. FIGURE 12 presents the details.
A federated healthcare setup is considered that consists of
n local edge (hospitals) nodes E = {Hy, E», ..., H,}. Any
i hospital H; has the corresponding data D;, i € [1,n].
TABLE 7 shows the classification of the data into five classes
as mentioned earlier. A global server model G, runs an
autoencoder AE, specifically hyper tuned with the predefined
parameters. All H; are required to send request to Gy to
download AE to start training the model on local data D;.
Once the AE model is trained on local data, AE weights
{w1, wa, ..., w,} are transferred back to G;. Upon receiving
the weights, G, waits for locally trained AE models from H;.
Based on the local weights and trained model, G computes
the aggregation function using Eq. (17) as follows.

F(w) = Z

i=1

g an
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where F,(w) = % Dic P fi(w). Based on F(w), G constructs
the classifier C and sets the weight of three convolutional
layers for C. As the convolutional layers are untrained, G
sends C to all H;, which trains them on local D;, and the
weights are sent back to G;. The process is iterated until the
accuracy of the global model improves, and the loss function
is minimized.

D. CNN-BASED AE MODEL

As indicated, local edge nodes are considered local silos,
where a single hospital unit is considered operational. All
the data is combined to form Dy, = Z?IlD,-, and is
trained by the federated setup as discussed in section IX-C.
The federated setup is adopted so that local hospital data
is not shared and Gy is trained. The accuracy for the pre-
diction model trained on aggregate data D is denoted by
A; while A; denotes the prediction accuracy of the model
trained on local D;. A series of ECG raw input signals
S = {51, 52, ..., Sk} is considered to be passed through the
autoencoder AE. The local AE model consists of three layers
Lag = {laE, HAIZS, O4g}, where I4p is the input AE layer,
H,2 are 12 hidden layers, and O is the output layer. H,% is
further classified as {CgE, MP% s UgE}, where CgE denotes
the six convolutional layers, MPy . are the three max-pooling
layers, and U 2 ¢ are the three unsampling layers. A varying
learning rate 7 is considered to keep the reconstruction loss
at a minimum. 7 is defined using Eq. 18.

0.01 ife <40
n otherwise

Next, we present the description of the CNN-classifier model.

(18)

84507



IEEE Access

D. Saraswat et al.: Explainable Al for Healthcare 5.0: Opportunities and Challenges

E. CNN CLASSIFIER

A classifier model M, = {Lfonv, L%C, Lz%/IP’ leM}, where Lfonv
represents four convolutional layers, L%C represents three
maxpooling layers, L%C represents two fully connected lay-
ers, and L;M represents one softmax layer for classification.
The AE part is transferred to the classifier model, which
allows three L., layers to be not trained (the layers are kept
fixed, and parameters are not updated during propagation).
It leverages the local nodes N; with trained parameters. The
last two L2, and the L7 layers are at a higher level, and
parametric updates are done. The softmax function is defined
using Eq. (19) as follows.

eLf

= e (19)
=

where L. is the learning probability of class ¢, and C is the
total number of classes.

F. EXAI INTEGRATION
The local regions setup is visualized using the gradient-
weight class activation mapping (Grad-CAM) approach for
normal and myocardial infection. Knowing whether the heart
tissues are getting proper oxygen flow is important, which
leads the practitioners to know about artery blockage. For
the same, gradient of score value (denoted as y©) against
the feature activation A (for k™ kernel) is presented. The
gradient G, for c class is presented as in Eq. (20) as follows.
ay*©

G, = SAT (20)
The value of G, specifically depends on the ECG signal.
Once the derivative is constructed, a global average pooling
is applied, and the weighted linear combination of A% and a’c‘
is computed as presented in Eq. (21) as follows.

GradcAM(c) = ReLU() _ ofAb) 1)
k
A rectified linear unit (ReLU) function is applied to consider
positive values only.

G. THE FEDERATED TASK LEARNING

The learning process continues with the newly emerging
data. The edges personalize the ECG signal classifier by
keeping all the layers of the static convolution network in
the final updated classifier. Then the training phase starts
from the dense layers for personalization. This is due to the
convolution layers’ goal of extracting low-level features for
activity detection and the highly coupled layers. At a higher
level, it concentrates on learning particular aspects of the task.
The global aggregator server (GAS) creates an AE with the
defined hyperparameters. Once the AE is defined and created,
the GAS waits for the signals sent by AE. Also, when the
client asks for the GAS, the GAS sends AE to the client;
likewise, the rest of the communications take place. The client
trains the same on receiving the AE in its local database. After
completion of the training, the client will send the AE to
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TABLE 10. Implementation details.

Parameters Values

No. of edges 3

Global server configuration ;26 Qgi%l\CAPU
Training ratio 80:20

Random Noise added to the Edgel, 20:30:10
Edge2 & Edge3 (in percentage)

Batch Size 100

Epochs 150

Learning rate 0.001

the GAS. After receiving the consensus, which occurs and
completes when the GAS receives the desired number of
rounds, it aggregates the weights and can be depicted using
Eq. (22) as follows.

Agg(w) =Y (mis/nwi, | (22)
k=1

where,

Aggr(w) = 1/ms Y aggi(w)

i€Pg

Here the aggregated weights are denoted as Agg(w); the ng
symbolizes data samples of all the clients. The ng; is the Kt
participants. In every ML problem statement, the Agg(w) is
defined for the i x, yandw, this is actually the loss prediction
of x;, y; and w. For the data partition py over the n clients. The
Prs 1s the data point indexes of the ks client. The n denotes the
number of partitions for each round, and the global round is
denoted as r—the aggregation results in the new CNN-based
classifier used for the classification. For transfer learning, the
encoder part of the AE is considered, and the weight will be
transferred to the AE. After receiving the client, train into its
local data and send it to the aggregator using Eq. (22). Clients
specify the aggregated weights as new weights for their local
data, which may then be utilized for predictions. The EXAI
module taps the gradients during forecasts and produces a
visual explanation.

H. PERFORMANCE EVALUATION

In this subsection, we discuss the performance evaluation in
terms of evaluation metrics, EXAI Grad-CAM results, and
the comparative analysis with existing schemes. The details
are presented as follows.

1) SIMULATION PARAMETERS

The implemented hardware details contain only three local
Raspberry Pi devices, called Edgesl, Edge2, and Edge3—
which were used to train the autoencoder and classifier
locally. These devices are configured through the Pi 3 Model
B+ with a 1.4GHz, 64-bit quad-core ArmV8 CPU and 1GB
LPDDR2 SDRAM. TABLE 10 indicates the other implemen-
tation details of the system configurations and other training
parameters.
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FIGURE 13. Confusion matrix.

2) EVALUATION METRICS
e Precision: The precision can be defined as

T,/(Ty + Fp). (23)

T}, denotes the number of true positives, and F), denotes
the number of false positives. The precision is intuitively
the ability of the classifier not to label a negative sample
as positive.

e Recall: The recall metric can be defined as

T,/(Tp + Fp) (24)

were F, is denoted as False negative.
e F1-Score: The F1-score will be calculated using Eq. (25)
as
2 % precision * recall

— (25)
precision + recall

3) SUFFICIENCY OF THE SELECTED METRICS

In the considered evaluation, precision and recall are two
critical model evaluation measures and metrics. While preci-
sion refers to the percentage of relevant results, recall refers
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to the percentage of total relevant results accurately catego-
rized by the algorithm. The harmonic mean of precision and
recall is F1. Thus, to predict the accuracy of the underlying
model, these three metrics alone are sufficient. In some cases,
however a trade-off is required, and a choice must be made
between optimizing the precision and recall.

Once the edges and aggregators are formed, the three stan-
dard metrics were used to investigate the performance evalu-
ations. These are used to assess the classifier’s performance.
The precision, recall, and F1-score are calculated to define the
classification accuracy of the ECG signals. The classification
accuracy is the total number of correct predictions divided by
the total number of predictions produced for a dataset. The
main reason for this is that the enormous number of examples
from the classification model (or classes) will overload the
number of samples from the minority class, which leads to
the inexperienced models can achieve accuracy scores of 90%
or 99%, depending on the severity of the class imbalance.
Hence, a solution is needed to solve such situations. The same
is solved using precision and recall. The confusion matrix is
also presented, which provides additional information into
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TABLE 11. Proposed framework performance (noisy version): Edge 1.

Precision Recall Fl-score
N 0.890 0.910 0.900
S 0.940 0.890 0.920
) 0.930 0.960 0.940
F 0.950 0.940 0.950
Q 0.990 0.990 0.990
Accuracy 0.940 0.940 0.940
Macro average 0.940 0.940 0.940
Weighted average | 0.940 0.940 0.940

TABLE 12. Proposed framework performance (noisy version): Edge 2.

Precision Recall Fl-score
N 0.850 0.870 0.860
S 0.910 0.870 0.880
\ 0.910 0.940 0.920
F 0.930 0.930 0.930
Q 0.980 0.980 0.980
Accuracy 0.910 0.910 0.910
Macro average 0.910 0.910 0.910
Weighted average 0.920 0.910 0.910

TABLE 13. Proposed framework performance (noisy version): Edge 3.

Precision Recall F1-score
N 0.940 0.980 0.960
S 0.980 0.920 0.950
v 0.950 0.990 0.970
F 0.990 0.940 0.960
Q 0.970 1.00 0.980
Accuracy 0.970 0.970 0.970
Macro average 0.970 0.970 0.970
Weighted average 0.970 0.970 0.970

TABLE 14. Proposed framework performance (noisy version): Edge 4.

Precision Recall F1-score
N 0.900 0.920 0.910
S 0.940 0.890 0.910
v 0.930 0.960 0.940
F 0.950 0.960 0.950
Q 0.990 0.990 0.990
Accuracy 0.940 0.940 0.940
Macro average 0.940 0.940 0.940
Weighted average | 0.940 0.940 0.940

not just a predictive model’s performance but also which
classes are forecasted correctly, which inaccurately, and what
types of errors are being made. A two-class classification
issue with negative (class 0) and positive (class 1) classes
yields the simplest confusion matrix. FIGURE 13 presents the
details of the confusion matrix obtained for the GAS, as local
edge models (Edge 1, Edge 2, and Edge 3, collaboratively
send data to GAS.)

4) PERFORMANCE OF EVALUATION METRICS

TABLE 11, 12, 13, and 14 shows the precision, recall, clas-
sification accuracy and F1-score performance of each locally
trained C in Edge 1, Edge 2, Edge 3, and aggregated C.

The results obtained were calculated using a noisy ver-
sion of the previously provided data. TABLE 15 presents
the accuracy, precision, recall, and F1-score obtained using
the clean (original) data to evaluate the performance of the
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TABLE 15. Proposed framework performance comparison with the
denoised and original dataset.

Precision Recall Fl-score

N 0.950 0.990 0.970
S 0.980 0.970 0.980
v 0.970 0.990 0.980
F 0.990 0.930 0.960
Q 1.00 1.00 1.00

Accuracy 0.980 0.980 0.980
Macro average 0.980 0.980 0.980
Weighted average | 0.980 0.980 0.980

proposed classifier. The accuracy achieved is 98.95%. The
performance is evaluated on the noisy data since the data is
expected to be noisy in the real world.

5) GRAD-CAM INTERPRETATION

The CAM and GRAD-CAM platform was used to validate
the model interpretation of the ECG dataset. Both CAM and
GRAD-CAM enable the creation of ’visual explanations’ for
how a CNN model based its categorization and aided in
interpreting the ECG pattern analysis results.

The ECG signal characteristics require extensive and criti-
cal comprehension to validate the explainability of the EXAI
module.

The ECG signal consists of different waves, which must
be critically examined. Each series includes a P-wave,
QRS-wave, and T-wave representing the electrical activity
captured during a single heartbeat. Its pattern representation
is shown in FIGURE 15. When these waves are distorted,
aberrant heartbeat signals result. Thus, the two categories
of a regular pulse and a myocardial infarction are created.
A shortage of blood flow and oxygen to the heart muscle is
referred to as cardiac ischemia.

Ischemia can result in cardiac tissue death and a heart
attack (myocardial infarction) if it is severe or persists
for an extended period. Hence, it is important to classify
these two waves in the inception state so that the correct
measures must be taken to eradicate the critical situation.
The suggested EXAl-enable framework has been imple-
mented to identify the same, and its results are displayed in
FIGURE 14. FIGURE 14 depicts the differences between
the Myocardial infraction CAM means and the normal
CAM means.

Hence, the suggested EXAl-enabled framework demon-
strates that the proposed classifier considers these essen-
tial input sample properties and will classify the P-wave,
QRS-wave, and T-wave for Myocardial infraction heart-
beat and normal heartbeat. These insights can aid clinical
practitioners in diagnosing the underlying health problems.
However, it is strongly recommended to consult a clini-
cal practitioner before utilizing these findings for medical
advice.

The state of the art in TABLE 16 indicates how the pro-
posed case study scheme has proved by providing the accu-
racy as 98 %, as compared to the other schemes [148], [149],
and [150].

VOLUME 10, 2022



D. Saraswat et al.: Explainable Al for Healthcare 5.0: Opportunities and Challenges

IEEE Access

[Myocardial Infarction] - CAM - mean

3
0.9213
2 0.8189
0.7165
11 1 0.6142
/ 0.5118
0 .
0.4094
| 0.3071
-14 Y
/ \\ 0.2047
2 o 0.1024
- : : : 0.0000
0 20 40 60 80
5 [Myocardial Infarction] - CAM - mean
0.9213
2 0.8189
0.7165
14 Y 0.6142
f 0.5118
o4 I
0.4094
}‘: 0.3071
-1 |
i 0.2047
> o 0.1024
. : : - 0.0000
0 20 40 60 80

FIGURE 14. The EXAI outputs of the Grad-CAM for ECG signals.
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FIGURE 15. ECG pattern: major waves of the single normal pattern.

TABLE 16. State-of-the-art and its comparison with proposed framework.

Scheme EXAI Raw Security | Realistic | Accuracy
Input

Chen et al. [148] N N Y N 99%

Liaqat ef al. [149] N N N N 86.5%

Atal et al. [150] N N N N 93.2%

Proposed case study Y Y Y Y 98%

denotes the parameter is present, N denotes the parameter is not present

X. LESSONS LEARNED

The authors discussed the utility of the Explainable
AI (EXAI) and its applications. The discussion also addresses
the opportunities and potential project implementations in
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healthcare industries and the domain of its associated applica-
tion like ECG. The authors address the impact of the explain-
able Al over the Al terminology & its broad applications in
the healthcare industry, which the existing surveys did not
address with all the specifications and attributes. The authors
have reviewed the recent literature and presented a solution
taxonomy for EXAl-based medical-assisted programmable
strategies. The paper also presents the design, architecture,
ecosystems related to healthcare, and end-to-end communi-
cation explanations of EXAI that support the base of DL
concepts (through implementation and performance analysis
of auto-encoders and CNN), 5G communication network
and its utilities in healthcare systems. The discussions on
open issues and challenges have also been showcased. The
authors have also introduced a healthcare-specific case study
by taking concepts of CNN encoder and overall optimization
to support the clause mentioned in the paper and support the
argument.

In the healthcare 5.0 scenario, intelligent devices like
wearable [oT devices are interfaced with the human body,
which might be prone to false alarm probability, malfunction,
time lags etc., thereby decreasing the model computational
capability, accuracy, and interpretability for a trustworthy
solution. The current ML models are also sensitive to small
perturbations and the length of data sets, affecting the explain-
able model’s outcome. Therefore, in real-time applications,
these explainability models are in the very early stage of
development. Soon, the field of EXAI would rise with exten-
sive research and inculcation of more sophisticated models to
enable robustness, better explainability, interpretability and
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verifiability of machine decisions by human experts in the
healthcare context.

XI. CONCLUSION AND FUTURE SCOPE

Healthcare 5.0 ecosystems have shifted towards digital
wellness, where decision models are analytics-driven with
real-time predictions and informatics support. Thus, white-
box analytics is preferred over traditional BB models to sup-
port this shift. The rise of interpretability and questions over
the validity of Al models has shifted Al models to adapt EXAI
decision modules. EXAI builds trust in clinical practices and
allows interpretability and model debugging, which enhances
performance through bias reduction. The proposed survey
highlights the scope of EXAI in Healthcare 5.0 through
supported techniques, architectures, and proposed models.
The survey outlines the basics of EXAI, associated metrics,
and different EXAI use-case applications. An EXAI-driven
architecture for classifying and segmentation the COVID-19
patient is proposed. A solution taxonomy of EXAI in Health-
care 5.0 is presented, supported by a case study that inte-
grates FL and EXAI for decentralized healthcare setups. The
case study is presented with performance evaluations which
validate the benefits of EXAI in health setups. Finally, the
open issues, research challenges, and lessons learned from
the survey are discussed.

In future scope, the authors intend to explore the inte-
gration of security and trust parameters in EXAI-driven
healthcare 5.0. Integrating blockchain with EXAI would be
explored in IoT-driven medical setups, where patients’ critical
data would be stored on blockchain ledgers, and through
assisted EXAI modules, explainability and verifiability of
analytical models would be explained sought. This would
assure the dual benefits of trusted and interpretable analytics
in decentralized healthcare setups.
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