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ABSTRACT Internet of Things (IoT) services have grown substantially in recent years. Consequently,
IoT service providers (SPs) are emerging in the market and competing to offer their services. Many
IoT applications utilize these services in an integrated manner with different Quality-of-Service (QoS)
requirements. Thus, the provisioning of end-to-end QoS is getting more indispensable for IoT platforms.
However, provisioning the system by using only QoS metrics without considering user experiences is not
sufficient. Recently, Quality of Experience (QoE) model has become a promising approach to quantify actual
user experiences of services. A holistic design approach that considers constraints of various QoS/QoE
metrics together is needed to satisfy requirements of these applications and services. Besides, IoT services
may operate in environments with limited resources. Therefore, effectivemanagement of services and system
resources is essential for QoS/QoE support. This paper provides a comprehensive survey for the state-of-
the-art studies on IoT services with QoS/QoE perspective. Our contributions are threefold: 1) QoE-driven
architecture is demonstrated by classifying vital components according to QoE-related functions in prior
studies; 2) QoEmetrics andQoE optimization objectives are classified by corresponding system and resource
control problems in the architecture; and 3) QoE-aware resource management e.g., QoE-aware offloading,
placement and data caching policies with recent Machine Learning approaches are extensively reviewed.

INDEX TERMS Internet of Things, quality of service, quality of experience, IoT services, IoT applications,
QoS for IoT services, QoS metrics, QoE metrics, IoT architecture.

I. INTRODUCTION
Quality of Services (QoS) plays a vital role in maintaining
services with acceptable criteria for IoT systems. Most prior
studies attempted to exploit QoS metrics for various pur-
poses of controls to improve user experiences e.g., optimizing
network delay, network quality, and energy consumption.
However, recent studies have shown that designing control
policies by using QoS metrics alone is not sufficient to reflect
actual user experiences. QoS metrics can be seen as system
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factors that have impact on user experiences. In addition, user
experiences can be affected by human factors [1]: user pro-
files, tendency, history, characteristics, gender and age. Con-
text factors such as location, places and application-related
factors (e.g., live streaming) are other non-system factors.
Therefore, optimizing system based on QoS metrics only is
not sufficient. Many recent works focused on studies of Qual-
ity of Experience (QoE) instead. Although there is no exact
definition for QoE, the definition given by Le Callet et al. in
[2] and [3] are widely accepted by the research community:
‘‘QoE is the degree of delight or annoyance of the user
of an application or service. It results from the fulfillment
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of his or her expectations with respect to the utility and/or
enjoyment of the application or service in the light of the
user’s personality and current state.’’

Recently, emerging IoT architectures with multi-layers,
e.g., Mobile Edge Computing (MEC), Fog Computing and
Cloud Computing, have been proposed to improve user
experiences. By placing services in computational resources
nearby users, significant amount of service delays can be
reduced. Managing services and resources on these emerging
networks have been investigated by a number of studies.
Still, QoE is not often incorporated into the architectures and
resource control policies. Therefore, further investigations on
QoE-driven IoT architectures and resource control policies in
these emerging architectures are needed.

Developing QoE-aware services for IoT applications
requires various perspectives of system design such as
QoE-aware system architecture, models of QoE metrics,
QoE-related underlying technologies, QoE-aware resource
management and control. These topics are still actively stud-
ied in the literature. For this reason, this paper explores the
QoE-driven designs and the state of the are studies on the
aforementioned dimensions in a comprehensive manner.

The paper is organized as follows: First, our motivation
and the categorization of the data sources are explained in
Section II. Next, current designs of IoT architectures with
QoS support are given in Section III. QoE-driven IoT archi-
tectures and QoS/QoE metrics used in IoT applications are
discussed in Section IV and Section V respectively. Various
aspects of resource management issues in IoT systems are
covered in Section VI. In Section VII QoS/QoE correlation
models are provided. SectionVIII contains a discussion of the
findings and future research directions. Finally, concluding
remarks are given in Section IX.

II. MOTIVATION
There is an increasing interest in incorporating user expe-
rience into the system design. As QoE can be varied for
each application as well as each user due to different per-
ceptions affected by various factors e.g., user preferential,
user location and types of applications, it is essential to
define measurable QoE metrics that are suitable for a par-
ticular application/user. Although QoE-related topics have
been studied in numerous works, these works are specific to
certain application areas, solely focusing on tiers, systems,
problems and methods related to those applications. Lack of
understanding related to the underlying critical components
in IoT systems for supporting QoE in the current literature
inspires us to provide this comprehensive this study. In this
paper, we provide a general guideline and mapping of how
QoE can be derived and controlled for a multi-tier system for
various applications using recent methods and solutions.

When QoE is considered in the design of IoT architecture,
QoE-related vital components are required to be investigated
first. Some prior works focused on mapping QoE com-
ponents into high-level system architectures. For instance,
the authors in [4] provided a mapping of QoE monitoring

FIGURE 1. Publication sources classified by publishers.

FIGURE 2. Publication sources classified by year.

and management onto Software Defined Network (SDN)
or Network Function Virtualization (NFV) based architec-
tures. Although this work covers some QoE components,
vital elements of QoE-Driven architectures have not yet been
extensively studied. In this paper, we present a comprehensive
study of a QoE-Driven structure for IoT systems by cate-
gorizing the structure into 4 major parts in regard to sys-
tem architecture: QoE Cause Factors, QoE Measurement and
Indicators, QoE Prediction, QoE Optimization and Control.
These crucial parts are surveyed and classified from recent
works.

We address the QoE-related issues and challenges in var-
ious aspects. Our data sources are drawn from well-known
publishers such as IEEE, Elsevier, ACM, Springer, Wiley and
others. The distribution of the publication sources classified
by publishers is shown in Figure 1. As can be seen, IEEE
provides the main source with 69%. The distibution of the
remaining publications by publishers are 12% Elsevier, 7%
Springer and 12% others. In addition, the classification of
the publications by year is presented in Figure 2. 70% of the
cited works are published during the period of 2017-2022.
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FIGURE 3. Classification of QoE works.

FIGURE 4. Classification of QoS works.

The number of publications by type are 82 journals, 61 con-
ferences, 5 books, and 2 for preprints.

The classification of QoE related publications is also
given in Figure 3. These publications are categorized into
the following topics: Survey, QoE definition, QoE Influenc-
ing Factors (IFs), QoE Prediction, QoE Optimization and
Control, QoE-aware offloading, QoE-aware placement, and
QoE-aware caching. The number of papers per topic are 6,
2, 2, 5, 25, 10, 9, 10, and 12 respectively. Similarly, the
classification of QoS related studies are given in Figure 4.
These studies are also categorized into the topics: Survey,
QoS metrics, QoS in IoT architecture, QoS controls in IoT,
QoS aware placement, and QoS aware caching. The number
of papers for each topic are 5, 25, 1, 15, 3, and 7 respectively.

In QoE-Driven IoT architectures, we consider the fol-
lowing essential components: First, QoE Cause Factors are
quality metrics corresponding to user, application, service,
network or physical layer. These factors are classified accord-
ing to associated metrics of each layer for QoE-driven IoT
architecture. Next, methods for measuring QoE, which can
be subjective, objective or hybrid, have to be implemented
for accurate QoE evaluation. Subjective methods are not
available in real-time because of complexity of procedures
and involvement of users. To estimate QoE in real-time,
an objective function of QoE models from correlation with

QoS metrics can be used. Also, QoE metrics can be modeled
by using different combination of QoE Cause Factors. They
are also dependent on application types, so we attempt to
provide an insight of QoEmetrics by categorizing them based
on problem types. Nevertheless, recent works have attempted
to apply emerging methods in Machine Learning (ML) for
predicting QoE. Thus, QoE prediction byML-based methods
is indispensable to be a crucial part for optimizing QoE in IoT
systems. When QoE can be approximated in real-time, it can
be used as optimization objectives to solve variety of prob-
lems e.g., QoE-aware adaptive rate control in streaming ser-
vices [5], QoE-aware power controls onMEC/Fog/Cloud [6],
QoE-aware network controls on SDN/NFV enabled net-
works [7]. For this reason, prior works on QoE-aware opti-
mization and control are required to further investigation
from many aspects of problems.

In addition, whenQoE is incorporated into the architecture,
resource management problems need to be tackled. Recent
issues in resource management for emerging networks can
be classified into offloading problems, application/service
placement problems, data caching problems. However, to the
best of our knowledge, only a few recent works focused on
QoE-aware offloading, placement and data caching policies.
So, it is an active area that requires further investigation given
that QoE is accurately predicted.

For these reasons, we are motivated to provide a com-
prehensive review on vital QoE-related components for
QoE-Driven architecture. We classify these components in a
perspective of high level architecture, and show details for
each QoE-related component. These components are named
as QoE Cause Factors, QoE Measurement and Indicators,
QoE Prediction, and QoE Optimization and Control. More-
over, we focus on how the most recent ML techniques can be
applied in each component, which is not often mentioned by
prior works. A variety of models of QoE metrics and its opti-
mization objectives are classified by problem types. Then,
QoE-aware resource management is elaborated on three main
types of problems: offloading, placement and caching prob-
lems. Similarly, ML-based algorithms are mainly focused in
the QoE-aware resource management too.

Prior works related to ours can be listed as follows: [1], [4],
[8], [9], [10], [11], [12], [13], [14], [15], and [16]. In Table 1,
a summary of contributions and limitations of these works are
provided and our contributions are included.

Recent surveys focused on topics related to QoE model,
QoEmeasurement, QoE architecture based on emerging tech-
nologies e.g., MEC/Fog/Cloud, SDN/NFV and networks.
Prior QoE-related survey works are [1], [4], [8], [9]. In [4],
Skorin-Kapov et al. classified QoE models into 4 emerging
models: active learning, crowdsourcing, interdisciplinary and
data-aware QoE modeling. Also, important QoE monitor-
ing components and infrastructure were investigated, and
data-driven techniques for QoE monitoring was illustrated
too. High-level architectures by mapping of QoE monitoring
component and QoE management onto SDN/NFV enabled
networks were presented. Next, a survey of existing QoE
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definitions, QoE measurement and the role of data in QoE
modeling are provided by Fizza et al. [8] for IoT applica-
tions. Methods for current QoE measurement were inves-
tigated for IoT applications: subjective methods and data
quality sub-metric methods. The authors categorized the role
of data for QoE modeling into accuracy, data completeness,
usefulness, and timeliness. According to [1], QoE subjective,
objective and hybrid measurement methods are classified
and discussed extensively. The authors provided a review
of QoE Influencing Factors (IFs), which were divided into
three main categories: System IFs, Context IFs and Human
IFs. Various forms of subjective assessment such as single
sequence test, double sequence test, multiple sequence test,
long sequence test were investigated. On the other hand,
objective assessment was divided into media-layer, para-
metric packet-layer, bitstream-layer, parametric planning and
hybrid models. A general objective QoE model approach was
shown by comparing existing objective quality metrics. Then,
hybrid assessment was illustrated and shown to be related to
ML prediction model for QoE. Comparison of three assess-
ments in terms of performance was discussed. QoE manage-
ment and adaptive streaming approaches for SDN/NFV-based
networks e.g., Mobile Edge Computing, Fog Computing,
Cloud Computing were investigated in [9]. Also, Barakabitze
et al. discussed extension of works to emerging applica-
tion: Augmented Reality, Virtual Reality and others. Var-
ious areas in optimization control in QoE-aware adaptive
streaming over SDN-based networks were investigated e.g.,
Server and Network-assisted Optimization, QoE-Fairness
and QoE-centric Control, QoE-Centric RoutingMechanisms,
QoE-Aware SDN/NFV-based Mechanisms using MPTCP
and Segment Routing, QoE cross-layer Optimization, QoE
optimization in MEC,Fog,Cloud, and QoE for new applica-
tions (AR/VR and Gaming).

Nevertheless, prior works [1], [4], [8] did not discuss
in details about QoE metrics, QoE optimization objectives,
QoE prediction and control methods and QoE-aware resource
management techniques. AlthoughBarakabitze et al. [9] pro-
vided a comprehensive survey on various optimization area,
they focused solely on adaptive streaming services over
SDN/NFV enabled networks and emerging MEC/Fog/Cloud
networks. Other types of QoE-aware optimizations and
resource management e.g., QoE-aware offloading, placement
and caching were not investigated in that work.

From a resource perspective, QoE-aware resource controls
are still not extensively investigated in emerging network e.g.,
MEC/Fog/Cloud. Prior surveys in resource management can
be found in [10], [11], [12], [13], [14], [15], [16]. Many stud-
ies of resource management, related to emerging networks,
are classified into three main types: computational offloading
problems, application or service placement problems and
data caching problems. Surveys in offloading problems were
discussed in [10], [11], [12], [13]. Reviews of placement
policies are also shown in [14], [15]. Various perspectives of
data caching problems are provided by [16]. All surveys are
summarized in Table 1.

First, let us consider prior surveys on computational
offloading problems, which were studied in [10], [11], [12],
[13]. Lin et al. [10] classified offloading problems by flow
types in Edge. Also, offloading optimization techniques were
investigated. However, most optimization objectives were
based on QoS metrics rather than QoE. Next, Islam et al.
in [11] summarized offloading problems based on com-
putation models, decision-making model and algorithmic
approaches. Still, most optimization objectives were mini-
mizing energy consumption, computational cost, revenues
and task failures, which were system-related metrics. QoE
was not focused in that work. Additionally, emerging net-
works such as Edge inducemobility problems toward offload-
ing problems. Thus, mobility-aware offloading problems
were studied in prior works, and a review on this problem is
shown by Zaman et al. in [12]. Most works focused on energy
efficiency and latency reduction. Similarly, QoE is barely
seen in the review. According to [10], [11], [12], offloading
problems are often solved by classic optimization. A further
investigation on ML-based offloading policies is provided
in [13]. However, optimization objectives are based on QoS
metrics, and QoE is required more studies.

Next, a prior survey about placement policies is illustrated.
A review of service placements in Fog/Edge Computing is
provided by Salaht et al. [14]. Their placement objectives
were based on QoS e.g., latency, cost, energy. A few number
of studies took QoE into their consideration. Most placement
methods in that survey were solved by classic optimization.
Recently, ML-based approaches have been utilized to solve
placement problems. A study by Salaht et al. [14] provided a
review of ML-based placement policies in current literature.
Still, QoS metrics are mainly used by prior studies, but QoE
is utilized by only a few works.

For data caching problems, Shuja et al. [16] provided a
recent survey on ML approaches for data caching in emerg-
ing networks. In [16], both classic Machine Learning and
emerging Deep Learning techniques were investigated in data
caching at Edge networks. Most of optimization objectives
are still related to QoS rather than QoE.

In terms of resources, it is obvious that QoE-aware
resource management still requires further investigation.
Since some previous works focus only on QoSmetrics, incor-
porating QoE metrics into resource management problems is
challenging. As a result, we provide a reviews on QoE-aware
resource management from the perspective of offloading,
placement and data caching policies for emerging networks.

Moreover, current systems are being driven by QoE
requirements. However, there is still lack of understanding in
QoE-Driven architectures. Thus, the structure of QoE-driven
architecture is summarized in this paper. We demonstrate
what crucial components are being used for supporting QoE.
We provide a review of QoE models that are classified
by QoE Cause Factors at different layers. Methodologies
for QoE prediction and calculation are discussed in details.
Also, QoE-aware optimization and control are demonstrated
in the level of system architecture.
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TABLE 1. Comparison of QoS/QoE surveys.

In brief, our contributions are listed as the following:

1) A survey of crucial elements in QoE-Driven IoT
Architecture including classification of QoE Cause
Factors, QoE predictionmethodologies, QoE optimiza-
tion and control in the level of IoT architecture. Our
reviews are based on recent ML-based approaches.
QoE-Driven IoT platform is basically composed of
multiple AI-based functions.

2) Model of QoE metrics classified by QoE prediction,
optimization and resource management problems.

3) Reviews of QoE-aware resource management meth-
ods: QoE-aware computational offloading policies,
QoE-aware placement policies and QoE-aware data
caching policies. In addition, most recent approaches
e.g., ML-based policies are extensively discussed in
this paper.

Unlike others, our work provides structural details of how
QoE can be factored, measured, modeled, predicted and
manipulated with recent ML approaches for IoT systems.

Moreover, QoE-aware resource allocation and management
of prior works for multi-tier IoT systems are classified and
various aspects of QoE objectives andmetrics withML-based
solutions are shown. Next, existing IoT architectures are
investigated and QoE-Driven IoT architectures are discussed
in more details in section IV.

III. EXISTING DESIGNS OF IoT ARCHITECTURES
In this section, various designs of IoT architectures are dis-
cussed. Common designs of Layered IoT architectures are
evaluated in Subsection A. Then, in Subsection B, current
commercial IoT platforms, mostly Service Oriented Archi-
tecture, are discussed to determine shared functions. Lastly,
in Subsection C, we discuss the necessary QoS components
of IoT architectures.

Understanding the current designs of IoT systems can give
us insight about QoS and service management. The sum-
mary of the existing IoT architectures are discussed in this
section.
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A. LAYERED IoT ARCHITECTURES
Anumber of IoT services are widely deployed and distributed
over different geographical areas. Since IoT sensing data can
be exchanged across domains, novel applications or auto-
mated services from IoT services can be invented. Smart
applications are created by using these services e.g., intel-
ligent traffic, environmental monitoring, smart city, smart
campus and others. It is undeniable that these services have
to be executed on some service platforms. To exploit IoT ser-
vices, we first discuss about current service IoT architectures.
In prior works, basic IoT services were mostly constructed
by using layered IoT architecture [17], [18], [19], [20], [21],
and [22].

Three common layers are shown in most of previous works
namely: perception or sensing layer, network layer, appli-
cation and/or service layer. IoT sensing devices are imple-
mented in perception layer to collect sensing data back to
cloud or to forward control command from the cloud to IoT
devices. As IoT data are measured at IoT devices, sensing
data is exchanged via wide range of communication tech-
nologies (4G, 5G,WiFi, LoRA) and protocols (CoAP,MQTT,
IP) at network layer. When data reaches an application layer,
it is processed, analyzed, stored and visualized by computing
resources on Cloud. Applications generally offer services
according to user requirements via application interfaces.
Sometimes, the application layer is embedded with a service
sublayer to manage and allocate services for applications.

Although the traditional IoT architecture is composed of
three layers, slightly different architectures with additional
layers are proposed in the literature. In traditional designs,
IoT services are developed for particular application domain
by using the three layer approach. This approach incurs high
operating cost on resource management for service provider
because of high heterogeneity of IoT environments. Various
types of computing, storage and configurations have to be
properly maintained by using different methods. Moreover,
data migration and service provision are quite troublesome
tasks for administrators. More efforts and resources have to
be poured into system development if more demands request
for new applications. As a result, many research works have
focused on designing an IoT platform, which can handle
heterogeneous data and services.

In [17], MicroThings architecture attempted to solve
the problems of the three layered basis design. MicroTh-
ings proposed a framework for three environments: Infor-
mation aggregation, Centralized control and Application
environment. Information aggregation environment enables
ubiquitous access network. Centralized control environment
provides unified framework and elastic computing for on-
demand and heterogeneous computing for various types of
devices. Application environment supports application pro-
visioning, deployment, and development.

It is obvious that heterogeneity in IoT system is one
of the major issues. Similarly, Krco et al. [18] claimed that
IoT service architecture should comply with the following

features: capability to handle heterogeneous domains, sup-
port wide ranges of user requirements, less complex sys-
tem, common framework for unifying different applications.
According to [18], different working groups had studied and
designed IoT a service architecture. IoT-I group focused on
analysis of various IoT architecture. IoT-A group focused on
design of an IoT framework for common service architecture.
The group provided Architecture Reference Model (ARM)
and a set of their best practices utilized for building IoT
architecture. IoT-A group worked in parallel with FIWARE
project [23], which attempted to develop the next generation
IoT architecture. ETSI M2M and oneM2M groups attempted
to define a standard for IoT architectures, which was pro-
posed to have two domains: device and gateway domain, and
network domain. Each domain has service layer capabilities
embedded for performing M2M functions. In short, common
IoT architecture and framework are quite crucial for tackling
the heterogeneity of IoT natures.

In addition, Lv et al. [19] proposed a general IoT architec-
ture. Service architectures could be designed by either top-
down or bottom-up approaches. In the top-down approach,
services and applications are used as the starting point, and
IoT devices are organized according to service requests.
In contrast, the bottom-up approach focuses on connecting
things with one another and expanding their connectivity
and services through applications. In that work, the bottom-
up approach was chosen and 7-layer IoT architecture was
proposed. Its layers are composed of sensing layer, intelligent
device layer, physical information layer, logical information
layer, IoT basic service layer, service middle layer, and appli-
cation layer. The sensing layer deals with sensor, actuator
and network at physical nodes while the intelligent device
layer handles terminal and local services at physical nodes.
The physical information layer is just an abstraction layer for
physical IoT objects while the logical information layer pro-
vides an abstraction for virtual IoT objects. The main layer
for service abstraction is the IoT Basic Service layer, which is
utilized to identify Things, collect data from Things, and con-
trol the behavior of Things. The service middle layer supports
providing service descriptions, flows, and interactions. The
application layer has functions similar to other architectures.
As mentioned earlier, two service layers are emerging in
their design because wide ranges of IoT services have to be
managed at some points of the architecture.

Instead of the service middle layer, Lee [20] proposed a
starting point for developing IoT services at Service Manage-
ment layer. This layer was designed for supporting activities
and procedures in organization by enhancing application or
solutions in domains of lower levels. Its five layer architecture
composes of service management layer, application/solution
layer, processing layer, network layer, and perception layer.
The IoT architecture is quite similar to the approach in [24],
except that there is the processing layer (data management
layer). The processing layer (middleware layer) functions
are to cleanse, store, analyze, and process data from the
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network layer. Sample platforms in the processing layer are
database management, data analytics, and Cloud Computing
for massive data storage, high-speed broadband networks and
fast processing speed to enable real-time decision making.
The processing layer is similar to the Service Sublayer of the
application layer in [24] or the Service middle layer in [19].
Both seem to be designed for data management, data analysis
and decision making.

Similarly, Zhong et al. [21] proposed 4 layer architec-
tures : perception layer, network layer with two sub-layers,
application support layer, and application presentation layer.
The application support layer implements Cloud Computing,
middleware service, and data analytics. Its function is similar
to the processing layer in [20], the Service Sublayer in [24],
the Service middle layer in [19]. The application presentation
layer manages visualization and interaction in each domain
application such as smart building, logistics, and intelligence
traffic system. On the other hand, the network layer is divided
into two sub-layers : access network (4G,5G,WiFi,Cellular)
and core network (Internet, dedicated network). Thus, the
service layer is quite mandatory for common IoT service
architecture. It should be in the middle between the network
layer and the application layer, or locates above the applica-
tion layer for managing a big picture of all services.

In [22], Sarkar et al. proposed Distributed Internet-like
Architecture for Things (DIAT), which tackled issues like
heterogeneity of IoT devices and also privacy and security.
In their architecture, they proposed a new intermediate layer
between the application layer and the perception layer. This
layer is called IoT Daemon, which is composed of three
sub-layers : Virtual Object Layer (VOL), Composite Vir-
tual Object Layer (CVOL), and Service Layer (SL). VOL
represented physical objects or entities as virtual objects,
which had semantic description for modeling physical IoT
objects. CVOL composed of multiple virtual objects such
that a certain task could be accomplished by a service from
this composite objects. CVOL needs a discovery mechanism
for determining optimized composite objects. SL receives a
service request from the application layer or creates one on
its own for service creation. SL job is to divide each request
into sub-tasks that will be processed by CVOL. Still, this IoT
Daemon is just another name of the Service layer of other
works, [19], [20], [21], [24], except that functional details of
this layer are totally different.

In conclusion, various prior studies suggested that a com-
mon service IoT architecture was a layered architecture with
at least four layers (Perception, Network, Service and Appli-
cation) as shown in Figure 5 should suffice. In the Service
layer, its responsibility should cover the following tasks :
service identification and mapping, service selection, service
composition, service provisioning, service placement, service
access, and service classification. These functions are used
to cope with well-known issues in IoT environments e.g.,
heterogeneity, highly dynamics, privacy and security, man-
agement cost.

FIGURE 5. General layered IoT architecture.

B. SERVICE ORIENTED ARCHITECTURES
Most of commercial IoT platforms are widely deployed
and serviced by big-name companies such as Intel, Baidu,
Tencent, Amazon, Google, Oracle, Samsung and Microsoft.
In contrast, open IoT platforms are public to various commu-
nities such as FIWARE,OpenMTC, SiteWhere,Webinos [25]
and Eclipse IoT [26]. Each platform is highly different from
others. It is not clear how to group all of them into one
unified reference architecture. Some of them are proposed by
using layered approach such as Intel IoT platform [27]. Most
designs are based on Service Oriented Architecture (SOA) or
microservices such as Microsoft Azure IoT [28] and AWS
IoT [29].

Thus, Guth et al. [25] proposed a reference IoT architec-
ture based on six common component types in IoT platforms.
Those six components are Sensor, Actuator, Device, Gate-
way, IoT Middleware, and Application. They showed that
existing IoT platform designs (both commercial and open-
source) can be mapped onto their reference architecture.
IoT Integration Middleware, supporting multiple core feature
functions for managing devices and services for applica-
tions, is the main component in this architecture. However,
Guth et al. [25] did not categorize what functions were sug-
gested to be implemented based on the current platform’s
IoT Integration Middleware (IoTIM). We extend their results
with a set of functions that this middleware should provide
to fulfill the desired IoT services : namely message broker,
device management, application interface, connectivity man-
agement, context management, device discovery, security and
identity management, and event and analytical processing.
This indicates that any IoT architectures should support these
functions.

Firstly, components in IoT IntegrationMiddleware (IoTIM)
were elaborated for each platform. The platforms are com-
pared based on the service functions they utilize. Components
in IoT Integration Middleware for FiWARE, OpenMTC,
SiteWhere, Webinos, and AWS platforms are described as
follows. In FiWARE architecture, IoTIM has IoT broker, IoT
discovery, IoT device management, and data context broker
as IoT backend. In OpenMTC, backend components are
composed of connectivity, network exposure, core features,
application enablement. For SiteWhere, a tenant engine is
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responsible for device management, communication engine,
REST APIs, Integration, Data Storage SPIs and Asset SPIs.
Unlike others, Webinos IoTIM is focused on User Authenti-
cation, Policy Repository, Policy Enforcement andWebAPIs.
Components in AWS IoT are Message Broker, Thing Shad-
ows, Thing Registrys, Rule Engines, Security and Identity.

Next, we consider IoTIM on IBM Watson, Microsoft
Azure IoT, Samsung SmartThings, Intel IoT, and Eclipse
IoT platforms. IBM Watson IoT architecture has analytic,
risk management, connect, information management, open
standard services, flexible deployment. In Microsoft Azure
IoT, core components of IoTIM are IoT Hub, Event process-
ing and insight, Device business logic, connectivity mon-
itoring, application device provisioning and management.
The middleware of Samsung SmartThings has an application
management system and subscription processing. According
to [27], Intel IoT reference architecture comprises Device
and configuration management, Data ingestion software, Ser-
vice orchestration, security management, analytic software.
As discussed in [26], Eclipse IoT core features are device
management, application enablement, connectivity and mes-
sage routing, data management and storage, device registry,
event management, analytic, and User Interface, while its
cross-stack is composed of security and ontology.

According to [25], [26], [27], all of these components
can be grouped and categorized by the following functions :
MessageBroker, ContextManagement, DeviceManagement,
Device Discovery, Connectivity Management, Security and
Identity Management, Event and Analytical Processing and
Application Interface parts. It can be seen that Device man-
agement, Application Interface, Connectivity Management,
and Context Management functions often occur in IoT Inte-
gration Middleware. It is known that Context and Device
management are responsible for handling IoT context and
device information. Also, Application Interface is used by
other IoT modules, devices, applications to access all current
IoT data. IoTIM is at the center of the platform, so most
of other IoT components will have to access IoTIM. This
connectivity has to be properly managed. Those are the main
reasons why these components often occur in IoTIM of vari-
ous platforms.

On the contrary, Message broker, Device discovery, Secu-
rity and Identity management, Event and analytical pro-
cessing sometimes appear in IoTIM. Security and Identity
Management require more complexity and resources on the
system. It may be a better choice to separate them as external
services in most platforms. Event and analytical processing
can be seen as an option for developers or administration of
IoT platforms. Similarly, Message broker is used to handle
IoT devices with specific protocols, so it can be thought of an
alternative to connect to wide ranges of IoT protocols. Device
discovery is explicitly defined only in FiWARE, AWS IoT,
Eclipse IoT. However, this function is rather compulsory, so it
may be indirectly implemented in other modules. Thus, com-
plex tasks such as security management, event and analytical
processes can be separated from IoTIM for some platforms.

In short, IoT Integration Middleware is the essential
component in existing IoT platforms where its must-have
functions are the following : message broker, device man-
agement, application interface, connectivity management,
context management, device discovery, security and identity
management, event and analytical processing software mod-
ules. However, existing platform solutions do not explicitly
provide details on how to handle QoS in their architectures
even though QoS management may potentially be integrated
inside the aforementioned services.

C. IoT ARCHITECTURE WITH QoS SUPPORT
In the layered IoT architecture, it composes of four common
layers : Perception, Network, Service, Application Layer.
Each layer has its own QoS metrics in terms of perfor-
mances [24]. Precisely, QoS metrics in Perception layer can
be energy consumption (service life time), mobility infor-
mation accuracy, location information accuracy, serving cov-
erage, time synchronization, sampling frequency, sampling
precision, or resolution e.g., video. Also, QoS at Network
layer can be bandwidth, delay, loss rate, jitter, throughput
and response time. QoS at Application and Service layer
can be service time, service delay, service priority, service
accuracy and service load. These metrics locally associate
with individual layer functions because of inheritance from
performance tuning.

To achieve end-to-end QoS requirement, negotiation
among these layers is unavoidable. Interaction between
higher and lower layers to exchange resource information
is one approach to ensure QoS by properly scheduling and
assigning resources. For instance, Duan et al. [24] proposed
to construct a new vertical layer called QoS Management
Facility layer. This layer interacted with QoS broker at Per-
ception layer and Network layer to negotiate and interpret
QoS requirements to local parameters. In short, this approach
attempts to control multiple QoS across layers such that a
negotiated E2E QoS metric is achievable.

Alternatively, Issarny et al. [45] considered Service Ori-
ented Approach (SOA) to design IoT services. IoT service is
just another Service Oriented Architecture but the reverse is
not true.Moreover, it can be seen that some existing platforms
are designed by using SOA and middleware approaches. It is
more practical to view Things as an IoT service. An applica-
tion is just a composition from various IoT services.

Previously, IoT Integration Middleware of various plat-
forms are elaborated and based on Service Oriented
Approach. It is shown that a number of certain elements
are implemented in existing platforms e.g., message broker,
device management, connectivity management, context man-
agement and others. Nevertheless, QoS related components
are not explicitly defined.

To achieve QoS constraints, additional QoS related ele-
ments are necessary by these SOA Middleware approaches.
In that paper, a number of QoS-related elements are catego-
rized in Table 2. In the table, must-have QoS elements in
IoT middleware can be categorized into five groups : QoS
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TABLE 2. QoS control for IoT integration middleware.

negotiation, QoSMonitoring, QoS TrafficManagement, QoS
Decision and QoS Scheduler.

QoS negotiation is an initial procedure before the requested
service starts. It is utilized to communicate about QoS
contract between Service Providers (SPs) and Clients. The
requested service from applications will specify a set of
QoS targets to SPs. SPs monitor and control their resources
to achieve this QoS request. For instance, in [30], a QoS
broker was deployed for negotiating QoS between SPs and
consumers for Web Service requests in SOA architecture.

Since QoS negotiation is a critical process for completing
QoS agreement, several works proposed negotiation frame-
work solutions. According to [31], a dynamic QoS negoti-
ation framework and Markov Decision Strategy negotiation
algorithm were proposed in their work to handle QoS for
IoT services. The results show that their method improved
success rate, completion time and social welfare in negoti-
ation procedures. Moreover, Li and Clarke [32] proposed a
context based SLA negotiation for IoT service domain. Their
strategy is automated by attempting to resolve the conflicts
for multiple rounds of negotiation with different counter
offers for selecting best service scores. It is shown to improve
success rate and negotiation time. In [33], negotiation frame-
work was proposed and published as a service for achieving
QoS target. Their framework is called BETaaS or Building
the Environment for The Things as a Service. In [34], the
game theoretic approach was used to design a negotiation
framework when conflict of QoS occurred between SPs and
Clients. Their proposed method was based on mixed strategy

on Nash Equilibrium. Their results show that the mixed
strategy outperforms both concession and tradeoff strategy in
terms of utility and success rate.

Previously, it was seen that the current QoS and resource
status in the system are necessary in the QoS negotiation pro-
cess. It is unavoidable that the system must have knowledge
about QoS status before assigning further resources for their
clients. QoS monitoring is mainly used for checking QoS
status, so that the system can fulfill QoS requests.

For instance, Middleware QoS management for IoT ser-
vices was proposed in [38] to monitor and detect QoS degra-
dation, so that QoS actions could be executed to improve
QoS level to the target. Moreover, in [37], monitoring QoS
was utilized in their proposed QoS-aware scheduling for IoT
services. In [36], Process Monitoring Agent, Sensing Quality
and Energy Monitoring Agent are important components to
handle QoS supports for IoT services. According to [39],
QoS monitoring and prediction were used to enable QoS
support. IoTPredict was proposed in [40] for monitoring and
predicting QoS. Their strategy was designed by collaborative
approach.

In addition to negotiation and monitoring, another impor-
tant component is QoS traffic management. As it is named,
QoS traffic management is responsible for dealing with dif-
ferent types of traffic over networks to ensure QoS for End-to-
End service. IoT networks are highly dynamic because of the
tremendous number of devices and traffic flows. As a result,
to achieve QoS, the system must have capability to control
various types of traffic.
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In prior work [41], Al-Shammari et al. attempted to solve
network resource starvation problem by proposing a traffic
management policy. The policy can prevent degradation of
networks and enhance QoS performance of Machine Type
Communication. The improvement results are verified by
simulation. As shown in [42], Software Defined Network-
ing (SDN) technology can overcome many difficulties and
problems of controlled network resources. By separating con-
trol and data plane, SDN with network programmable fea-
tures can help managing network resources better than ever.
Karakus andDurresi [42] provided survey in SDN technology
and described how it could be utilize in QoS provision-
ing for network applications. Additionally, Seeger et al. [43]
proposed an automated translation framework for convert-
ing QoS network constraints into SDN configuration. Also,
an automated QoS mechanism for SDN network was investi-
gated in [44].

Next, QoS decision and Scheduler will be discussed. QoS
decision and Scheduler are quite related. QoS decision is used
for making a decision based on predefined rules or dynamic
algorithms to solve conflicts in resources when QoS deterio-
rates. On the other hand, the QoS scheduler is responsible for
scheduling requests over resources to achieve the QoS target.
A scheduling method can be either static or dynamic.

According to [35], Menascé et al. extended QoS brokering
with a service selection to maximize utility functions. In [36],
QoS Decision Making Function and QoS Broker are the
main elements for handling QoS of IoT services. On the
contrary, Li et al. [37] proposed a QoS scheduling algorithm
for classifying emergency and non-emergency messages to
improve performance. Then, a three-layer QoS scheduling
model for SOA IoT applications was discussed in [37].

As shown in prior works, major components for imple-
menting QoS support in IoT services can be categorized
into QoS Negotiation, QoS Monitoring, QoS Traffic Man-
agement, QoS Decision and Scheduler. These elements are
essential for IoT Integration Middleware to achieve QoS
support in any IoT architecture. Next, let us consider designs
of architecture that are driven by QoE requirements.

IV. QoE-DRIVEN IoT ARCHITECTURE
As shown earlier, QoS is highly critical for maintaining per-
formances of the system. To support QoS, the architecture
of the IoT system has to include various components e.g.,
QoS negotiation, QoS decision, QoS monitoring, QoS traffic
management and QoS scheduler. However, QoS alone is
not sufficient to deliver a high enough satisfaction for users
because their experiences are not measured. QoE term was
defined to quantitatively measure the user experiences. Thus,
the system can be controlled in such a way that QoE values
are achieved and the users are satisfied.

Unlike other works, vital components in QoE-Driven
architecture are classified in the view of system layers as
follows.

• QoE common architecture
• QoE Cause Factors associate with system layers

• QoE prediction
• QoE optimization and control

The comprehensive review of the overall architecture and
QoE-related parts are shown in this section. Discussion about
recent ML approaches in each part are also provided.

Indeed, there is no exact definition for the QoE. Neverthe-
less, in principle, QoE is proposed to measure how users meet
their expectation. Each user has different levels of satisfac-
tion, which are hardly extracted as quantitative measures.

Recently, QoE has become a promising approach to deliver
high satisfactory experiences for different user expectations.
To deliver such an experience, the system has to implement
QoE supports for users. To achieve QoE, it means that the sys-
tem has to be able to control or configurate system parameters
on multiple resources from data source to a destination. QoE
implied that end-to-end data flow has been controlled such
that the experience at the end user is validated and qualified
to be at a good level.

Deployment of QoE features onto the IoT system certainly
requires a new ecosystem to the current IoT architectures.
First, the service provider has to define which indicators of
user expectations will be utilized as QoE feedback informa-
tion. Next, the system has to be capable of measuring user
experiences or QoE. Measuring QoE is a challenging task
because user satisfaction varies even if the system environ-
ment is the same and there is no exact QoE definition. QoE
can be subjectively measured from users, but it is hardly mon-
itored in real-time where the system environment is continu-
ously changing. So, real-time QoE measurement will require
the system to estimate or predict the current QoE from the
environment. When real-time QoE is feasible, the prediction
QoE value will be used for optimizing both configurations
and parameters in the system environment. Eventually, the
QoE controller is responsible for dynamically applying new
configurations and parameters to accomplish the target QoE
for users.

As the QoE ecosystem is elaborated, it is seen how
QoE affects onto the IoT architecture. At least, additional
components, e.g., QoE indicator, QoE measurement, QoE
estimation and prediction, QoE optimization and QoE system
controller, are considered to be crucial in QoE implementa-
tion. QoE indicator tells us how the service provider measure
the QoE. It can be either direct or indirect measurement.
Based on this indicator, QoE estimation and prediction will
be deployed for real-time computation, which leads to QoE
optimization. QoE optimization has to collect QoE mea-
surement, and attempt to control system configurations and
parameters such that QoE target can be accomplished. Then,
QoE controller has to be designed for system reconfiguration
purposes.

According to prior information, it is not difficult to see that
QoE architecture can be depicted as in Figure 6. In Figure 6,
we can divide QoE things into 6 parts, which will be
elaborated in the following subsections. Subsection IV-A is
related to QoE Cause Factors, which can be divided into
two main cause factors : User-related and Application-related
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factors and System-related factors. In Subsection IV-B, vari-
ous methods for measuring QoE are explored in prior works.
Then, QoE model for training and prediction are provided
in Subsection IV-C. Some important QoE indicators are
discussed in Subsection IV-C. Lastly, related works about
QoE optimization and system controller are described in
Subsection IV-D.

A. QoE CAUSE FACTORS
According to Figure 6, we first discuss about QoE Influencing
Factors (IFs) before QoE Cause Factors, which is defined
in this paper for simplicity of explanation. QoE Influencing
Factors are indeed factors that can affect user experiences.
Because QoE is rather subjective and dependent on users,
QoE IFs can be seen as causes of user experiences. The
QoE IFs can result in different QoE results under similar
environments.

QoE IFs are classified into 4 different perspective as
illustrated in [46] : Human-related, System-related, Context-
related, and Content-related IFs. Human-related IFs can be
intepreted as personal characters of each user, which is highly
dependent on human information e.g., characteristics, gender,
expectation, memory experiences and others. These factors
lead people to various expectations. System-related IFs are
QoS-related parameters and configurations of the system
from physical to application layers. Context-related IFs are
factors that define the current environment of users, usually
physical, temporal, social and economic. Content-related IFs
are associated with service and application e.g., codec and
chunk sizes in multimedia services.

However, when we consider the system in Figure 6, how
we could interpret these QoE Influencing Factors into the
IoT architecture is still questionable. Previously, it is seen
that QoE can be influenced by human factors, system fac-
tors, context factors, and content factors. However, when
we consider the relationship between these factors and the
system, they cannot be directly mapped onto each layer of the
system. These QoE IFs can still be mapped onto QoE-related
metrics/parameters in each layer, which are redefined as QoE
factors connecting to various layers. For our convenience,
the term ‘‘QoE Cause Factors’’ is defined for the simplicity
of connecting different parts of QoE IFs into the system
architecture. To be precise, ‘‘QoE Cause Factors’’ are system
factors that directly affect the QoE value or user experiences
from the perspective of the system. We define QoE Cause
Factors (CFs) based on the system in Figure 6, so that it is
feasible to map QoE IFs into QoE CFs.We consider QoE CFs
in Table 3 at each layer according to the system in Figure 6.
Similar to Table 3, the authors in [47] and [48] investigated

relationships between QoE IFs and the layered-based IoT ref-
erence model. They focused on what QoE IFs are influential
in the IoT context and how to extend QoE measures to IoT
machines. Also, the authors extend the concept of Quality of
Data (QoD) and Quality of Information (QoI) for quantifying
the quality of experience when IoT machines are involved.

According to [47], critical QoE IFs are classified into
technical, user, and context groups. There are two factors
in the technical group: the physical and the network fac-
tors. In the physical factors, QoE IFs are related to physical
resource constraints at devices e.g., computing power, stor-
age, and battery. In the network factors, QoE IFs connect
to network QoS metrics. The system utilized subjective fac-
tors such as application usage and user actions to infer user
satisfaction in the user group. QoD and QoI are associated
with the context group and the application factors. QoD was
defined by data accuracy, truthfulness, completeness, and up-
to-dateness. Moreover, QoI was defined by the amount of
beneficial information to users. Lastly, application factors
mean ease of use and how information connects via the user
interface. These factors are mapped onto the layered IoT
reference model as follows. The physical and network factors
are mapped onto the physical and network layer, respectively.
Both of them also are mapped onto the virtualization layer.
QoD and QoI are linked to the service layer. User subjective
and application factors are related to the application layer.

Still, there is no reference IoT model for evaluating the
QoE; leveraging the QoE evaluation and control framework
is important. Floris et al. in [48] proposed the layered QoE
management framework for integrating with the layered IoT
reference model and evaluating the QoE. There are five lay-
ers: the physical device layer, the network layer, the virtu-
alization layer, the combination layer, and the application
layer. The physical device layer focuses on QoD acquired
from devices; It is then used in the virtualization layer, such
as the data accuracy of GPS signal, video quality data (res-
olution, coding). The network layer acquires network QoS
metrics, e.g., delay, bandwidth, and jitter to measure the
performance and forward the QoS metrics to the virtual-
ization layer. The virtualization layer determines QoD for
each virtualized object (VO) from related QoS metrics. Then,
the combination layer determine the overall QoE from the
QoD and QoE of multiple VOs. In the application layer,
QoE context IFs such as technical factors (device specifica-
tions), social factors (user tendency), business factors (oper-
ating cost), and environment factors (places) are considered
here.

According to [47] and [48], the authors investigated how
the QoE can be evaluated in various layers based on the novel
concept of QoD and QoI. Unlike [47], [48], we attempt to
create themap between each layer’s QoE IFs andQoE-related
metrics. So, we can gain insight into how to measure, predict,
and evaluate the QoE in the system by using associate metrics
as input for the QoE model.

In Table 3, QoE IFs are correlated with measured metrics,
technologies and control parameters at each layer. QoE IFs
means that there are factors having high impact for user
expectations and experiences. To measure these IFs, the
column metrics demonstrate what we can measure in each
system layer. Then, emerging technologies sometimes are
associated with how the system can be controlled. Finally,
IF-related control parameters are listed at each layer to
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FIGURE 6. IoT architecture with QoE supports.

demonstrate what the system expects to control to achieve
the QoE.

First, let us consider User level. User-related and Context-
related QoE IFs are associated with user engagement metrics
at this layer. User and Context related IFs can be gender, age,
social, characteristics, education, user location, background,
usage history, living environments, job, personal interest and
others. These factors can be measured by using User Engage-
ment metrics such as records of user profile and background,
number of downloads, average visit time, screen views per
visits, retention rate, user event tracking (e.g., search history),
and others [6], [49], [50], [51], [51], [52], [53], [54], [55]. All
of these measurements can be utilized by Machine Learning
approaches to tailor quality of experience at User level, which
is dependent on marketing strategies.

At the Application level, IFs are associated with contents
of applications. For instance, video-related IFs are video
codec, resolution, video types and others as stated in [46].
Video-related metrics from a system perspective are video
distortion rate, average data rate or Video Quality Metrics
(VQM) [56]. Examples of configurable parameters for videos
are video codec, frame rate and interval, compression ratio,
buffer size, chunk size, resolution [5], [46], [56], [57], [58].
For voice-related applications, voice codec, call setup time,
call blocking ratio are examples for their IFs. Next, voice-
related control parameters are voice codec, call setup mech-
anism and others. Similarly, voice-related metrics are voice
signal impairment, call setup success rate, blocking proba-
bility, average call setup time, Mean Opinion Score (MOS),
Perceptual Evaluation of Speech Quality (PESQ) [59]. For
web-related applications, download and fetch time can be
seen as both IFs and performance metrics that system can
measure. Since both download and fetch time are related to
Network and Physical Layers, the system can control related
mechanisms or protocols (e.g. HTTP) for surfing web sites.

At the Service level, service management can be classified
into three parts : Device-related IFs, Data-related IFs and
System-related IFs. For Device-Related IFs, device registra-
tion, device discovery and device management can affect
user expectations. Their influences can be quantified by
some of the following metrics e.g., registration failure rate,
registration time, discovery time, number of errors in dis-
covery process, and ease of usage. Registration, discovery,
subscription and notification mechanisms can be designed
such that they are appropriated with the system. Next, data
semantic, data repository and management, data subscription
and notification, transaction management, service charging
and accounting areData-related IFs. For instance, notification
failure rate, number of subscriptions, notification success
rate, notification time, transaction statistics and service costs
can be used to measure what experiences users are encoun-
tering. To improve service quality, service optimization can
be used to alleviate some of these problems. Lastly, examples
of System-Related IFs in Service level are application man-
agement, group management, communication (connectivity)
management and others. Their metrics are ease of usage,
number of connectivity failures, number of hand-over con-
nectivity, number of security breaches. Connectivity mech-
anisms and security choices can be appropriately designed
such that the service quality is acceptable.

Since QoE IFs have a certain degree of correlation with
QoS metrics at system layers such as network (control) or
physical layer. According to [60], Liotou et al. provided
studies of the QoE model and estimation, and relationships
between QoS and QoE, QoE IFs. The authors provided the
relationships between Quality IFs and QoS in aspect of net-
work/physical layers, equipments, wireless conditions, ser-
vice, and other factors. Although, the relationships between
IFs and QoS are described, both are still tightly coupled in
their illustration. In contrast, this work attempts to determine
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the relationships among IFs, measured metrics, technologies
and control parameters at different layers.

At the Control or Network layer, its major Influent Fac-
tor is focused on network quality. QoS metrics at network
level are jitter, delay, packet loss rate, data rate and volume,
reliability, congestion indicators, busy period, round trip time
[7], [50], [61], [62], [63], [64], [65]. Indeed, these metrics are
measured in most networks. Technologies such as SDN [64]
and NFV [66] are emerging to help system operators to
control these metrics more efficiently. Control variables for
SDN and NFV are flow rule/table and node/link parameters
respectively.

At the Sensing level, channel quality is the main factor
affecting user experiences. In short, QoS metrics, typically
used in most systems, are bandwidth, signal strength, bit error
rate, dropping probability, power consumption [6], [54]. Even
though IoT devices can be physically operated by these tech-
nologies : WiFi, NB-IoT, LoRA, LTE, 5G, all of them have
similar control parameters such as bandwidth control, sub-
carriers, modulation scheme, coding, transmission power.
These parameters can be used to improve the quality of
communication channel as well as user experiences.

Previously, impact factors of user experiences at each layer
are elaborated in Table 3. However, recent concepts such
as QoD, QoI and QoB (Quality of Business) in [47], [48],
and [67] have emerged for evaluating QoE in the IoT context.
QoD is the quality of sensed data composed of data accu-
racy, truthfulness, completeness, and up-to-dateness. On the
other hand, QoI is referred to the amount of helpful infor-
mation for a decision or action. Both QoD and QoI are
related to content and context-related IFs. Next, QoB can be
seen as QoE system-related IFs in the resource plane, e.g.,
resource cost and constraints.Most of the prior works exclude
resource constraints or expenses from their QoE model.
Instead, researchers include these costs and constraints into
their optimization objective rather than the models. When
QoB is extracted into different levels, it is more convenient
for QoE provisioning. Lastly, QoS metrics are mostly related
to the system-related IFs in the physical and network layers.
These novel concepts have been still developing in recent
works.

In brief, we consider what QoE IFs should be at each layer
of the IoT system. Then, we attempt to attack the problem
of quantifying or measuring these IFs with redefined metrics.
Some may be related to emerging technologies. Finally, con-
figurable or control parameters are listed to demonstrate that
QoE can properly be controlled by these parameters or tuning
mechanisms.

B. QoE MEASUREMENT AND INDICATOR
To measure user experiences, QoE has to be quantified such
that the running system is aware of what satisfaction level
of users currently are. This QoE indicator will be utilized as
the feedback information for the system to adjust controllable
parameters as discussed in the prior section at each layer. So,

the QoE is converging to the value that user experiences are
in high satisfaction level.

One of the well-known QoE indicators is Mean Opinion
Score (MOS). It is widely used tomeasure quality inmultime-
dia services [75]. MOS is quantified into five levels of quality
experiences from 1 to 5 (bad, poor, fair, good, excellent). Its
measurement can be subjective, objective or hybrid manners.
In subjective measurement, MOS is measured from users
either in experiments or real usage. Many previous stud-
ies [75] attempted to determine relationships between MOS
and multimedia parameters by conducting several different
subjectivemeasurements. The subjective experiments usually
require more time to give an accurate result. In contrast,
objective MOS is used as the estimation of subjective MOS
(automated subjective measurement). The MOS approxima-
tion formulas are derived from the MOS subjective experi-
ments, which are standardized and conducted in multimedia
applications [75].

Various methods for MOS subjective measurement are
used in prior studies [75] such as Absolute Category Rating
(ACR), Double-Stimulus Impairment Scale (DSIS), Double-
Stimulus Continuous Quality Scale (DSCQS), Subjective
Assessment Methodology for Video Quality (SAMVIQ),
Degradation Category Rating (DCR) and others. They are
commonly used to measure QoE in multimedia applications
such as video streaming and voice/speech transmission. Even
though, MOS subjective methods are designed to measure
and quantify user experiences into different satisfaction lev-
els. They are not practical in the dynamic system where
the quality of services is continuously changing over time.
To measure QoE in real-time, MOS objective measurement
is used instead of subjective one. As shown in [56], [60],
they were formulated by using Content-related parameters
to calculate MOS score e.g., Peak Signal to Noise Ratio
(PSNR), Structural Similarity (SSIM) and Video Quality
Metrics (VQM).

Novel QoE subjective measurement is actively investigat-
ing because of more users demanding of higher satisfaction
level. Most prior QoE indicators are designed for multimedia
applications. Several new studies proposed a new frame-
work for measuring subjective QoE in IoT systems such
as [76]. According to [76], Suryanegara et al. proposed a
new QoE measurement framework based on Absolute Cat-
egory Rating with Hidden Reference (ACR-HR) scale. Their
measurement has two phases : measuring experience before
and after IoT implementation. When MOS can be derived
from both phases, Differential MOS (DMOS) is computed on
basis of ACR-HR scale method. DMOS can be interpreted
as the strong and weak points of implementation, so an
improvement of service implementation can be found. How-
ever, existing QoE subjective measurement is still based on
conservative methods derived from prior multimedia appli-
cations. More studies on new QoE subjective model will be
essential for QoE-Driven IoT platform.

Unlike in the multimedia context, recent studies in the IoT
domain [67] proposed a new method to measure the QoE
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TABLE 3. QoS cause factors.

when interaction among machines is involved. Nevertheless,
interaction in the IoT context often occurs between machines
or machine-to-machine (M2M) communication without user
intervention. As a result, personal feedbacks from users are
sometimes not feasible. Subjective tests are not even practi-
cal. As a result, Minovski et al. in [67] introduced a novel
term to define the quality of experience in the IoT paradigm:
Quality of IoT or QoIoT. This term is utilized to model the
QoE from the users’ perspective, including both objective
or subjective factors and machine experiences or Quality of
Machine Experience (QoME). The authors use quality infor-
mation of data, network, and context to evaluate the overall
QoE in the intelligent IoT machine.

From a real-time perspective, it is difficult and quite infea-
sible to measure actual QoE from users instantly. Because
actual QoE is involved with usage feedback from users, esti-
mating and predicting QoE by using objective methods are
a better approach. As a result, many prior works proposed
QoE-related things by using objective QoE metrics. QoE
metrics can be estimated from various factors : network delay
and quality, [6], [50], [54], [61], [62], [63], [64], [77], [78],
latency [79], energy consumption [80], [81] processing and

completion time [82], resource states [81], [83], content-
related metrics (e.g., voice, video, image) [84], [85], [86],
[87], and user-related metrics [49], [81] and others. For more
details, a summary of QoE indicators from the literature is
reviewed in QoE Metric Section.

Previous discussion has been focused only on either sub-
jective or objective. However, recent research works in Arti-
ficial Intelligences (AI) allow us to exploit novel Machine
Learning (ML) techniques for predicting or estimating QoE.
According to Figure 6, it will use system and service metric
data along with valid QoE measurement to train and predict
the QoE model. Related works will be discussed in the next
section.

C. QoE PREDICTION
Unlike QoS metrics, QoE measurement is quite subjective
and requires a long and tedious procedure. It is not difficult
to see that QoS metrics and QoE indicators have some cor-
relations. The relationship between QoS and QoE measure-
ment has been studied by many prior works such as [60],
[88]. QoE estimation with various objective models were
provided, so that complicated subjective measurement could
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be avoided. In [88], QoE metrics are focused on video quality
assessment, and one QoE metric can be correlated to many
QoS metrics. It can be seen that many works attempted
to solve real-time QoE prediction based on relationships
between QoS and QoE metrics.

QoE prediction has become necessary mechanism for
controlling system to achieve higher satisfaction level.
As depicted in Figure 6, QoE prediction is rather new for
IoT architecture. It is required feedback information from
system, service, application and user metrics for predicting
a new QoE. It can be thought of as an AI-related part because
quantifying and predicting QoE is quite subjective, and vari-
ous ML techniques are good at predicting things.

These ML techniques help the system predicting instant
QoE values, and QoE can be feasibly controlled in real-
time. Classical ML techniques, e.g., Naive Bayes, Support
Vector Machine (SVM), K-Nearest Neighbors (KNN), Deci-
sion Tree (DT), Random Forest (RF) and Neural Network
(NN), have been studied and proposed to predict QoE value
for various systems. Example of these works are illustrated
in [50], [51], [61], [62], [63], [77], [89], [90], [91], [92], [93],
[94], [95], [96], [97], [98].

In [50], Mushtaq et al. studied system and service factors
having performance impact on QoE. Also, the correlation
between QoE and QoS metrics is investigated. The authors
provided MOS calculation methods from QoE data sets,
which are based on classical Machine Learning approaches.
They conducted a comparison among ML techniques such as
Naive Bayes, SVM, KNN, DT, RF and NN. They showed that
DT gave the best MOS estimation.

Abar et al. [89] evaluated 4 basic supervise learning tech-
niques e.g., Decision Tree, Neural Network, K Nearest
Neighbors and Random Forest for QoE prediction. These
algorithms were utilized to predict QoE in real-time based
on full service parametric such as SSIM, VQM and video
application metrics such as frame rate, data rate, resolution.
Also, the authors use Degradation Category Rating (DCR) as
subjective measurement for building the training model and
validation. Their simulation result on SDN-based network
shows that the best ML method for predicting QoE is the
Random Forest algorithm.

According to [61], QoE prediction was performed by using
network information (e.g., Round Trip Time (RTT), jitter,
bandwidth, delay) and objective parameters (e.g., VQM,
PSNR, SSIM). The MOS estimation is conducted in real-
time in SDN-based network. First, they collected MOS and
network parameters as data sets. Then, these data sets were
utilized for training Machine Learning Regression models.
The authors also proposed an adaptive enhancing QoE mech-
anism that monitors and predicts the current value of QoE,
then it modifies network configurations to control QoE.

According to [62], Menkovski et al. provided a theoretical
discussion on how to apply QoS parameters (e.g., delay, jitter)
to predict QoE. They built a data set from a collection of
system data and subjective test scores from end users. Then,

online ML algorithms based on SVM and DT were applied
to predict the QoE value.

Evaluation of QoE prediction models from four classicML
methods are conducted by Charonyktakis et al. [63]. These
four ML methods are based on Artificial Neural Network
(ANN), SVM, DT, and Gaussian Naive Bayes. Their experi-
ments were performed on voice applications and utilized QoS
metrics (e.g., jitter, delay, packet loss) as input parameters for
prediction.

Customized NN and Bayesian techniques for predicting
QoE was applied by Vasilev et al. [77]. Network QoS param-
eters such as duration of streams, number of TCP incoming
and outgoing packets, average delay, jitter, packet loss rate,
packet retransmission, and others were used for estimating
QoE.

Three ML-based algorithms such as KNN, RF and DT
are applied to predict QoE, MOS scores by [51]. The MOS
subjective measurements were used to determine QoE impact
factors related to both social context factors and user engage-
ment metrics. Then, these user and context metrics were used
in QoE prediction model.

In [91], a Feed-Forward Back-Propagation Neural Net-
work (FFBPNN) was deployed to predict MOS when input
parameters are network-related factors (e.g., network capac-
ity, network bandwidth, network path constraints). The
authors extended the QoE prediction to maximize MOS by
using a multimodal data fusion technique. This technique
was the first attempt to create a relationship between external
factors (user data) and internal factors (system data). Then,
the fused results were used to construct a QoE model. The
proposed algorithm was applied to optimize QoE on Multi-
media IoT applications (MIoT).

According to [92], [93], [94], the authors proposed a ML
regression-based approach for estimating the QoE by using
network QoS data which is derived from probing networks
via ICMP packets. Moreover, Mustafa et al. proposed to
apply ML methods such as RF, k-NN and ANN for approx-
imating the QoE from network QoS metrics in [95]. Next,
a novel ML-based system is invented in [96], [97] for detect-
ing the live video streams and predicting the QoE from net-
work characteristics LSTM Neural Network is utilized for
detecting the live video stream. On the other hand, Random
Forest technique is utilized for creating the ML classifier
model for inferring the QoE. QoE predictions with ML algo-
rithms e.g., decision tree, k-nearest neighbors, and support
vector machine are investigated by Laiche et al. [98].

Recently, emerging ML techniques, e.g., Deep Learning
(DL), Deep Reinforcement Learning (DRL), Deep Neural
Network (DNN), Deep Q-Learning Network (DQN) and oth-
ers, have been applied to improve the QoE prediction prob-
lem. These research works are demonstrated in [52], [53],
[58], [68], [78], [90]. Still, novel ML-based QoE prediction
methods are being actively investigated.

Lopez-Martin et al. [90] studied three types of prediction
models : classical ML methods, deep learning methods and
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deep learning with Gaussian Process (GP) classifier. For deep
learning methods, they conducted the experiment on both
Convolution Neural Network (CNN) and Random Neural
Network (RNN). Their results showed that deep learning
with GP classifier gave the best prediction model. Also, they
proposed a QoE detection and prediction based on the combi-
nation of CNN and RNN model to estimate QoE. They used
network information from packets to predict QoE and binary
classification for detecting anomalies on video transmission.

A large-scale data set is collected for training QoE model,
where data is composed of four types of subjective scores
and 89 network parameters by Tao et al. [52]. The authors
developed Deep Neural Network (DNN) for determining net-
work parameters and QoE relations, then it was applied for
predicting QoE scores for mobile video applications.

A hybrid network between DNN and Improved Recur-
rent Neural Network (IRNN) was invented to evaluate the
QoE indicator by Yue et al. [53]. Due to non-seqential and
sequential factors from users, system, context IFs, the authors
attempted to integrate both of these factors into different
layers of RNN. Non-sequential information was incorporated
into Input Layer of RNN. On the other hand, sequential
information was included into Attention Layer of RNN. Their
method was applied on Internet video applications, and it was
shown to outrun other QoE evaluation methods.

In [58], Lekharu et al. proposed a sequential DNN, specif-
ically LTSM-CNN as a QoE prediction model. It is claimed
to have capable of longer memory duration than other CNNs.
So, the prediction is more accurate than others. LTSM-CNN
is applied for video quality estimation of three QoE metrics
e.g., perceived video quality, buffering time, and video quality
switches. Moreover, Reinforcement Learning (RL) is applied
for learning control mechanism to adaptively stream video
data to users while maintaining the QoE. RL is implemented
on top of Dynamic Adaptive Streaming over HTTP (DASH)
framework or Adaptive Bit Rate (ABR) over HTTP. Their
results are shown that improvement of video quality occurs
while degradation in system parameters is reduced. Similar
to [58], Hou and Zhang [78] proposed a Deep Reinforcement
Learning (DRL) to adaptively adjust streaming rate such that
QoE was optimized. Their ABR algorithm exploited Deep
Q-Learning Network (DQN) to improve QoE.

Real-time QoE measurement based on Deep Learn-
ing was used over encrypted traffic by Shen et al. [68].
Their QoE metrics include start-up delay, rebuffering and
video resolution. The authors proposed a new QoE pre-
diction called DeepQoE, which is based on RNN with
RTT as input data. It was shown that their estima-
tion was improved when compared to state-of-the-art
methods.

In brief, it is shown that manyQoE predictions involvewith
ML techniques, which require training and validation data set,
novel Neural Networks, learning algorithms, QoE models,
and relationships between QoE and user/service/system met-
rics. For this reason, QoE prediction stirred a new structure
of IoT architecture with QoE supports.

D. QoE OPTIMIZATION AND CONTROL
If QoE prediction can be feasibly performed in real-time,
QoE-aware system controller targets to achieve its optimal
objective. Control policies in prior works are performed at
one or more of these layers : physical layer (e.g., transmission
control, power control) [6], [54], [99] network layer (e.g.,
network cost) [54] or control layer (e.g., SDN-based con-
troller, NFV-based controller) [6], [7], [64], [65], [66], [99],
application (content-related) layer (e.g., rate control, video-
related parametric control) [5], [57], [58], [64], [66], [78], and
user layer [54].

It is shown that QoE-aware control policies are mostly
related to delivery contents (e.g., video services). Since
video service has a unique characteristics in quality perspec-
tive, various video-related parameters (e.g., buffering, start-
up delay) and quality metrics (e.g., SSIM, VQM) can be
included into control policies. Also, there is a content-related
framework, called Dynamic Adaptive Streaming over HTTP
(DASH), purposely designed to adaptively control data rate
for video streaming services. Prior works such as [5], [57],
[58], [66] incorporated video-related parameters and stated
into their control policies. In addition, the control layer is
often a place where control policies are utilized in SDN-based
or NFV-based networks. Since SDN or NFV enabled net-
works allow us to control end-to-end delay, many previous
studies attempted to propose control policies to optimize user
experiences by these technologies. Examples of those works
are [6], [7], [64], [65], [66], [99]. Still, control of network
configuration can be performed in network layer as in [54]
if not SDN-enabled network. Some other works in [6], [54],
[99] concentrated on control policies over transmission rate
and power. Lastly, He et al. [54] attempted to take user
experiences into QoE consideration.

Recently, most works have studied design control policies
by using emerging ML-based techniques. Thus, we focus
on recent ML-based control policies that are devised for
QoE improvement. A summary of ML-based approaches
for QoE optimization and control is demonstrated in
Table 5. For simplicity, we divide the literature into
content-related policies and network-related policies because
some works mixed different control points into one
policy.

First, let us consider content-related policies in terms of
rate adaptation control and content-related parameters as
shown in [5], [57], [58], [78], [99]. Details of these works are
elaborated below. In [57], Liu et al. proposed a Deep Rein-
forcement Learning (DRL) for Dynamic Adaptive Streaming
HTTP (DASH) to improve video QoE. The reward func-
tion of Deep Q-Learning is a chunkwise subjective QoE,
and their objective is to maximize this QoE. The authors
also proposed to modify NN and learning process for faster
ABR algorithm’s convergence. In short, the rate adaptation
algorithm is designed by using DRL, so QoE is maximized.
This work is similar to [58] and [78] as illustrated in QoE
Prediction Section. In [58], Lekharu et al. used DNN as a
learning network while the RL algorithm is designed for rate
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TABLE 4. QoE prediction.

adaptation under DASH framework. In [78], DQN is their
learning network, and DRL algorithm is applied for adapting
streaming rate too. Deeplive, a new DRL-based algorithm,
was proposed to maximize QoE for live video streaming ser-
vices by Tian et al. [5]. The authors focused on QoE metrics
such as rebuffering, latency, bit rate switches, frame skipping
and resolution. Moreover, they improved DRL learning time
by exploiting a quick start method with rate-based algorithm
and historical data. They showed that both learning time
and QoE were improved significantly. An adaptive trans-
mission control based on Deep Reinforcement Learning for
3D video streaming was proposed by Zhou et al. [99]. The
authors collected feedback information from video playback
as QoE information. Also, LTSM networks were deployed
for bandwidth and viewport prediction. Instead, historical
information of the blocks was used for Actor-Critic Network
to control transmission speed over Mobile Edge Comput-
ing (MEC) nodes in SDN-based networks. It was shown that
their approach helps improving user experiences.

Next, control policies related to SDN/NFV-based and
network-based controllers are discussed in [6], [7], [54],
[64], [65] and [66]. Some of them such as [64] and [66]
include content-related parameters into their QoE optimiza-
tion. Also, Moura et al. [6] and He et al. [54] incorporate
physical layer control into their problems. Their details are
described in the followings. QFlow was proposed to control
reconfigurable flow parameters in SDN-based networks by
Bhattacharyya et al. [64]. The algorithm is designed by using
Reinforcement Learning technique. The authors focused on
how to assign each client to proper (priority) queue so that

QoE could be improved. Their objective QoE metrics are
based on network QoS metrics and video player state (e.g,
buffered video time). In high load situation, their algorithm
outran well-known solutions in terms of user experiences.
In [65], a ML-based algorithm was proposed for computa-
tional offloading from IoT nodes to Fog servers in multi-hop
IoT networks. Their objective is to improve QoE by minimiz-
ing end-to-end delay and maximizing reliability of network
path by using adaptive switching in SDN controller. The
problem was Multi-objective optimization, and a regression-
based KNN algorithm was designed to determine the best set
of source and destination nodes. ML approach was used to
design a QoE-aware Cognitive Learning Network framework
for optimizing QoE on SDN-based networks by Wang and
Delaney [7]. In their framework, Aggregation, Training and
Prediction modules are added on the current SDN architec-
ture. First, SDN system parameters and application states
are feed into the Aggregation module, and only high impact
metrics will be selected through Training module. In the
Training module, supervised learning e.g., classification and
regression will be used to build a QoE prediction model.
Then, the prediction value will be evaluated and tested in Pre-
diction module. The authors applied the relationship between
QoSmetrics and QoE to estimate QoE. In [6], power usage of
wireless nodes were optimized by using the RL approach and
SDN technology. Since SDN-based wireless network allow
auto-configuration for wireless nodes, automated power con-
trol and channel selection on these nodes are feasible. For
this reason, the RL algorithm is designed to maximize QoE
by controlling transmission power and channel selection via
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SDN controller. Their QoE prediction was based on SVM,
and it retrieved system parameters such as physical rate,
medium busy as inputs for MOS estimation. Wang et al. [66]
proposed to use RL for selecting Initial Video Segment (IVS)
of video streaming services. Since IVS parameters affect
to QoE performance, a novel framework called Rldish was
deployed at Edge of Content Delivery Network (CDN) to
choose IVS which was the best for QoE. QoE is observed
in real-time at Edge nodes, and it is used as a reward function
in RL algorithm. Their QoE metrics are defined as a weight
combination of a maximum start-up latency, general latency
and buffering time. Then, Rldish was deployed as Virtualized
Network Function (VNF) in HTTP cache server for support-
ing HTTP-based live streaming. The average QoE is signifi-
cantly improved by this proposed framework. A DRL-based
algorithm was proposed to tackle resource allocation prob-
lems on cache capacity and transmission rate over constraint
networks by He et al. [54]. Also, a QoE model was proposed
by including network costs and user IFs. Their simulation
results showed that QoE was improved for tested IoT system.

In conclusion, QoE optimization and control often take
place at content-related and control layers, which are themost
crucial part affecting QoE. However, user experiences can be
worsen if the system misses to incorporate other important
factors in other layers e.g., power control, transmission band-
width, or resource capacity. As a result, there is still a room
for future control policies incorporating all critical QoE IFs
into the design.

V. IoT APPLICATIONS AND QoS/QoE METRICS
IoT applications have a wide range of QoS requirements. It is
best to know what QoS metrics of existing applications are.
So, these metrics can be used for modelling QoE later. First,
we consider important QoS metrics for existing IoT appli-
cations in Subsection V-A. Given these QoS metrics, it is not
suffice for emerging application e.g., multimedia IoT applica-
tions, which demand on high computational resources. Next,
a summary of QoE metrics in current literature is provided
and is classified by optimization problems in Subsection V-B.
Table 7 provides insight of how QoE is modeled for various
types of problems.

Details in various perspectives of the QoS and QoE met-
rics associated with each layer are elaborated. Unlike others,
a comprehensive review of QoS/QoE metrics is extensively
investigated in this section.

A. QoS METRICS AND IoT APPLICATIONS
QoS requirements rely on IoT applications. For example,
some of them demand extremely low packet error rate
while others focus on delay or throughput. Specifically,
video streaming application may require low delay and high
throughput for general multimedia applications. In contrast,
it requires an extremely low error rate when video stream-
ing is used for medical applications. Even both are video
streaming, QoS requirements are vastly different. Determin-
ing of QoS metrics is essential for measuring the application

performance, which is related to user satisfaction. On the
other hand, it also determines the underlying technologies the
service providers have to deploy to support their services.
When QoS metrics are determined, service providers can
consider choices of their technologies.

To determine QoS metrics, applications from various areas
are investigated to see which metrics are mostly concerned in
IoT domain.We consider various domains of IoT applications
such as Multimedia, Industrial IoT, Military, Healthcare and
Transportation applications. QoS metrics of these applica-
tions are listed as the followings : jitter [100], [101], [102],
latency [100], [103], packet loss [100], [101], [104], [105],
[106], [107], [108], throughput [101], [102], [103], [104],
[106], [107], [108], [109], [110], [111], [112], delay [102],
[104], [105], [106], [107], [108], [109], [111], [112], [113],
[114], reliability [110], [112], [114], [115], [116], [117],
[118], availability [113], [116], [118], scalability [115],
energy [107], [109], [118], round-trip-time [101], [116],
maintainability [116], and response time [117]. Thesemetrics
are often utilized tomeasure performance of IoT applications.
Nevertheless, metrics such as packet Loss, throughput, delay
and reliability seem to be used more frequently than others.
Specifically, these metrics are defined at network layers.

Moreover, each application seems to focus on different
group of QoS metrics. For example, healthcare applica-
tions [106], [107], [108], [111] are mainly concerned over
QoS like packet loss, delay and throughput because nature
of healthcare applications require low delay and packet loss.
Loss of little information can highly affect patients or doctors
who use the applications. In transportation, it was shown
by [102], [112], [117], [118] that reliability, delay and packet
loss were used more than others because transportation appli-
cations require less delay and more reliable from service
providers. Some metrics such as jitter and energy may be
concerned in some applications. Jitter was focused on mul-
timedia and industrial information types which was defined
as QoS in [100], [104], [113]. Energy was a key performance
indicator in industrial applications e.g., [101], [103], [109],
[115] because of its costs.

Next, the relationship between application types and QoS
metrics is investigated. It is shown in Table 6. According
to Table 6, applications in Smart home/building, SmartGrid,
Healthcare, Smart Environment, Industrial IoT, Transporta-
tion are discussed. These applications have related QoS met-
rics such as data rate, data volume, packet loss rate, latency,
and reliability. In addition, IoT devices can physically com-
municate via the following technologies such as LTE-M,
NB-IoT, LoRA, WIFI, Bluetooth (BLE), Zigbee and RFID.
Each has different capabilities in terms of coverage, data rate,
power consumption and topology. The choice of physical
technology will be directly correlated to range of applications
and QoS requirements.

According to Table 6, QoS metrics are highly corre-
lated to the application domain. A certain type of appli-
cation indirectly obligates QoS metrics for IoT service
providers. In smart grid, most applications in sub-domain
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TABLE 5. QoE optimization and control.

acceptmedium to high latency andmedium data rate, whereas
it typically requires high reliability around 98-99.9 percent.
Because controlling high-voltage devices in electrical system
does not require real-time operation, but very high reliability
to prevent the system from failures. In smart home/building,
the application requires low data rate, latency in minutes
but high reliability. This application is not required long
range communication, and devices can be readily installed
in houses or buildings. In healthcare, packet loss rate and
latency are required to be very low while data rate is used
from medium to high. The reason is that health status or
information from both patients and doctors is critical for
diagnostic and emergency response. Moreover, there is no
QoS restriction for environment applications except latency
in a few seconds and update frequency. Environmental data
has no urgently direct impact to human when compared to
other domains. Industrial IoT such as factory automation
requires super low latency (0.25-10 ms) and packet loss rate
(10−9) because every second incurs operation cost. When it
comes to the transportation domain, most applications require
low latency and high accuracy (low packet loss rate), but not
high data rate and volume.

In brief, each layer has its own QoS control methods.
QoS can be controlled in various ways for different types of
networks. However, for End-to-EndQoS, a choice of physical
technology and network types, QoS metrics and application
requirements have to be consistent, so it is feasible to achieve
QoS constraint. To achieve QoS, a set of feasible combination
from physical and network technologies have to be managed
or scheduled by service providers. Their methods will be
dependent on the structure of their systems.

B. QoE METRICS
In a system, QoS metrics can be readily drawn into anyone’s
mind. However, when we discuss about QoE, it requires an
understanding of the underlying structure of QoE models.
Existing QoE metrics collected from previous works are
demonstrated that QoE can be modeled by a combination of
system, service, application and user related metrics. Table 7
is a summary of existing QoE metrics in the literature.

According to Table 7, QoE can be modeled and estimated
by incorporating one or more metrics from network-related
metrics, system-related metrics, content-related metrics, and
user-related metrics.
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TABLE 6. Related QoS metrics for application.

In the level of a network, QoE objective models should
include network quality, network delay, network parameters
and information, network constraints and data rate. Network
quality, e.g., jitter, loss, impairment indicators, are used for
QoEmodels in the followingworks : [6], [50], [54], [55], [61],
[62], [63], [64], [77], [78], [84], [125], [126]. In addition,
network delay is used for objectively estimating QoE in [61],
[62], [63], [77]. Some works extended their QoE models
to include network states e.g., parameters, statistics related
to network utilization or even network packets themselves.
Example of these works are [52], [77], [83], [90]. Constraints
on networks, e.g., capacity, bandwidth, path constraints, can
be taken into QoE model creation such as in [91]

Additional important metrics for including into QoEmodel
are system-related as shown in Table 7. QoE can be modeled
from multiple system-related states and performance indica-
tors e.g., energy consumption [79], [80], [81], [127], [128],
[129], [130], [131], service access rate [82], resource usage or
resource gain [82], [83], [125], [132], processing time or com-
pletion time [80], [82], [125], hardware outage [131], storage
cost [133], caching capacity [133], data sharing gain [79],
task drop loss [79], task success rate [129], transmission time
(downlink and backhaul) [134], and transmission rate [87].

Nevertheless, some metrics defined in many prior works
cross over multiple parts in the system e.g., time metric like
latency. Latency is incorporated into QoE models in many

works; however, its definition sometimes includes both com-
putational and communication time. It corresponds to both
system and network metrics. Prior works that incorporate
latency into QoE models can be listed as the following :
computation and communication latency [127], application
latency [128], overall latency [79], service latency [129],
[130], application latency [81] and latency (SINR) in data
transmission [133].

Actual experiences are reflected from users via QoE esti-
mation. However, it is highly associated with contents of
applications too such as video, image, voice, game and others.
Prior works focused on modeling QoE mostly in video appli-
cations because of their readiness in QoE subjective mea-
surement. Video-related metrics can be buffering time, video
quality switches, start-up delay, rebuffering, resolution, frame
rate, player state, buffer ratio or chunk size. These metrics are
utilized by QoE models of the following works : [50], [57],
[58], [64], [68], [78], [85], [86], [87], [89], [134]. Also, some
works such as [89], [135] include standard video parametric
or objective indicators (SSIM, VQM, PSNR) into their QoE
models. For image-related applications, image sizes can be
used into QoE model too, as shown in [84]. For game-related
contents, game experience loss is considered for direct user
experience to the content in [136].

It is obvious that user-related metrics are still not often
included into prior QoE models. User-relate metrics can
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be user tendency, profile, users’ device status, class-based
metrics and others. Mushtaq et al. [50] and Song et al. [49]
included user profiles into their QoEmodel. User engagement
and perception metrics are applied in [6], [51], [52], [53],
[54], [55], [131]. Incorporating social context factor into QoE
was studied by Laiche et al. [51]. Context information related
to user was used in the QoE model by Ting et al. [53], and
Hong and Kim [128].

In conclusion, QoE metrics can be modeled from various
QoE cause factors : user (user and context), application (con-
tent), service, network and physical (system) metrics. The
summary of prior works is shown in Table 7. It can be seen
that most metrics used in the literature are network quality
and energy consumption. Still, user-related metrics are used
by a small number of works. Content-related metrics are
mostly derived from video applications. Due to the lack of
QoE models in other applications e.g., IoT, images, it is an
opportunity for researchers to invent new QoE models.

VI. QoS/QoE AND RESOURCE MANAGEMENT
For IoT systems, QoS/QoE-aware recent problems in
resource management are discussed in this section. Since
IoT systems consist of heterogeneous computing resources
scattering around in Mobile devices, MEC, Fog and Cloud.
Assignment of computational tasks and allocation of com-
puting and memory of resources are indispensable to achieve
QoS/QoE criteria. Problems of resource management in
IoT often fall into the following categories : computational
offloading problems, application or service placement prob-
lems, data caching problems. Recent QoS/QoE-related works
will be reviewed in subsequent sections.

The critical aspects of QoE-aware resource management
are presented in this section. Unlike most prior works, they
are not mainly considered QoE-aware resource management
in various problems. In this work, we focus on how the current
research in the literature tackles the QoE-related issues with
recent ML approaches for emerging IoT systems such as
Edge/Fog/Cloud as follows.

• QoE-aware computational offloading
• QoE-aware resource placement
• QoE-aware data caching

A. QoS/QoE AND COMPUTATIONAL OFFLOADING
Computational offloading is a problem of determining the
best node, which is commonly located in Edge, for mov-
ing tasks from Cloud nodes to these Edge nodes. It is a
crucial procedure for improving user experiences as well as
QoS/QoE metrics. By offloading tasks from Cloud to MEC,
reduction of latency will be significantly lower; thus, users
experience faster response time. Offloading problems often
relate to determine the best location to move computational
workloads so that overall latency of services is minimized.

The problems are extensively investigated in prior liter-
ature e.g., [10], [11], [12]. All of them are comprehensive
survey papers related to offloading problems. According

to [10], the authors studied the classification of offloading
problem types based on offloading flows in Edge architec-
tures, computational model (e.g., channel model, comput-
ingmodel, communicationmodel), offloadingmethodologies
(e.g., optimization, MDP, game theory, ML-based methods).
Most prior objectives are related to minimization in latency,
energy consumption, task dropping, cost and maximization
in computational rate and efficiency. All of them are system-
related factors, not in QoE perspective.

Similarly, a survey by Islam et al. [11] focused on offload-
ing problems at Mobile Edge computing. The authors classi-
fied the problems into three strategic models : computational
model, decision-making model, and algorithmic methodolo-
gies. Prior works in the paper are concerned with minimiz-
ing latency, minimizing energy consumption at end devices,
optimizing computational costs or revenues and minimizing
task failures. Only QoS metrics are taken into optimizing
offloading, but QoE is rarely mentioned in the prior works.

Lastly, offloading problems at MEC with mobility-
awareness are elaborated in [12]. According to [12], most
objectives are related to latency, energy efficiency and execu-
tion time. Unlike others, mobility models are taken into con-
sideration in this survey. Also, the authors extracted features
of existing offloading schemes such as energy efficiency,
latency reduction, execution time, channel states, distances
between Edge and User devices, and offloading failure reduc-
tion. Still, QoE is rarely seen in that review.

Studies in [10], [11] and [12] demonstrated how offloading
problems could be solved by various methodologies. A lot
of works attempted to propose offloading policies based on
classic optimization techniques. Recent works focused on
utilization of ML-based algorithms to offload computational
tasks from Cloud to Edge or from Mobile devices to Edge.
It is investigated by [13], which classified all prior works into
three main ML approaches : supervised learning, unsuper-
vised learning and reinforcement learning. Optimizedmetrics
are still related to only delay, energy, QoS, response time, cost
and others, but QoE is not addressed.

For these reasons, QoE-aware offloading problems are
investigated further in this paper. It is obvious that most of
prior offloading goals are related to QoS factors rather than
QoE. Thus, real user experiences are not captured by existing
offloading policies. Recent QoE-related offloading schemes
are listed in [79], [80], [127], [128], [129], [130], [138],
[139], [140], [141]. The summary of these works is shown
in Table 8.

Let us consider QoE-aware offloading problems, which
are formulated by classic optimization techniques. According
to [127], QoE and trade-off between latency and energy con-
sumption at Edge are considered a computation offloading
scheduling problem. The authors defined QoE factors by
using latency (both computation and communication) and
energy consumption at Edge and Mobile devices. The system
attempted to allocate tasks on Edge computing servers so that
these QoE factors were optimized. The authors formulated
the problem as Mixed Integer NLP, which was solved by
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Reformulated Linearized Technique (RLT) and branch and
bound method. It is shown that overall QoE, energy con-
sumption and latency performance are improved. Unlike oth-
ers, Hong and Kim [128] studied computational offloading
problems from mobile to cloud to optimize trade-off between
energy consumption and application latency. In addition, user
context such as user tendency and battery information was
included into the problem. Dynamic Programming (DP) was
used to maximize QoE, which was calculated by parame-
ters on three domains : context, human and technological
domains. Battery level, application characteristics, amount
of offloaded data are parameters in context domain. User
tendency and per-slot energy consumption and latency were
used in human and technological domain respectively.

Moreover, the problem of offloading task from IoT devices
to Fog nodes was considered for optimizing the trade-
off between energy consumption and task completion time
by [80]. The authors’ objective was to minimize the overhead
of energy and completion time in task offloading processes.
They assumed that the weighted sum of energy consumption
and task completion time was perceived as QoE by users.
A heuristic algorithm was proposed and based on the Gen-
ertic Algorithm and Particle Swarm Optimization for solving
mixed integer nonlinear programming. In [138], Li et al.
proposed Queec, a QoE-Aware Task offloading algorithm,
to offload computing tasks from resource contraint nodes to
Edge. Their algorithm was designed by using Mixed Inte-
ger Linear Programming (MILP). Also, as shown in [139],
Pham et al. applied Branch and Bound techniques to deter-
mine the offloading algorithm maximizing the QoE utility
function. Greedy-based heuristic algorithm is used in [140] to
improve the QoE by minimizing the overall completion time
of the system.

Recently, emerging ML approaches have been applied on
various works as well as offloading problems. We consider
QoE-related offloading policies, which are based on recent
ML techniques. In [79], a RL-based computational offload-
ing algorithm was proposed to select proper MEC devices,
so the quality of experiences in terms of computational
delay, energy consumption and task drop loss were optimized.
This computational offloading technique was used with IoT
wireless devices, which had Energy Harvest (EH) func-
tions. The authors attempted to optimize both performance
and energy consumption. To accelerate convergence time,
Fast Deep Q-Network was utilized together with hotbooting
Q-Learning algorithm. Their simulation results showed that
all quality parameters are improved In [129], Lu et al. created
a novel QoE model incorporating the following metrics :
service latency, energy consumption and task success rate
at Edge Computing nodes. Deep Reinforcement Learning
was utilized for offloading computational workload to these
Edge nodes, such that user satisfaction is higher. In their
works, Double Q-Learning with Dueling Network was used
instead of typical critic network in Actor-Critic deep net-
work. For faster algorithm convergence, the authors proposed
Double-dueling-deterministic policy gradient instead of deep

deterministic policy gradient together with this new QoE
model. Their results showed an improvement in QoE calcu-
lation. In [130], QoE-aware task offloading from Intelligent
Vehicles (IVs) to Edge nodes was investigated. The authors
assumed that IVs had limited caching spaces and computing
capabilities, and Edge nodes also had more caching resources
that could offloading from IVs. A new objective QoE model
was proposed by using restricted energy consumption at IVs
with service latency constraints. An improved DRL-based
algorithm, called RA-DDPG, was proposed to seek for
an optimal offloading solution saving more power. This
DRL-based algorithm was modified with new techniques
e.g., Prioritized Experience Replay (PER) and Stochastic
Weight Averaging (SWA). In [141], Dai et al. proposed
DRL-based a new offloading method from vehicles to Base
Station with UAV assisted Edge nodes, so the QoE function
(weighted sum of MOS) was maximized in IoV networks.

QoE-aware offloading policies are still an unaddressed
area in the current literature. Many prior works focused
on how to minimize latency and energy consumption by
exploiting offloading schemes. Only a few existing works
incorporate QoE into their offloading policies. Still, current
works lack concrete QoE-related evidence because of time
consuming processes in QoE measurement.

B. QoS/QoE AND PLACEMENT POLICIES
Placement problems of applications, containers or services
over resources are widely investigated in IoT system. Many
works attempted to propose placement policies such that
an allocation of computational services over heterogeneous
resources results in the best outcome. Various types of place-
ment problems have been studied e.g., application place-
ment, [81], [82], [125], container placement, [83], virtual
machine placement, [131], [136], user placement, [132], ser-
vice instance placement, [84], [126], [142].

Placement policy helps users receiving faster service
response and better quality (e.g., video) because services are
placed and run on either nearby or appropriate-processing
power nodes. Thus, these policies result in higher user expe-
riences or QoE. In addition, these placement policies are
commonly deployed on Edge nodes [84], [132], [143], or Fog
nodes [81], [82], [125], [126], [142], or Cloud infrastruc-
ture [83], [131], [136].

Still, most of the prior works considered only QoS for
placement objectives. As shown in [14], Salaht et al. pro-
vided a comprehensive survey for service placements in Fog
and Edge Computing. Prior placement policies focused on
latency, resource utilization, cost and energy consumption
as main objective functions. Only a few works considered
incorporating QoE into their placement problems.

Moreover, as demonstrated in [14], many works proposed
placement policies by using common optimization tech-
niques e.g., Integer Programming, Constrainted optimiza-
tion and others. Not many works focused on using Machine
Learning techniques in placement problems. Hence, in this
paper, we will focus only on QoE-related works, and some
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TABLE 8. QoE-aware computational offloading.

ML-related placement policies because QoS-related and non-
ML-related works are extensively studied in the past.

Let us consider QoS-aware placement algorithms that are
ML-based policies such as [142], [143], and a comprehensive
survey in [14]. In [142], a RL-based placement algorithmwas
proposed tomaximize the value-based utility function for Fog
service placement. This RL-based algorithm together with
DQN is called FogReinforce. According to [143], Zhang et al.
considered Edge server placement problems at Mobile Edge
Computing. Their proposed placement policy was based on
enhanced DDPG algorithm fromDRL technique with Convo-
lutional LTSM networks. It attempted to maximize profit for
connected vehicles and total cost of reserving MEC server
and connection refuses. They exploited the spatio-temporal
correlation between vehicle and traffic with Convolution
LTSMnetworks in their design. Nevertheless, there is a recent
survey investigating AI-related placement policies on Fog
Computing. Similar to [14], most objectives were related
to time, cost, network, resource utilization and energy. QoE
was explicitly taken into account for only a few studies.
Nayeri et al. [15] showed that both classic ML and Deep

Learning techniques were used to find solutions for Fog
service placements.

It is shown that even though placement problems are exten-
sively studied, QoE is not incorporated into prior objective
functions. Therefore, real user experiences are not reflected
at all. Next, recent works that used QoE into their optimiza-
tion purposes will be discussed. The QoE-related placement
policies are summarized in Table 9. Common optimization
approaches have been applied for determining QoE-aware
placement policies into the following papers : [81], [82], [84],
[125], [126], [132] and [136]. On the other hand, QoE-aware
ML-based algorithms have recently been proposed in [83],
[131], [144].

To estimate QoE in real-time, the following works consider
for QoE calculation by using objective methods. In [82], QoE
was based on User IFs or User Expectation (UE) metrics e.g.,
service access rate, required resources, expected process-
ing time. The QoE metric in [81] is Multidimensional-QoE
model : Runtime Context (location, network strength, battery
level), Application usage factors (frequency of usage, over-
all ratings, time spent on application and others), and User
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Expectation (accuracy, resource usage efficiency, response
time and preferences). Baranwal et al. [125] formulated QoE
by application ratings from expected access rate, required
resource, processing time, and resource ratings from Round
Trip Time, Resource Availability, Processing Speed. Accord-
ing to [132], QoE metric was estimated by using QoS-QoE
correlation model, or the Sigmoid function mapping QoS to
QoE for each user. QoE metric in [84] was modeled from
photo sizes, network QoS and placement location as input
parameters. MOS objective QoEwas estimated from network
impairment parameters (e.g., jitter and loss or G-Model) by
Tsipis et al. [126]. Also, QoE estimation can be application-
related e.g., gaming experience losses in [136]. In [83], Car-
valho andMacedo utilized QoE based on the standard such as
ITU P.1203, then they predicted the QoE by collecting CPU,
Memory, Disk, Network information. Lastly, UE-relatedmet-
ric are defined by using the impact of hardware outages, the
power required by Data Center and performance perceived by
users as shown in [131].

Now let us consider QoE-aware placement policies that
were proposed by recent literature in details. In [82], Mah-
mud et al. proposed a QoE-aware placement policy based
on Fuzzy logic approach for incoming application place-
ment requests in Fog Computing (FC). First, their policy
will prioritize application placement requests based on User
Expectation metrics, Rate of Expectation (service access
rate, required resources and expected data processing time),
by using Fuzzy method. FC instances will be classified by
Statusmetric, or Capacity Class Score, e.g., Round Trip Time,
Resource Availability, Processing Speed. Then, the policy
can map the prioritized placement requests onto potential
FC instances based on UE and Status metrics. A two-phase
QoE-aware placement algorithm in FC environments was
studied by Nashaat et al. [81]. They also proposed a multi-
dimensional QoE model for prioritizing application place-
ment requests. In the first phase, the algorithm prioritizes
new placement requests by runtime context, application usage
e.g., frequency of usage, overall ratings, uninstall ratings,
time spent on application, never-been-used ratings, User
Expectation metrics e.g., accuracy, resource usage efficiency,
response time and preferences. Next, it maps and places the
application placement requests on FC instances by consid-
ering resource status such as proximity, computing capabili-
ties, expected response time. A light-weight QoE-aware and
TOPSIS-based placement policy was proposed for applica-
tion placement in FC in [125]. The modified TOPSIS has
less complexity than common methods solving optimization
problems. Their strategy has two parts : prioritizing appli-
cations based on user experiences and fog instances based
on computing resources respectively. Their QoE model was
based on Rating of Application RoA (expected access rate,
required resource, processing time) used when prioritizing
applications, and Rating of Fog instances RoF (Round Trip
Time, Resource Availability, Processing Speed) used when
prioritizing Fog instances. Lai et al. [132] considered the

problem related to user allocation on shared Edge servers
with finite resources to maximize QoE. A heuristic algorithm
was proposed to maximize QoE by allocating users over
distributed Edge servers in Mobile networks. QoE estimation
for photo-related service placement on Edge was investigated
by Dinh-Xuan et al. [84]. Their QoE model was proposed to
determine the relationship between photo sizes and loading
time. It was modeled by using the logarithmic objective QoE
model as a function of photo fetching time (estimated by
network QoS : link capacity, RTT, packet loss). The authors
suggested that QoE of service placement could be improved
by choosing appropriate photo size, controlling network QoS
and relocating Edge closer to users. According to [126],
a QoE-Aware Rendering Service Allocation (QoERSA) was
proposed to optimize a delay-sensitive placement problem at
Fog computing. It is used to improve QoE for rendering game
service applications and to avoid offloading computational
tasks to Cloud, which results in higher delay. A distributed
algorithm for optimizing QoE in Virtual Machine Placment
problem in Cloud was proposed in [136]. The game theoretic
approach in resource competition was used to design a dis-
tributed algorithm when QoE was considered. They focused
only onVMplacement onCloud side. Themutual satisfaction
among different users appears to converge at a certain point
by using this algorithm.

Still, most recent works attempted to exploit ML meth-
ods for solving QoE-aware placement problems. Example of
these works are [83], [131], and [144]. In [83], a container
placement problem in Cloud environment was investigated by
Carvalho and Macedo. They proposed a Kubernetes sched-
uler extenstion and a resource scheduling policy to maxi-
mize QoE metric, which is defined according to ITU P.1203
standard. They exploited system information such as CPU,
memory, disk and network for QoE prediction. Their predic-
tion approach is based on a supervise learning method with
regression while LSTM or RNN is used as Neural Network
for predicting QoE. The result showed a significant improve-
ment in QoE. A DRL-based placement policy was proposed
for selecting server to deploy Virtual Machines in [131].
Caviglione et al. formulated a multi-objective optimization
by attempting to reduce the impact of hardware outage,
power usage and UE-related performance. The placement
mechanism was implemented on the Cloud side. According
to [144], a new DRL-based algorithm for allocating tasks and
resources in MEC networks is proposed to maximize QoE
function.

In brief, QoE-aware placement policies in prior stud-
ies are elaborated in this section. Even though a large
number of placement problems were proposed, only a
few among them included QoE metrics into their con-
sideration. In contrast to QoS, a good QoE model can
reflect to real user experiences. Most recent works have
focused on optimizing QoE-aware placement on resources
in Cloud/Fog/Edge by using emerging Deep Learning
techniques.
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TABLE 9. QoS/QoE and placement policies.
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C. QoS/QoE AND DATA CACHING
Data caching techniques are used to place frequent access
contents, services or applications on computing nodes close
to users. Normally, these nodes are close to users or places
where services are actually operated. Thus, access time to
services or contents are significantly reduced by optimizing
caching policies. Recent caching policies were designed to
reduce latency and decrease traffic in Edge Computing [133],
[134], [146], [147], Mobile Edge Computing (MEC) [85],
[86], [87], [135], [148], [149], Fog Radio Access Networks
(RANs) [150], [151], [152] and other Access Networks [49],
[55], [153].

Since Data caching helps the system reducing latency
between IoT devices and Edge/Fog, or Edge/Fog and Cloud,
minimizing content retrieval time and maximizing Caching
Hit Rate (CHR) will result in significant improvement of
QoS/QoE due to much lower access time. However, many
works proposed new caching policies with only QoS consid-
eration. Only some works studied how to incorporate a real
QoE into the problems.

In QoS-related caching policies, some were designed
to optimize revenues [146], network utility and backhaul
cost [153], content retrieval time [147], [148], [149], cache
hit rate [152], transmission delay [150], and end-to-end
latency [151]. Most prior works focused on minimizing con-
tent retrieval time and maximizing cache hit rate. These
QoS-related caching policies are summarized in Table 10.

Nevertheless, recent caching policies were proposed to
incorporate QoE model (user-related or service-related met-
rics) into their objectives rather than only QoS metrics. For
instance, the following works such as [86], [87], [134], [135]
proposed to incorporate application-related (video-related)
factors into their objective. Specifically, video quality level or
video-related parameters were used in their QoE calculation.
Some others included user-related factors into the QoEmodel
e.g., [49], [55]. It is well-known that the relationship between
QoS and QoE are sometimes used for predicting QoE score.
In [55], [85], logarithmic QoE-QoS correlation models [137]
were used for estimating QoE values. Also, Chou et al. [87]
used both QoS-QoE correlation function between accumu-
lated data rate and video-related metrics as their QoE. A prior
work e.g., [133] included caching-related parameters into
their QoE, which was modeled from storage cost, transmis-
sion latency and caching capacity. These QoE-related caching
policies are summarized in Table 10.

Many QoS-related caching policies were formulated as
optimization problems, and solved by classic optimization
techniques e.g., [146], [153]. In [146], Liu et al. consid-
ered for data caching problem at Edge Computing. They
proposed a heuristic algorithm to maximize data caching
revenues, which was calculated from profit and cost of
data caching subjected to access latency constraints. The
formulation was in Integer Programming (IP) form, and a
suboptimal algorithm was presented and experimented on
real dataset. Joint optimization between load balancing and

backhaul saving in [153] was proposed in cache manage-
ment at Wireless Access Networks. Dai and Yu attempted
to maximize backhaul-aware proportional fairness network
utility by exploiting both caching placement and association
of users to Base Stations. Their objective was a weighted
function of network utility and backhaul saving costs. They
proposed an iterative algorithm iterating between user asso-
ciation and content placement by using IP formulation. More
QoS-related caching policies with classic optimization tech-
niques have been extensively investigated in the literature.

Recently, new caching policies were proposed by exploit-
ing Machine Learning techniques e.g., [147], [148], [149],
[150], [151], [152]. Reinforcement Learning (RL) based
algorithms were presented in [147], [152]. Deep Reinforce-
ment Learning (DRL) based algorithm was demonstrated
in [148], [149], [151] with Double Dueling DQN, [150] with
Dueling DQN. In [152], Lu et al. proposed a RL-based algo-
rithm for minimizing cache hit loss rate in distributed Edge
caching of Fog RANs. Caching contents at Edge nodes such
that average transmission delay and Cache Hit Ratio were
minimized in Fog RANs was investigated by Xu et al. [147].
They proposed a RL-based algorithm to jointly minimize
traffic load and retrieval delay cost. A new caching policy was
used by Guo et al. [150] to minimize average transmission
delay and improve Cache Hit Ratio in Fog RANs. The algo-
rithm is based on the RL framework with Dueling DQN. Joint
optimization between caching policy, offloading policy and
radio resource allocation in Fog RANs was studied in [151].
A new DRL-based caching policy was proposed to minimize
average end-to-end delay by using actor-critic DRL with
DNN. According to [149], a multi-agent DRL-based algo-
rithm was proposed to minimize content access latency and
traffic cost for Content Delivery Networks (CDNs) at Edge.
A novel caching policy for minimizing fetching delay and
maximizing CHR was designed by using distributed Double
Dueling Q-Network (D3QN) and DRL algorithm in [148].
The authors considered for caching microservices at Edge to
minimize fetching delay and maximize hit ratio. The problem
was formulated by using cache node selection and microser-
vice replacement as Markov Decision Process (MDP). Then,
the Distributed Double Dueling Q-Network (D3QN) based
algorithm in the DRL approach was proposed to improve
fetching time, which was shown in their experiments.

More ML-related caching policies can be found in [16],
whose the authors provide a comprehensive survey of caching
problems on Edge. The authors provide Supervised Learn-
ing, Unsupervised Learning, Reinforcement Learning, Deep
Learning and other techniques on their survey. However, most
of their objective caching problems are Cache Hit Rate. Only
a few prior works concerns over impact factors from QoE.

Previously, QoE is not really taken into account for imple-
menting caching policies on Fog/Edge nodes. Still, recent
works took QoE Cause Factors into consideration when
designing data caching policies. For instance, QoE-aware
caching policies were presented in [49], [55], [85], [86], [87],
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[133], [134] and [154]. According to [55], [85], [134], [155],
the authors used common optimization techniques for solving
caching problems. However, most recent works, e.g., [49],
[86], [87], [133] and [154], attempted to deal with these
problem by using emerging ML-based algorithms such as
Deep Learning.

As discussed, some QoE-aware caching policies were
designed by using optimization methods such as [55], [85],
[134]. In [134], Wang et al. considered UAV deployment
and caching placement at Edge networks, which allowed
data caching for UAVs. They attempted to maximize QoE
by optimizing both UAV deployment and caching place-
ment. The QoE is objective MOS, which is calculated from
downlink and backhaul transmission delay with inspired
video objective function. A new caching policy was imple-
mented in [55] for pre-caching most frequent used videos for
streaming services in Cloud RANs. The problem was divided
into two stages : caching stage and delivery stage. Long-
term transmission-aware caching problem was formulated in
caching stage, but short-term transmission problem was used
in delivery stage. A new iterative algorithm was proposed
to maximize the weighted sum of users’QoE, which was
approximated from long-term estimated QoE. This estimated
QoE was based on QoE-QoS correlation Logarithmic model.
According to [85], a Dual Lagarian-based caching policy was
designed to optimize caching placement and user association
of live video streaming services at MEC. Their QoE was
based on the QoE-QoS correlation Logarithmic model [137].
The proposed algorithm was used to maximize the weighted
sum of this objective QoE in a joint caching placement, video
quality decision and user association problem. A heuristic
data caching method was proposed in [155] to maximize the
overall QoE which was modeled from QoSmetrics, data stor-
age capacity and caching cost. The algorithm was designed
from Genetic algorithm.

In addition to these works, most recent works attempted to
apply Machine Learning approaches for solving QoE-aware
data caching problem at MEC. They can be listed in [49],
[86], [87], [133] and [154]. In [133], DRL-based data caching
at Edge Computing was proposed to reduce storage cost and
transmission latency. The algorithm attempted to maximize
QoE, which is modeled by three major IFs : storage cost,
transmission latency and cache capacity. Their approach was
based on Reinforcement Learning with a DNN approximator
for estimating Q-value. Also, a modified DRL was applied
to reduce convergence time in DRL. A QoE-aware caching
problem for short video transmission at Edge in IoV networks
was investigated in [49]. A DRL-based caching algorithm
was proposed for improving QoE, which was modeled by a
class-based user interest model. Similarly, Wu et al. [135]
focused on caching short videos in mobile networks. The
authors considered joint video quality selection and radio
bearer control problem, which was constructed as a MDP
problem. Their QoE objective is video quality level, which
is quite abstract. Deep Reinforcement Learning was used to
solve that problem, so long-term video quality profit was

maximized and cost of bearer and latency was minimized.
According to [87], a joint problem between caching video
contents and user association at MEC was studied. A new
DRL-based algorithm with Deep Determinisitic Policy Gra-
dient (DDPG)was proposed to reduce backhaul transmission.
The QoE value was estimated by using objective method,
which was calculated from the QoS-QoE correlation func-
tion dependent on accumulated data rate and video-related
parameters. In [86], Luo et al. considered the data caching and
video transcoding selection problem at Edge. A DRL-based
algorithm was proposed for optimizing QoE and energy
consumption on SDN-based networks. The authors included
dynamic of buffer, edge caching, video quality adaptation
and transcoding, and transmission into the algorithm design.
Their QoE function was related to content-related IFs or
video-related factors. In [154], a new DRL-based caching
algorithm was proposed to improve QoE. An algorithm was
designed by deciding on caching location, caching capacity
and caching priority.

In short, most of the prior works investigated data caching
problems when QoS was taken into consideration. Only a few
numbers of works included QoE into their problem formula-
tion. With emerging ML approaches, ML-based algorithms
have been proposed to solved these caching problems. Still,
when QoE is considering, little designs of caching policies
are based on ML approaches.

VII. RELATIONSHIPS BETWEEN QoS AND QoE
Previously, most QoE metrics can be derived from a combi-
nation of various QoS metrics. QoE metrics are defined to
measure the actual user experiences. QoS metrics are used to
indicate the performance state. Also, the performance state
has a direct impact on user experiences. That is the main
reason whymanyQoEmetrics are estimated fromQoS states.
This section will unfold the strong relationship between QoE
and QoS metrics. Prior works’ correlation models between
QoS and QoE are illustrated. Also, recent approaches to
estimate QoE, e.g., ML methods, are further discussed.

Determining the relationships and correlation between
QoS and QoE metrics can help us improve QoE models.
In addition to QoS-QoE correlation models, the relationships
of QoS and QoE in Machine Learning aspects are provided
in this section.

A. QoS-QoE CORRELATION MODELS
Since QoS and QoE have a strong correlation, a number of
prior works utilize their relationship for evaluating user expe-
riences. There are some works such as [55], [84], [85], [87],
[126], [134] that focus on determining the QoE estimation
model from QoS metrics. Some works attempt to predict the
objective model or estimate MOS scores, such as [55], [134].
Predicted the QoE value fromQoSmetrics is the target output
of these works. QoS-QoE Logarithmic model is often used
such as [55], [84], [85], [87], [133], [134]. Also, the summary
of the correlation between QoS and QoE is illustrated in
Table 11.
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TABLE 10. QoS/QoE-aware data caching policies.
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The relationships between performance parameters and
QoS metrics at each layer are shown in Table 11. At the
physical layer, research works such as [55], [85], [87], [133],
[134] model the QoE metrics from transmission rate ([55],
[85], [87]) and transmission delay ( [133], [134]). At the
network layer, the authors in [84], [126] model the QoE
metrics by including the network QoS such as jitter [126],
packet loss [84], delay [126], and round trip time [84]. At the
application layer, the authors in [55], [83], [85], [87], [134],
[136] attempt to quantify the user experience by including
content-related QoS parametric such as video or game appli-
cations. For video application, the following works [55], [85],
[87], [134] and [83] are used in the QoE model. For game
application, game parametric is used in [136] for the QoE
model. At the user layer, the authors in [128] include user-
related data in their QoE model. Still, it can be seen that none
of the QoE models in our reviews consider the parameters
in the IoT service layer in their QoE model. Because the
IoT service layer is composed of functions for managing IoT
devices, these functions are not standard and common.

In addition, recent QoE models such as [84], [127], [128],
[131], [133], [136] are proposed to include the cost from the
resource plane because user experiences are affected from
resource constraints. For instance, resource constraints on
the storage cost [133], the link capacity [84], the computing
resources [131], [136], and energy consumption [127], [128]
are used to formulate the QoE model.

According to Table 11, the QoEmodels and their QoS-QoE
correlation functions that are formulated in prior works such
as [55], [83], [84], [85], [87], [126], [127], [128], [131], [133],
[134], [136] will be illustrated in the following paragraphs.

In [87] and [85], the authors consider a resource assign-
ment problem for multiple user equipment (UE) when users
request different video streaming requirements frommultiple
MEC base stations (BSs) in a cellular network, which its
resource is limited. The constraint of resources is bandwidth
requirement (fromUE to BS) for the l-th enchancement video
layers, caching capacity at mobile edge, and backhaul link
between BS and core network. Their QoE metric is based on
the logarithmic performance function, which is dependent on
the property of both video-specific parameters and transmis-
sion rate.

Q(ru,v, r̄u,v) = αvln(βv

∑
n
∑

l z
n,l
n,vdv,l

r̄u,v
) (1)

where αv and βv are video-specific parameters, r̄u,v is the
highest aggregated data rate supported by UE type, ru,v =∑

l z
u,l
n,vdv,l is the total allocated data rate for UEs, and zn,ln,v

is the control parameter to allocate the user u requesting the
l-th enhancement layer of video v from the n-th base station.
Their QoE model can be interpreted as the total satisfaction
level. Two layers are involved in the definition of the QoE :
transmission rate, channel quality at the access network layer,
and video parameters at the content layer. The authors showed
that the proposed DDPG-based algorithm can improve QoE
substantially.

According to [55], Sun et al. investigated the problem
of video caching placement at base stations (BS) to relieve
congestion of the link between BS and the core network.
Their objective is to enhance the quality of each user’s sat-
isfaction. The QoE model is formulated by using both user
subjective and QoS performance metrics for video streaming
applications. Its model is based on Weber-Fechner Law, and
its function is logarithmic due to the nature of the QoE. As a
result, QoE can be computed from the correlation function
of QoS in this case. In this paper, the QoE MOS objective
function is estimated by the following equation.

Qnk,u,H = anln(bn
Rnu,H
R̂nk

) (2)

where an and bn are video-specific parameters, Rnu,H is the
actual data rate of user u in the n-th group, R̂nk is the desired
data rate of user u in group n, and H is the matrix of
channel state information. The QoE represents the estimation
of the satisfaction of each user (MOS). The QoE model
is correlated with two QoS metrics: transmission rate and
video-specific parameters. The authors proposed two states
of caching policies that can improve the weighted sum ofQoE
when constraints on backhaul capacity, transmission power,
and storage capacity are also considered.

In [134], the authors considered the offloading traffic
problem by caching placement at Edge in unmanned aerial
vehicle (UAV) deployment. Multimedia content is commonly
distributed fromUAVs to the backhaul system. So, the authors
formulate the QoE model for maximizing user’s satisfaction
with the UAV system. In this work, the objective MOS score
is estimated by the Logarithmic function of the QoE model.
Their objective is to maximize all estimated MOS scores of
users in the cell. Each user’s MOS score is computed by

MOSm,k = C1ln(
1

Dm,k
)+ C2 (3)

where MOSm,k is the MOS score from UAV m to user k ,
C1 and C2 are system-specific parameters derived from the
simulation, and Dm,k is the transmission delay from UAV m
to user k , which is dependent on the function of backhaul
transmission rate from BS to UAV m, signal to noise ratio
SINR and the decision of caching content at BS.

The authors applied this QoE model because it is widely
used for measuring user experience in multimedia stream-
ing. Their QoE formulation is related to transmission rate
and system-specific parameters. The proposed heuristic algo-
rithm is shown to result in the near-optimal solution from their
simulation.

Caching contents at Edge to maximize user experiences
was investigated in [133]. He, Wang and Xu considered
the following influence factors: storage cost, transmission
latency, and caching capacity as their QoE model. The model
was defined as follows.

QoE = −La − ξCo (4)
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where La is transmission latency which is dependent on SINR
and the amount of transmitted data in each chunk, ξ is the
weight parameter between latency and storage cost, and Co is
the storage cost which is dependent on storage pricing. Also,
it is noted that the transmission latency function is dependent
on the popularity of the content. If the cache hit rate is high
(popularity is high), then the transmission latency is low.

The authors consider QoE influencing factors related
to transmission latency, content popularity (content), and
resource constraints (capacity and cost). Also, the authors uti-
lized the RL approach with DQN to optimize user experience
according to this QoE model. The experiment results show
that QoE is improved by applying the algorithm.

In [84], the caching placement of photo contents in vari-
ous geographic edge devices is investigated to optimize the
user experience or QoE. The authors determine the rela-
tionship between photo loading time, photo size, caching
locations, and network QoS. They model the QoE by using
network QoS metrics such as link capacity, delay, and packet
loss. With these QoS metrics, the TCP throughput model is
derived. When the photo size is known, the system can utilize
the photo size and throughput model to estimate the loading
time. Their QoEmodel is based on this estimated loading time
of cached photo contents.

QoE(t) = −0.80 ln(t)+ 3.77 (5)

Similar to prior works [87] and [85], the QoE models
were Logarithmic function where these coefficients were
calculated by fitting waiting time of context browsing pho-
tos. Instead of using transmission rate, the authors uti-
lized throughput rate to model the QoE function. Since
users’satisfaction in photo content services is mainly due to
the waiting time before the photo appears. Indeed, QoE is
inferred from multiple network QoS metrics reflecting how
fast the system can deliver those photo contents. This QoE
model was derived from QoS metrics in the network layer.
The authors provided the experiment results to demonstrate
the relationship between QoS metrics and the QoE model.

In [126], Tsipis et al. studied the Fog allocation problems
of rendering services for game providers. The problem were
formulated as Facility Location Problem. They constructed
the QoE model by using gaming network impairment to
estimate Mean Opinion Score (MOS) of game users. The net-
work impairment was calculated from network QoS metrics
such as the average communication delay and the average
jitter. Indeed, the MOS Score (QoE) was approximated by
the following equation.

Qt (u) = −0.00000587 N (u)3 + 0.00139 N (u)2

− 0.114 N (u)+ 4.37 (6)

where N t (u) = 0.104 ¯D(u, vs)+ ¯J (u, vs), ¯J (u, vs) is the aver-
age jitter, and ¯D(u, vs) is the average communication delay
of user u at timestep t where vs is the fog renderer. Unlike
the popular logarithmic model, this QoE function is the 3-rd
degree polynomial function derived from gaming experience

loss by network impairment. It is undeniable that good or bad
gaming experiences are mainly dependent on the response
time and the quality of response data from fog renderers
for users. Both are highly related to the network impairment
function N t (u). The MOS model is mainly approximated
from network QoS metrics. Also, the authors proposed the
QoE Rendering Service Allocation method and show that it
can improve the QoE of users from their simulation results.

According to [136], Han et al. investigated the Virtual
Machine Placement problem for Cloud gaming services.
They proposed a game-theoretic algorithm for optimizing the
total cost such that the QoE of users was still under satis-
faction level. The authors utilized the delay, gaming resolu-
tion, and gaming FPS model to formulate the QoE objective,
which was gaming experience loss, similar to [126]. The
delay model was calculated by using the initial loading delay
because the game was loading into the memory from the files
on disks. The gaming resolutionmodel depended on the avail-
able bandwidth on the wireless channel, which affects the fea-
sible transmission rate, and the minimum required FPS. The
gaming FPS model was dependent on how fast the current
capability of resources could render the game. In short, it was
dependent on the allocation of renderer resources too. Their
QoE model was defined as follows.

Ln(a) = λ1Dn − λ2Fn(a)− λ3Vn (7)

where Dn is the total initialization delay for loading the
game from files, Fn(a) is the gaming FPS that is calculated
from a number of allocated resources such as CPU cores,
memory, Vn is the actual gaming resolution, Rn is resources
that are allocated for user n, and λi is the weight parameter
for dividing the impact of each factor (

∑
i λi = 1).

In [136], the QoE model was related to application-
specific parameters, e.g., resolution, FPS, assigned com-
puting resources, and loading delay. Their game-theoretic
approach achieved mutual satisfaction among users in the
finite states when the proposed VM placement method was
deployed.

Carvalho et al. investigated QoE-aware resource schedul-
ing for container-based systems in [83] with the video stream-
ing application. Their QoE metrics were based on the ITU-T
P.1203 standard, the subjective Mean Opinion Score. The
authors used the network level performance indicators to
infer the QoE value. They utilized computing resource data
(CPU, disk, memory, file system, network) as the input ; then,
they performed the subjective test to verify MOS. Their QoE
model was constructed by training the collected input data
using the Machine Learning approach. Since the authors con-
sidered video streaming as the main service, their QoE model
was the MOS subjective score of video referred from the ITU
standard. In short, the authors created the QoE model from
network and resource usage data. The proposed scheduler
significantly improved the average QoE and reduced resource
usage, according to their results.

In [131], the authors investigated the Virtual Machine
placement problem such that the placement policy attempt
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to optimize multi-objective such as hardware outage, power
consumption and performance. The following equation
defines the QoE model at each time step t .

QoE t =

∑M
i=1 ρ

Lt ,t
i

∑N
j=1 λ

Lt ,t
ij 5N

r=1,r 6=jθyL
t ,t

ij yL
t ,t

ir∑M
i=1

∑N
j=1 λ

Lt ,t
ij

(8)

where M is the number of Physical Machine (PM), N is the
number of VMs, λL

t ,t
ij is the sum of used cpu, disk, network

of i-th Physical Machine at time step t , ρL
t ,t

i is the reliable
factor (impact of churn) of i-th PM and θh,k is the interference
between two classes of VMs deployed on the same PM.

Their QoEmodel was mainly derived from the user experi-
ence impact of co-location interference of the VM allocation
on the same PM. The interference was dependent on the num-
ber of allocated resources among different users. The author’s
QoE model was mainly correlated to performance metrics
such as interference level at PMs. The authors proposed a
heuristic Deep Learning-based policy to place VMs on physi-
cal servers. Their results showed that it could outperform bin-
packing heuristic policy.

Additionally, Luo et al. studied the offloading scheduling
problems at Edge devices to optimize the response time and
battery life for end-user devices [127]. Also, the proposed
offloading policy took the QoE model into account, resulting
in an improvement in both latency and power usage. Latency
and energy consumption models were used to construct the
QoE model. For latency model, it was composed of the
computation latency and communication latency. The energy
cost model was composed of the local execution energy cost
and offloading energy cost of user devices. The QoE-driven
cost was modeled as follows.

Q = TL + ηEN (9)

where TL is the total latency, EN is the total energy consump-
tion, and η is the weighted factor.

Since the purpose of offloading at Edge was to improve
the latency and reduce the power usage on mobile devices,
the user experience was directly affected by both metrics.
The QoEmodel was functions of QoSmetrics such as latency
(computation and communication) and energy consumption
(mobile and edge). According to the results, the proposed
scheme could achieve a better performance in terms of
latency and power usage when compared with benchmark
policies.

Also, the computation offloading problem from Mobile to
Cloudwas investigated in [128] byHong andKim. In addition
to the trade-off between latency and energy consumption,
the authors explicitly constructed the QoE model with the
additional user context, such as user tendency and user battery
level. Their QoE-aware cost function was determined from
energy consumption per timeslot, latency cost at slot t , and
user context cost.

ξt (lt , st ) = wQoE (1− αB)
Et (st )
EL
+ (1− wQoE )αB

Dt (lt )
DL

(10)

where B is the normalized battery level, α is the applica-
tion characteristics, Et is the per-slot energy consumption
at timeslot t , st is the amount of transmit data (bits) at slot
t , lt is the remaining bits to tx, Dt (lt ) is the latency cost,
Et (st ) is the energy cost at timeslot t , EL = B ∗ Cbatt
is the battery capacity in Joules, DL = TτEL is the nor-
malized factors to make unitless combination of energy and
latency, andwQoE is the weight factor between two cost types.
In addition to latency and energy usage, battery level and
user tendency were included in this QoE model to reflect
more accurate user experiences. Their QoEmodel was related
to user context information (battery level, user tendency)
and performance (QoS) metrics (latency and energy con-
sumption). The authors proposed the suboptimal policy for
offloading scheduling with little extra costs while QoE was
significantly improved.

In short, QoE metrics in prior works are highly correlated
with performance metrics. Many works utilized QoS metrics
as the input parameters for estimating the QoE value. They
are also used to approximate MOS scores.

B. PREDICTING QoE FROM QoS METRICS
In the prior section, various QoE metrics are modeled from
the objective function of performance or QoS metrics. How-
ever, when many QoS metrics are utilized to estimate QoE,
the computational complexity of the QoE estimation function
becomes too high. As a result, another approach such as ML
emerges as a proper solution for modeling the QoE functions.
Still, QoS metrics from multiple layers are used as the input
data for building the QoE model.

When QoE output data can be measured or collected,
supervised learning methods such as Naive Bayes, Support
Vector Machine, K-Nearest Neighbor, Decision Tree, Ran-
dom Forest, Regression, and Neural Network can be utilized
for training the model. If QoE output data is not subjectively
measured, then QoE objective function can still be used with
more dynamic ML learning models such as unsupervised
learning, reinforcement learning, and deep learning models.

For supervised learning methods, ML methods for QoE
prediction are proposed in many prior works such as
Naive Bayes (NB) in [50], [63], [77], Support Vector
Machine (SVM) in [50], [63], k-Nearest Neighbor (k-NN)
in [50], [51], [89], Decision Tree (DT) in [50], [51], [62],
[63], [89], Random Forest (RF) in [50], [51], [89], Neural
Network (NN) in [50], [63], [77], [89], [91].

These research works utilized various QoS metrics as their
input for creating and evaluating theQoEmodel. For instance,
network QoS metrics are utilized in [50], [52], [61], [62],
[63], [77], [90], [91] and [53] as the input metrics for training
the QoE mode. Moreover, application-related metrics are
used as the input for the QoE model in [58], [61], [78],
[89] and [68] for modeling the QoE. User-related metrics are
also used as the input data in [51], [52] and [53]. Details
for modeling the QoE from QoS metrics are elaborated as
follows.
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TABLE 11. Correlation between QoS and QoE.

According to [50], networkQoS, video properties, terminal
characteristics, and user-profile types as the input metrics for
training are used by the authors to train the objective QoE
model. ML methods such as NB, SVM, k-NN, DT, RF, and
NN are deployed to classify a set of input data into MOS
scores. The authors used the QoE subjective measurement or
MOS as the output data for training. The accuracy results for
DT/RF, 4-NN, NB/SVM, and NNT are 75%, 50%, 55-65%,
and 65%, respectively.

In [89], metrics such as full reference parametric (SSIM,
VQM) and application-related metrics (resolution, bit rate,
frame rate) are used as the input for training the model.
The objective ML model is predicted by using DT, NN,
k-NN, and RF methods. The subjective method, such as DCR
(Degradation Category Rating), is used for measuring the
QoE value. The disadvantage is that the collection period of
data is around 3 hours.

Letaifa proposed to optimize end-to-end QoE on video
streaming in an SDN context [61]. At the network layer,
network QoS metrics such as RTT, jitter, bandwidth, and
delay are used as the input for creating the QoE model. At the
application layer, video parameters such as buffering time,
resolution, bit rate, frame rate, VQM, SSIM, PSNR are also
the input for training the QoE model. The authors created an
ML model by fitting experimental data using the regression
approach. The model is then used to estimate MOS when net-
work QoS metrics are known. Training datasets are collected
from real MOS scores and network QoS from simulated SDN
networks. The predicted MOS and the video quality had a
correlation coefficient of around 0.8.

According to [62],Menkovski et al. presentML techniques
for modeling the QoE, which is derived from network and
application QoS parameters. Predicting QoE at run-time by
using network and application QoS metrics is studied in
this work. The authors proposed to build a QoE model in
an online fashion when feedback is a subjective measure-
ment. Online ML methods such as DT are used for training
the model. Prediction accuracy is over 90%. The advantage
of online training is the improvement of automation and
adaptability.

Next, MLQoE (user-centric QoE prediction) for voice/
video related applications was proposed in [63]. Three
datasets of unidirectional VoIP were used for training the
model. Network QoS metrics such as packet loss, delay
packet interarrival time, and jitter were the input of the
QoE model. The authors created the model using a modular
method that applied several ML regression algorithms for
training. Nested Cross-Validation was used to select the best
algorithm from ANN, SVM, Regression Machine, DT, and
Gaussian Naive Bayes classifier. The training procedure was
offline. The result outperformed the standard model such as
E-model, PESQ, WFL, and IQX. The disadvantage was that
the method requires a large-scale dataset to perform well.

In addition, Vasilev et al. in [77] focused on user per-
ception of video quality. Three main QoE factors, such as
average video bit rate, average video bit rate variation, and re-
buffering ratio, were utilized to build a BN model to predict
re-buffering events. Also, the authors used a custom NN to
verify the prediction performance. They utilized Adaptive
Multimedia Streaming Simulator Framework (AMust) in ns-
3 to simulate a large-scale dataset. The simulation duration
is one month with 69,000 video sessions and 50 associated
variables such as context data on network congestion and
characteristics, QoS metrics, QoE factors, and hidden QoE
variables. The prediction achieved around 97% accuracy of
the true distribution. The preparation of the training dataset
was tedious, and the model was not dynamic.

Moreover, Laiche et al. proposed in [51] to include user-
related factors, content-related and system factors for training
the QoE model in the video application. They utilized user
factors and social context factors such as popularity level
(number of likes, dislikes, comments, views) and engagement
level (playtime, view duration). The prediction model was
developed by using ML algorithms such as k-NN, RF, and
DT when quality factors from users were used as the input.
The open-source datasets were collected from crowdsourcing
and composed of 1,125 sample videos with individual logs.
The prediction accuracies for DT, RF, and k-NN were 94%,
82%, and 56 %, respectively. However, this method required
engagement from users to create the model.
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QoE optimization via Data Fusion (QoEDF) framework
was proposed in [91] for MIoT applications. First, the frame-
work mapped user factors and network data with associated
MOS for creating the QoE model. Then, the framework
attempted to optimize the model continuously. Network QoS
(bandwidth, delay, loss, jitter, throughput, and others), appli-
cation factors (encoding, frame rate, sampling rate), and
historical MOS data were utilized as the input for creating
the QoE model. Neural Network was designed to predict
MOS for real-time QoE optimization. The system monitored
the QoE and network characteristics by collecting massive
historical multimodal data (network-related data and average
MOS scores). The framework optimized QoE with the cycle
of collecting data, training, and updating the model.

It is sometimes difficult to perform a large subjective mea-
surement. In this case, Unsupervised Learning and recent
Deep Learning methods are used to train the QoE model
continuously. For instance, contemporary works such as [52],
[53], [58], [68], and [90] are applied Deep Learning tech-
niques for predicting the QoE model.

As shown in [90], Lopez-Martin et al. investigated how
to predict the QoE from network packet information by
using the Deep Learning model. Network packet informa-
tion and QoS were used as the input for the model. The
authors proposed transforming the network flow information
as Psuedo-images that allow us to apply CNN. The pro-
posed classifier was based on CNN, RNN, and Gaussian Pro-
cess (GP) classifier. A dataset was collected from controlled
environments with several viewers evaluating video transmis-
sion when different network conditions. The accuracy was
around 60%-80% for unbalanced labels and 80%-95% for
other labels. The problem was that the training dataset was
highly unbalanced, and subjective results had noisy results.

In addtion, Tao et al. studied a data-driven QoE predic-
tion for mobile video transmission [52]. Network-related
factors (89 network parameters) were used for training the
QoE model. DNN was utilized for learning the relation-
ship between the network parameters and the subjective test
scores. A large dataset of over 80000 pieces and four subjec-
tive test scores were used. It can outperform other state-of-
the-art methods. The advantage was that the authors used a
large network of information to create the model.

Then, a hybrid Neural Network was designed for the QoE
evaluation in [53] because subjective methods are expensive,
error-prone, and unreliable. The authors used QoS metrics in
user, system, and context to construct the QoE model. The
Deep Learning approach was used with DNN and improved
RNN. Also, real-world datasets from large-scale VoD service
providers were used as the training data. The prediction accu-
racy was around 80%.

In [58], Lekharu et al. proposed theML approach to predict
QoE based on network data. Input data, such as network
data (network bandwidth, actual bit rate, segment size) and
content data (video quality, buffering time, smoothness), were
fed into the training model. A DNN was used to predict the
video quality model by inferring from video bit rates. This

DNN was based on LSTM and CNN (LASH) to estimate the
video quality (QoE) and select a a more appropriate bit rate
to maximize QoE. Also, the Actor-Critic network was used
for training data with a standard HSDPA Norway dataset.

According to [68], Shen et al. proposed a DeepQoE algo-
rithm for measuring the QoE in real-time. Network QoS
metrics such as RTT in upstream traffic were used as the
input for training the model. A Deep Learning approach with
a CNN-based classifier was applied to measure the video
QoE metrics composed of start-up delay, rebuffering event,
and video resolution. The author’s utilized real-world datasets
from two popular service providers (Youtube & Bilibili) in
training. Also, the prediction accuracy was over 90% for
identifying video QoE metrics.

Concisely, various QoS metrics were widely used as the
input metrics for building the QoE model. When the number
of metrics increases, many studies attempt to applyMLmeth-
ods to create the model. Recently, Deep Learning techniques
have been widely studied for QoE Evaluation. Therefore,
QoS metrics are tightly coupled with the QoE model.

VIII. FUTURE DIRECTIONS
Driven by QoE, multiple QoE-related problems are inter-
twined into multi-dimensional problems. First, various
IoT applications require different QoE metrics because of
content-related factors and user-related factors. Users with
the same similarity in characteristics often access to the same
application. So, each IoT application can have its own QoE
perspective or multi-dimensional QoE metrics of applica-
tions. Next, emerging systems e.g., MEC/Fog are multi-tier
architectures. Each tier has different resource specification
and capabilities as well as QoE aspects for system-related fac-
tors.Multi-dimension ofQoEmetrics in thismulti-tier system
arises to be a challenging problem. Resource management for
these multi-dimensional QoEmetrics in a multi-tier system is
non-trivial. Moreover, multi-dimensional QoE Cause Factors
appearing in this architecture have to be further investigated.

According to multi-dimensional characteristics, we envi-
sion an emerging AI-based layers for QoE management with
multi-tier QoE metrics and multi-dimensional QoE factors
on multi-tier systems. Unlike others, the expected AI-based
layers are extensively discussed for opening a path to new
research topics.

A. EMERGING AI-BASED LAYERS FOR QoE MANAGEMENT
According to prior sections, recent ML-based techniques
were proposed to solve various QoE management problems.
These techniques are promising because they can be per-
formed online with no model requirements. While the IoT
system is continuously growing larger, more AI-related parts
are used for QoE management. Most QoE related problems
are multi-dimensional problems that require high computa-
tional resources for processing. It is unavoidable to have a
separated AI infrastructure for managing QoE.

In Figure 7, a new AI-based layers for QoE management
is envisioned to be a part of a larger IoT system. There are
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TABLE 12. Relations of QoS metrics and QoE learning models.

four major layers such as Data storage layer, Training layer,
Prediction layer and Validation layer that can be implemented
for support QoE management.

In multi-tier architecture, QoE Cause Factors are retrieved
from each tier, and these factors have to be used in various
QoE purposes e.g., QoE prediction, QoE-aware data caching,
QoE-aware placment control and others. These QoE factors
are originated from either Mobile Devices, Edge nodes, Fog
servers and Cloud servers. At multi-tier data storages, QoE-
related factors at each tier are monitored and collected for
later processing. Next, these data are classified and trans-
ferred by appropriate techniques in the Data storage layer for
processing. QoE data can be classified by different IoT appli-
cations and users into multiple datasets. We can see that QoE
management in emerging networks are associated with three
dimensions : tier, application and user domain. Then, QoE
data in each dataset is passing through the Training Layer
for training QoE model. The Training Layer can be used for
building QoE model corresponding to the objective domain.
It can be seen as a set of Neural Networks e.g., DNN, RNN,
CNN, LTSM and other networks inML literature. Given each

completed training model, the Prediction Layer is deployed
with prediction service instances that using training models
for predicting QoE. At last, the QoE metric associated with
each user and application is received and validated by user
subjective test in the Validation Layer. The Validation Layer
provides QoE subjective measurement and validation meth-
ods of training models with dataset for validation. Resulted
QoE metrics will be utilized by similar AI-based architec-
ture for managing resource and control IoT systems as prior
discussed in IV. For these reasons, this envisioned high-level
architecture could be investigated further in the future.

1) DATA STORAGE LAYER
The data storage layer is designed for storing large logging
data from performance metrics. Since logging QoE data
collected from multiple users/applications are substantial,
this layer is designed how we can retrieve data for train-
ing and evaluating QoE in real-time. This layer is quite
critical because the timing for retrieving data affects the
response time from the evaluation. How to retrieve data effec-
tively from the storage will determine the system’s overall
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FIGURE 7. Emerging AI-based layers for QoE.

performance. Also, these QoE datasets are composed of
large-scale QoS data from various layers, so storing and
efficiently transferring data is challenging. Distributed file
systems are sometimes necessary for improving computa-
tion time and performance. Typically, there are two types
of datasets: training and validation datasets. The training
dataset is utilized for creating a model. Then, the valida-
tion dataset is applied to evaluate the model’s accuracy. For
instance, the authors in [51] divided the whole dataset into
70% training dataset and 30% validating dataset. Datasets can
be drawn from various sources, such as real data collected
from the environments and simulated data from the controlled
environments. The time for collecting the data depends on
the proposed model, whether it requires a large dataset for
training or not.

For instance, some datasets were simulated and acquired
from controlled environments such as [61] and [77]. In [61],
the authors acquired the network data from the simulated
SDN network. Similarly, Vasilev et al. in [77] collected the
statistical data from ns-3 simulated networks, and the col-
lection period was around one month. The datasets were
composed of 69000 video sessions with 50 associated vari-
ables which were related to the data of network congestion
and characteristics, QoS metrics, QoE factors, and variables.
In contrast, some works utilized the dataset acquired from the
real system, such as [51], [62], [63], and [91]. Menkovski
et al. in [62] collected data from network probing from the
real system. Also, the dataset utilized for creating the model
in [51] was open-source and derived from crowdsourcing
composed of 1125 sample videos and individual logs. The
datasets in [91] were created from monitoring and collecting
network statistics of the real system.

Because each application requires different QoE points of
view, multimedia applications are focused on video quality
perception, while tracking applications are concerned with
the accuracy of the location of the tracked objects. On the

same network/system, it is feasible that multiple QoE models
can be created from different datasets or models for various
applications. It is seen that the dataset for each QoE model
can be quite large and subtle and demand a long period of
aggregation. Moreover, if data is collected from different
geographic locations, the decentralization of datasets will
occur. How to categorize and manage these datasets in a
systematic way in this layer is still questionable and requires
further investigation.

The Data Storage Layer is responsible for managing large-
scale data storing for training and validating. Sometimes QoE
data are collected and distributed all over different geographic
areas. How to store and retrieve data for training and validat-
ing from either centralized or decentralized storage is quite
challenging. Most of the time, data can be either structured
or non-structured; storing data efficiently is not trivial.

2) TRAINING LAYER
The Training layer is designed for creating the ML model
by ingesting data from the Data Storage layer. It receives
corresponding datasets with important statistics of the phys-
ical, network, and other QoS-related metrics for train-
ing the proper QoE model. Training a particular model
requires a significant amount of computing resources. It is
a time-consuming process. Also, training the model requires
a specific network design for the learning model. QoE
models of applications have different learning structure
models. By separating the training process from the eval-
uation process, the system can process the computational
workloads in parallel. Still, more computing resources are
required. As a result, this layer help saves processing time
while the QoE prediction can still be estimated in run-time
applications.

In addition, recent works have used various Machine
Learning approaches to create the QoE model. As prior dis-
cussion, the Supervised Learning approaches such as NB,

84614 VOLUME 10, 2022



B. Saovapakhiran et al.: QoE-Driven IoT Architecture: A Comprehensive Review on System and Resource Management

SVM, k-NN, DT, RF, and NN were widely used in prior
works such as [50], [51], [62], [63], [77], [89], [91]. These
approaches require a good dataset with QoE subjective mea-
surement. Training datasets are collected from the environ-
ments, which can be drawn from the Data Storage Layer.
It was shown that datasets were collected from simulated
networks such as [51], [61], [62], [77], [89]. In [61], statistics
data was monitored and collected from simulated SDN net-
works. Furthermore, datasets in [77] were drawn from ns-3
simulated networks. In contrast, the authors in [62] collected
data from network probing in the real system. Open-source
crowdsourcing data from the real system in [51] was used to
create the model. Also, some works included subjective mea-
surement procedures to create their datasets, such as MOS
subjective measurement in [50], [89] with DCR, and [62].

Deep Learning has recently become the state-of-the-art
approach for creating the ML model due to its impressive
prediction accuracy. For instance, DeepQoE in [68] was pro-
posed to predict the QoE factors; its prediction accuracy was
over 90% to identify the start-up delay, rebuffering event,
and video resolution. Their model was CNN based classifier
for measuring video QoE metrics. Various models of Deep
Learning approaches were proposed in prior works, e.g.,
DNN in [52], [53], [58], and CNN in [68], [90]. In [58],
Lekharu et al. used Deep Neural Network (DNN) to predict
the video quality model by inferring from video bit rates.
Their DNN was based on LSTM and CNN (LASH), and it
was used to estimate the QoE (quality of videos) and select
the proper bit-rate to maximize QoE. According to [53],
the authors deployed DNN with improved RNN to train the
model with VoD service providers’ real-world datasets. The
custom DNN model in [53] can predict the QoE with around
80% of prediction accuracy. The authors in [52] applied
the DNN model to learn the relationship between network
information and the subjective test scores, and their dataset
was composed of more than 80000 pieces of network data.
The new classifier was investigated in [90] and based on
CNN, RNN, and Gaussian Process classifier. The QoE Deep
Learning-based model was just another type of network with
some intensive label computation for learning purposes.

In short, different types of QoE models can be designed
in the Training Layer. Then, computation resource issues
become a concern in achieving good performance. Sufficient
resources must be allocated to match the amount of data
transferred from the Data Storage Layer and the computation
requirements. Once the model training is complete, it must
be validated in the Validation Layer. After completing the
validation, the model will be deployed into the Prediction
Layer so that the system can evaluate QoE in real-time. How
to efficiently manage resources in the Training Layer for each
model can be further studied. Transferring a massive amount
of data from each dataset between the Training Layer and
the Validation Layer for learning and evaluating purposes
is quite challenging. Additionally, the collected data may
be distributed among various geographic locations, and the
decentralized model may be necessary for deployment.

3) PREDICTION LAYER
The Prediction Layer is where the deployment of the QoE-
designed model implements to predict the target outcome.
When the deployment of the QoE model has proceeded,
it monitors and retrieves necessary input data from various
points of system layers, e.g., user information, context-related
data, content parametric, control/network parameters, and
physical data. Then, the system processes all of the data with
the deployed model, and the target output is computed and
released for being used by other modules.

Deploying the model in run-time can be different from the
trained model. Several optimization techniques used to sim-
plify themodel help the deployment consume fewer resources
with faster processing time. Most of the time, computing
resources are restricted during high workload utilization.
Helpful techniques such as pruning [156], quantization [157],
[158], and aggregation can be applied to optimize the ML
model. Similarly, as discussed in [159], the computational
cost of theDeep Learningmodel can be improved by reducing
the spatial complexity, such as pruning the model parameters,
parameter sharing, network quantization, and others.

First, The quantization approach was proposed by [157]
to improve the speed of the forward and backward propaga-
tion calculation by lowering bits of models from Float Point
32 bits to Integer 8 bits. The technique attempt to reduce the
computation cost while retaining the accuracy to be nearly
the same. In [158], research at QualcommAI Research inves-
tigates how the quantization technique can reduce the com-
putational cost and latency in Neural networks. The authors
discussed how the AIModel Efficiency Toolkit (AIMET), the
library for quantization and compression of the AI model.
The tool provided an efficient way of optimizing the Neural
Network model. Network pruning can be used to prune the
completed trained model or be included in the online training
procedure. In practice, pruning the network of the completed
trained model typically gives higher accuracy than the other
approach, as shown in [160]. Examples of pruning techniques
are shown in [156], [161]. Additionally, both pruning and
quantization techniques simplify the model while improving
the prediction accuracy [161]. Parameter sharing is the clus-
tering approach for grouping a pattern of parameters, so the
computational costs decrease.

In the production environment, various approaches are
utilized for deploying the model, such as a web service,
a batch prediction, and an embedded model. The model is
completely trained and validated for web services before its
deployment, so all users can access the model as a service
via the Application Interface. On the contrary, the batch
model is continuously updated and retrained with the updated
dataset according to its scheduling update time. In practice,
computing resources tend to be limited, so the simplified
or embedded model is more suitable in resource-constrained
environments.

Given the infrastructure, the intensive computing model
requires additional Hardware such as Graphic Processing
Units (GPUs) and Tensor Processing Units (TPUs). The
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model can be coded in various tools, e.g., Keras, Pytorch,
and TensorFlow. Also, recent popular approaches [162] for
deploying these models are container-based deployment,
e.g., Docker or Kubernetes. When the model is deployed
onto these systems, the model’s scalability for servicing
users becomes more elastic than the traditional approaches.
It is proper to deploy a medium-to-large scale model when
resources on the infrastructure are numerous. For resource-
limited environments, simplified and optimized ML models
are recommended for deploying as an embedded model.

In brief, the Prediction Layer is focused on the model
deployment. The run-time model is not necessarily the same
as the complete-trained model. It is dependent on the avail-
able resources in the infrastructure. Commonly, the well-
trained model can be further optimized and reduced its size
by various techniques, e.g., pruning, quantization, parameter
tuning, and sharing. Each application may prefer different
types of deployments, e.g., as aWeb service, batch prediction,
or embedded model. Web service is proper when the applica-
tion usage does not often require updates on the model. When
the model has to be quite dynamic, the regular update on the
model is preferred as in the batch prediction. If resources are
limited, the embedded model is suggested rather than other
models. Even though tools or languages used for creating
models are different, they can still be deployed on scalable
container-based technologies such as Docker or Kubernetes.

4) VALIDATION LAYER
The Validation Layer provides a mean to validate data for the
Training Layer and the well-trained model created from the
Training Layer. When the model is completely trained, it has
to be tested and validated before deployment for run-time
prediction. To validate the model requires another dataset for
validation purposes. Typically, the whole dataset are divided
into multiple datasets for training, validating and testing
purposes. Various approaches for splitting datasets, such as
holdout set, cross-validation, and others, can be applied to
verify whether the accuracy of the model is acceptable or not.
Typically, the datasets are divided into the training dataset
70% and the validation dataset 30% as shown in [51]. How-
ever, the additional holdout and cross-validation methods can
be used to divide datasets to improve the model accuracy
and to validate the well-trained model. For instance, holdout
and cross-validation are used in [163] to validate their ML
model. The additional holdout dataset is normally used for
eliminating the overfitting of the model after the validation
as the final evaluation.

The Cross-Validation (CV) techniques are commonly used
for model evaluation and selection in the ML field. Various
Cross-Validation techniques such as k-fold CV [163], [164],
Leave-One-Out CV, Leave-One-Group-Out CV, Nested
CV [63], and others are used to evaluate the model. Unlike
holdout fixed dataset, k-fold Cross Validation applies k-
iteration of training with k non-overlapping splitting datasets
from the original dataset to reduce the dataset’s bias/skew of
training. Its performance is the average value from each round

performance. The variance of k-fold CV is Leave-One-Out
CV, Leave-One-Group-Out CV, and Nested CV. For Leave-
One-Out CV, each sample data is pulled out for validation
while all other data are used for training. For Leave-One-
Group CV, the dataset is categorized according to the data
group, and only one group of the data is processed in each
fold/iteration of training. For Nested CV, k-fold CV is applied
at two places: inner and outer iteration. In the outer iteration,
the k-fold CV is used as the original k-fold CV for evaluating
the model. In the inner iteration, k-fold CV is used in the
training dataset parts for hyperparameter tuning. For instance,
the authors in [164] use a 5-fold cross-validation method for
their ML model to predict web QoE metrics from network
QoS. Nested CV is utilized in [63] discussed in the prior
section. This method is also used in model selection to select
the best-performing model.

Additionally, input data validation is also critical for train-
ing an ML model. If the input data is skewed, biased, and
prone to error, the prediction accuracy is likely low. More-
over, the quality of input data is so critical that it can deter-
mine the actual accuracy of the model according to [165].
The well-trained model can result in an inaccurate predic-
tion outcome with improper raw input data. In [165], the
authors investigated how to validate large input data into an
ML pipeline when data has no pattern, is schema-free, and
training skew. In [166], the authors proposed the TensorFlow
Data Validation (TFDV), developed by Google, for validating
the ML model in the ML platform. It was used to detect the
anomaly data scheme arriving at the ML pipeline, so systems
and staff can quickly solve early anomaly detection.

When QoE is in consideration, the subjective data for each
user has to be collected and included in the training and
validation procedure. In the previous section, various subjec-
tive measurement types can evaluate actual user experiences
or QoE metrics. For offline measurement, all subjective test
data, e.g., MOS, DMOS, has to be prepared and retrieved
from users before training and validating. For onlinemeasure-
ment, subjective measurement proceeds continuously until
the model’s accuracy reaches the target. As a result, monitor-
ing data and filtering the quality of the input data is necessary
for this layer. The User Interface development for evaluating
user experience is essential to facilitate access.

In summary, the Validation Layer is responsible for three
main tasks: ML model validation, data validation, and QoE
subjective test/measurement for validation purposes. For the
model validation, Cross-Validation is commonly used for
managing the whole dataset for training and validating the
model. The interaction between the Training Layer and the
Validation Layer is quite necessary, and how to interact
between those layers is quite challenging. Since the input
data for training and validating the model is crucial, recent
works focused on controlling the quality of the large-scale
dataset in the ML pipeline. When the QoE model is concen-
trated, subjective score data or metrics related to user experi-
ences are essentially collected and proved to be genuine and
integrity.

84616 VOLUME 10, 2022



B. Saovapakhiran et al.: QoE-Driven IoT Architecture: A Comprehensive Review on System and Resource Management

FIGURE 8. QoE domains.

B. QoE DOMAINS FOR MULTI-TIER QoE METRICS AND
MANAGEMENT
In multi-tier architecture, QoE metrics and QoE management
require a large number of information from different comput-
ing nodes, location, and tiers. It is known that acquiring data
from multiple nodes locating at different places and tiers can
result in deterioration of communication delays. Since each
tier has its own QoE Cause Factors, estimating QoE in local
domain can faster QoE-aware decisions and improve QoE
management in terms of resource management. QoE metric
in small domain e.g., Edge tier can be extended for larger
domain such as Edge+Fog tier and Edge+Fog+Cloud tier
respectively. A set of QoE domains is depicted in Figure 8.

In Figure 8, there are three QoE domains when multi-tier
system is considered. Examples of QoE domains are Edge
domain, Fog/Edge domain and Cloud/Fog/Edge domain.
QoE metrics, estimated by cause factors related to its tier, can
be used for local resource management for multiple users and
applications. This approach can significantly improve QoE
by achieving faster response time for controlling resources
to match up with real-time user perception. In our opin-
ion, incorporating three domains for QoE management is a
non-trival multi-dimensional problem, which requires further
studies.

IX. CONCLUSION
Driven by QoE requirements, many studies focused more
on QoE management in IoT system. Still, it is not obvious
what critical components are necessary and what resource
management techniques are typically used in QoE-Driven
architecture. Further studies on these hot topics should be
conducted. In this paper, we provide a comprehensive review
of vital components in QoE-Driven architecture e.g., QoE
Cause Factors, QoE measurement and indicators, QoE Pre-
diction, QoE optimization and control. Prior studies related
to these components were reviewed by focusing on recent
ML approaches. Then, QoEmetrics were modeled from these
cause factors. We summarized QoE metrics and QoE opti-
mization objectives for various kind of problems e.g., predic-
tion model, optimization and control, resource management
respectively. For resource management, we categorized into
three main problems for emerging IoT architectures : QoE-
aware offloading problems, QoE-aware placement problems

and QoE-aware data caching problems. The reviews are
mostly based onML approaches, whichwas not considered in
prior surveys. Since ML-based approaches have been widely
used to predict QoE and solve resource allocation problems,
this promising approach requires a novel concept of AI-based
layers for managing QoE. In our discussion, these layers, e.g.,
the Training Layer, the Validation Layer and the Prediction
Layer, can be used as the guideline for possible future works,
pending further investigation.
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