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ABSTRACT Batch distillations are extensively used worldwide to produce fruit wine spirits with distinctive
aromas. These processes are typically operated manually, based on the experience of the distiller. However,
dynamic optimization and automatic control strategies could be valuable for ensuring a more consistent
product and quickly adapting to new market tendencies. Consequently, reliable process models are required
for the application of these methods. The novelty of this study is developing a highly efficient method to
reliably simulate and calibrate a rigorous first-principles model of a packed batch column still.We applied the
method of lines (MOL) to transform the partial differential equations describing the packed column dynamics
into an ordinary differential equation (ODE) system. The nonlinear phase equilibrium equations were pre-
solved, and several polynomials were fitted to get explicit algebraic equations. The final differential-algebraic
system (DAE) comprises 31 ODEs, 113 explicit algebraic equations, and two implicit algebraic equations.
Variables scaling, smoothing of discontinuities, and applying an algebraic loop within Simulink to solve the
implicit algebraic equations resulted in 600 times faster simulations than a naïve approach. The model was
regressed using pilot-scale experimental data and subjected to extensive validation using independent data.
Sensitivity and residual analysis established that a better heat lossmodel could improve ethanol concentration
prediction. This new heat loss model reduced the average ethanol concentration error bymore than five times.
The developed model can be applied to design reliable control systems and optimal operating strategies for
packed column batch distillations.

INDEX TERMS Differential algebraic systems, model calibration, algebraic loops, first-principles models.

I. INTRODUCTION
Since ancient times in China, Mediterranean cultures, and
worldwide, skilled distillers have produced distilled spirits
using various fermented fruits and grains [1]. These define the
specific spirit; for instance, whiskey is produced from barley
(the UK and Ireland), cachaça from sugar cane (Brazil),
tequila from agave (Mexico), and cognac, brandy, and pisco
from grapes (France, Spain, Chile, and Peru). A specific set
of trace compounds of these distillates, primarily terpenes
and esters, gives them distinctive aromatic characteristics
[2], [3], [4], [5], [6], [7]. Nevertheless, distilled spirits also
contain undesirable (fatty acids and higher alcohols) and toxic
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compounds (methanol, acetaldehyde, and furfural), which
Law generally limits. Aromatic, undesirable, and toxic com-
pounds are minor components in distillates and are usu-
ally called congeners. These come from the fruit or grain,
generated during fermentation or incorporated during aging,
and a fraction is recovered during distillation. Hence, the
final aromatic characteristic of the distillate depends not
only on the fruit or grain quality but also on the pro-
cess operation during fermentation, distillation, and aging
[8], [9], [10], [11], [12], [13], [14]. Specifically, the process
operator defines the distillation time and operating conditions
to achieve the desired product.

Batch distillation is crucial to producing high-quality dis-
tilled spirits because the desired aromas can be selectively
recovered by adequately managing the cuts (head, heart,
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and tail) and the operating variables (reboiler heating and
reflux rate). The available operation flexibility depends on
the equipment: alembics (lower) and column stills (higher).
Copper alembics have been traditionally used for hundreds
of years to produce spirits, and their operation has been thor-
oughly studied [15], [16], [17], [18]. Alembics take advantage
of the ambient temperature to produce natural refluxwhile the
operator manages the reboiler heating. Spirits batch distilla-
tions can also be carried out in batch column stills using either
packed bed or plate rectification columns. This system allows
for a more flexible operation than alembics because the oper-
ator can manage the reflux rate through the coolant flow
rate in the partial condenser [19], [20], [21], [22], [23], [24].
Nevertheless, batch column stills are subjected to more
uncontrolled disturbances and manipulable variables, such as
temperature and inlet flow coolant, resulting in a much less
reproducible operation than alembics [7], [25].

Dynamic mathematical models help control and optimize
the operation of alembics and batch column stills. However,
similar to most chemical processing plants, developing mod-
els for complex unit operations is challenging because of
their nonlinear behavior, varying dynamics, unmeasured dis-
turbances, discontinuous functions, and spatial and temporal
variation [1], [26], [27], [28], [29], [30], [31], [32]. Of direct
relevance to this study, some first-principles mathematical
models have been developed for spirits batch distillations in
packed columns [21], [33], as well as for other distillation
systems as trays columns [34], [35], and copper alembics
[36], [37], [38], [39], [40].

State of the art suggests that modeling, simulation, and
calibration of packed column batch stills for fruit wine dis-
tillations is a challenge not satisfactorily solved yet. The
additional complexity of modeling packed column stills,
compared to other spirits batch processes, is that partial dif-
ferential equations (PDE) are required to describe the col-
umn dynamics fully. Previous modeling efforts could not
adequately reproduce the experimentally observed dynamics,
and simulations were slow [21], [30], [33]. The thermal iner-
tia of the column wall and heat losses were not considered in
these models, and the chosen strategy for numerically solving
the PDE system was computationally demanding. The latter
inefficiency is due to the complexity of numerically solv-
ing partial differential-algebraic equation (PDAE) systems
[41], [42], [43], [44]. Slow simulations impair reliable model
calibrations, process optimization, and process control design
because they typically require thousands of simulations to
yield adequate results.

The model for fruit wine batch distillations in packed
columns developed in this study contributes to the next key
points:
• An improved description of its thermal behavior through
a detailed heat transfer model in the partial condenser.

• The addition of the thermal inertia of the packed column
in the dynamic energy balances and the explicit consid-
eration of heat losses in both the partial condenser and
packed column.

• A more efficient numerical method by applying ‘‘alge-
braic loops’’ in Simulink or explicitly employing a left-
hand side mass matrix for the ODE solver ODE15s in
MATLAB depending on the DAE index [45], [46].

• The discontinuous model functions (e.g., laminar/
turbulent regime flow correlation) were approximated
by smooth transition functions, and model variables
were scaled [47].

The model developed in this study cannot be compared
with current fruit distillation models due to differences in
key phenomenological aspects. For instance, in alembics,
the reflux rate is not controllable since it is defined by the
heat transfer to the environment due to natural convection
[37], [38], [39], [40], [48]. In turn, in batch distillation
columns, the reflux rate is defined by the heat transfer to the
flowing coolingwater; hence, the reflux rate can be controlled
by changing the water flow rate. In addition, alternative batch
column models for fruit wine distillations are substantially
different since they consider plate columns instead of packed
columns or do not include heat accumulation and heat loss in
the rectification column [21], [34].

The remainder of this paper is organized as follows:
Section II describes the pilot-scale packed distillation col-
umn, the resultant model, and the numerical strategy applied
to solve it; Section III describes the results and comments
on the general model behavior, model calibration, validation
results, and sensitivity analysis; finally, the main findings of
this research are summarized in the conclusion section.

II. METHODOLOGY
A. THE BATCH DISTILLATION COLUMN
We modeled the pilot-scale packed column at the Chemical
and Bioprocess Engineering Department at the Pontificia
Universidad Católica de Chile, as shown in Fig. 1. This fully
automatic distiller, made of stainless steel, is composed of:
i) a 50 L reboiler; ii) a 28 cm high x 5 cm diameter column
filled with 5 mm glass Raschig rings; iii) an internal partial
condenser above the column with 160 cm2 coil external
surface; iv) a total condenser on the top of the column with
a 500 cm2 contact area to ensure a complete condensation
of the distillate. The entire distiller was thermally insulated
with 10 mm thick elastomeric rubber foam to minimize heat
losses.

The batch still instrumentation includes (Fig.1): i) two AC
phase controllers using TRIAC for the variable electric power
on the immersion heaters (0-2000 W) in the reboiler; ii) a
variable flow cooling water peristaltic pump (0-300 mL/min)
for the partial condenser; iii) eight PT-100 temperature sen-
sors distributed in the distiller; iv) a density sensor (Anton-
Paar, L-Dens 2300) to measure the ethanol concentration in
the distillate; v) two flowmeters, one for the distillate, and
the other for the partial condenser cooling water. Further
instrumentation details of this still are given in [30].

B. BATCH DISTILLATION OPERATION
The distillation process begins by heating the liquid mixture
loaded into the reboiler until the distillate production begins.
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FIGURE 1. The batch distillation column still used in the experiments.

The initial feed mixture contained 13% v/v ethanol and 1.5 g
methanol/L of pure ethanol (p.a.). Initially, the reboiler heat-
ing power,Qb, was set to 1000W, the cooling water flow rate
at the partial condenser,Fw, is set to 150mL/min, and the inlet
cooling water temperature, Tw,in, was 20 ◦C. The total con-
denser cooling stream (kept over 5000 mL/min) is impulsed
directly from the tap water obtained in the laboratory.

Like wine distillate industries, the distillate is separated
into three ‘‘cuts,’’ where a specific time indicates when the
transition occurs. The first cut is the head, associated with
the initial distillate, which is rich in low-quality aromatic
components; the cut time of this stage ranges from 3 to 10min
after the heating start-up time (1 h at 1000 W). The second
cut was the heart, the primary and most extended distillation
stage (up to 5 h). Our simulations focus on the heart cut since
process optimization and control are essential in this stage to
achieve a good quality product. The third cut is the tail, rich
in undesirable aromas like fatty acids. Typically, the head and
tail cuts are mixed and redistilled to recover more ethanol.

C. DISTILLATION MODEL
The model developed here extends the non-equilibrium
model proposed in [21]. The following main assumptions
were considered to balance model accuracy and numerical
efficiency:

i) The ternary mixture comprises ethanol and water as
the main components, and methanol, which is a toxic
congener.

ii) The reboiler and partial condenser are perfectly mixed.
iii) The vapor/liquid equilibrium (VLE) of water and

ethanol and the physical and transport properties of the
mixtures are not affected by methanol.

iv) The vapor phase is considered an ideal gas in thermo-
dynamic equilibrium.

v) Equimolar distillation is assumed due to the minor
differences between the latent heats.

vi) No vapor accumulation in the system is considered (the
vapor phase is in a pseudo-steady-state).

vii) The packed column presents local thermal equilibrium.
viii) Radial temperature and concentration gradients are

negligible; only longitudinal variations are considered.
ix) The reboiler and partial condenser are considered in

thermodynamic equilibrium.

FIGURE 2. Control volume diagram of the reboiler.

1) MASS AND ENERGY BALANCES: REBOILER
The dynamic balances (Fig. 2) for the reboiler are described
by ordinary differential equations (ODE) given assump-
tion (ii). The total mass balance of the liquid phase
(1) includes the liquid molar flow rate L1, coming down
from the packed column, and the vapor molar flow rate Vb,
produced by the reboiler heaters. The ethanol (2) and
methanol (3) liquid mass balances consider the correspond-
ing liquid (x1,1, x2,1) and vapor (y1,b, y2,b) molar fractions,
respectively. The energy balance (4) is expressed in terms
of the liquid, h1, and vapor, Hb, stream enthalpies and the
power supplied by the reboiler heaters, Qb. The reboiler heat
losses were typically small because it is thermally insulated
and electrically heated.

dMb

dt
= L1 − Vb (1)

d
(
Mbx1,b

)
dt

= L1x1,1 − Vby1,b (2)

d
(
Mbx2,b

)
dt

= L1x2,1 − Vby2,b (3)

d (Mbhb)
dt

= L1h1 − VbHb + Qb (4)

2) MASS AND ENERGY BALANCES: PACKED COLUMN
It is necessary to employ PDEs to describe the mass and
energy balances in the packed column section (Fig. 3)
because the temperature and concentrations depend on the
time and longitudinal position (assumption viii).

The total mass balance (5) includes the accumulation of
liquid holdup in the packing section, M ′, and the differ-
ence between the liquid flow rate, L, and the vapor flow
rate, V . Furthermore, the mass balances for ethanol (6) and
methanol (7) also consider their liquid (x1, x2) and vapor
(y1, y2) molar fractions. The energy balance (8) includes the
enthalpies of the liquid, h, and vapor,H , streams, and the heat
loss, Q′loss, through the column wall, assumed to be indepen-
dent of time and height. The accumulation term in the energy
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FIGURE 3. Control volume diagram of the packed column.

balance includes three contributions: liquid holdup, column
wall, and packing itself. According to assumption (vii), the
packing, column metal wall, and liquid holdup are at the
same temperature. Q′loss andM

′
shellCpshell are considered free

parameters to be regressed in this model. Because vapor accu-
mulation is negligible (assumption vi), the vapor phase mass
balances for ethanol (9) and methanol (10) do not include
the time-derivative term. These equations include the phase
vapor/liquid mass transfer flux for ethanol and methanol
(N ′1,N

′

2), associated with the cross-section area, S.

dM ′

dt
=
∂L
∂z
−
∂V
∂z

(5)

d(M ′x1)
dt

=
∂(Lx1)
∂z
−
∂(Vy1)
∂z

(6)

d(M ′x2)
dt

=
∂(Lx2)
∂z
−
∂(Vy2)
∂z

(7)

d
(
M ′h+M ′shellCpshellT +M

′
fillCpfillT

)
dt

= . . .
∂(Lh)
∂z
−
∂ (VH)
∂z

− Q′loss (8)

0 = −
∂ (Vy1)
∂z

+ SN ′1 (9)

0 = −
∂ (Vy2)
∂z

+ SN ′2 (10)

3) MASS AND ENERGY BALANCES: PARTIAL CONDENSER
Part of the vapor coming from the packed column condensate
over the cooling-coil surface of the partial condenser (Fig. 4).
This stage is considered in thermodynamic equilibrium and
pseudo-steady-state (fast dynamics, small holdup); hence,
the energy and mass balances are represented by algebraic
equations only.

FIGURE 4. Control volume diagram of the partial condenser.

The total mass balance (11) includes the molar flow rate
of the outlet vapor that condenses in the total condenser
(distillate D), the flow rate of the vapor coming from the
column, Vn, and the flow rate of the condensed liquid that
is returned to the column (reflux Lc). The respective mass
balances for ethanol (12) and methanol (13) also include
the corresponding molar fraction of each stream. Energy
balance (14) considers the heat removed by the cooling
water, QC , and the enthalpies of the corresponding inlet and
outlet streams. The removed heat in the form of sensible
heat is given by (15). In the next section, that heat is con-
strained by (22).

0 = Vn − Lc − D (11)

0 = Vny1,n − Lcx1,c − Dy1,d (12)

0 = Vny2,n − Lcx2,c − Dy2,d (13)

0 = VnHn − Lchc − DHd − QC (14)

QC = Fwρwcp,w
(
Tw,out − Tw,in

)
(15)

4) CONSTITUTIVE EQUATIONS
Additional relationships are required from the established
mass and energy balances. These algebraic equations rep-
resent this system’s transport phenomena mechanisms,
vapor/liquid equilibrium, and physical properties. Specifi-
cally, in this model, the constitutive equations include: i) mass
transfer and hydraulics in the packed column, ii) vapor/liquid
thermodynamic equilibrium models, iii) heat transfer corre-
lations in the partial condenser, and iv) physical properties
of the liquid and vapor mixtures (density, viscosity, surface
tension, thermal conductivity, heat capacity, and enthalpies)
as a function of temperature and composition.

a: MASS TRANSFER IN THE PACKED COLUMN
An equimolar distillation model is applied (assumption v),
meaning that themolar flow rates of each component between
the liquid and vapor phases are given by the Maxwell-Stefan
double resistance model for multicomponent transport [49],
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which is determined by the resistance between the interface
(describing phase equilibrium with superscript ∗) and the
bulk of the liquid phase. The molar transfer rates depending
on the packing height are given for ethanol:

N ′1 = k13ae13ρ
(
x∗1 − x1

)
(16)

and methanol,

N ′2 =
(

x1
k21ae21

+
1− x1
k23ae23

)−1
ρ
(
x∗2 − x2

)
(17)

These include the volumetric mass transfer coefficients of
the binary pairs (ethanol-water, k13ae13; methanol-ethanol,
k21ae21; and methanol-water, k23ae23 ). The ethanol molar
transfer rate does not depend on the methanol concentration
because the latter is very small compared with the ethanol and
water concentrations.

The mass transfer correlations for packed columns,

kij = CM

(
ρg
µ

) 1
6
(
Dij
leq

) 1
2
(

LMWij

ρaφmassS

) 1
3

(18)

aeij = 1.5aφmass
(
aφmassleq

)−1
2 . . .

×

(
LMWijleq

Sµ

)−1
8
(
L2MW 2

ij

ρ2S2gleq

)−9
20
(
L2MW 2

ij leq

ρS2σ

) 3
4

(19)

were taken from [42].
The main parameter related to mass transfer is the specific

interfacial area (a = 771 m2/m3); this must be multiplied
by the effectiveness factor of the mass transfer area, φmass
(initially set at 0.83), to obtain the effective area. The lat-
ter is estimated from the experimental data, as discussed in
Section III. Other mass transfer parameters are the packing
constant (CM = 1.130 for glass Raschig rings), and the
transversal section area, S, associated with the internal col-
umn diameter (52 mm).

b: HEAT TRANSFER IN THE PARTIAL CONDENSER
In the partial condenser, the removed heat,QC , is the enthalpy
difference between the inlet and outlet streams of the cooling
water (15). The heat transfer correlation for laminar/forced
flow through pipes [50] defines the heat exchange between
the condensing vapor and the cooling water; in this case, the
Nusselt number given by

Nuw =



3.66 Rew < 10000 ∧ Gzw < 2
1.86Gzw Rew < 10000 ∧ Gzw ≥ 2

0.027Re0.8w Pr
1
3
w

(
µw

µw (Tc)

)0.14

Rew ≥ 10000

(20)

defines the forced convection on the water side of the coil,

hw =
λwNuw
di

(21)

In addition, the thermal resistances due to conduction through
the condenser wall and condensation in the vapor side

TABLE 1. NTRL model parameters.

were neglected. The vapor side temperature, Tc, corresponds
to the vapor/liquid equilibrium.

For model calibration, this area is multiplied by an effec-
tiveness factor, φheat , which accounts for the unmodelled
phenomena.

The algebraic heat transfer model is

QC = hwAcφheat1Tlm (22)

1Tlm =
Tw,out − Tw,in

ln
(
Tc−Tw,in
Tc−Tw,out

) (23)

where the subscript ‘‘w’’ refers to the cooling water.
Physical properties, such as viscosity, thermal conductivity,
and Prandtl number, were evaluated at the mean tempera-
ture

(
Tw,out + Tw,in

)
/2. The Reynolds (Re) and Graetz (Gz)

numbers are required for the appropriate correlation for the
Nusselt number (20).

Rew =
ρwvdi
µw

(24)

Gzw =

RewPrw(
l
di

)
 1

3 (
µw

µw (Tc)

)0.14

(25)

c: PACKED COLUMN HYDRAULICS
The liquid velocity down the column, uL , is given by the
packing hydraulics. Reference [51] recommends a correlation
for packed beds:

uL =

(
h3Lg

1.2ρ0.7

12C2
ha

1.9
ef µ

0.7

) 1
1.7

(26)

which depends on the bulk liquid properties (density and
viscosity), effective interfacial area of the packing, aef , and
hydraulic load,hL . The hydraulic load depends on the liquid
holdup, M ′ (27).
This model is useful for estimating the liquid molar flow

rate, L, using (28). Given that the internal diameter of the
packed column is Ds = 5 cm; hence, the transversal flow
section of the column is S = πD2

s .

hL =
M ′MW
Sρ

(27)

L =
uLρS
MW

(28)
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d: VAPOR-LIQUID EQUILIBRIUM (ETHANOL-WATER)
The thermodynamic equilibrium is obtained by solving a set
of five algebraic equations simultaneously:

Dalton’s Law,

P01γ1x1 + P
0
3γ3 (1− x1) = P (29)

Extended Raoult’s Law,

P01γ1x1 = Py1 (30)

NTRL activity model (coefficients from [21] are listed in
Table 1) for ethanol and water,

ln (γ1)

=
τ31G31 (1− x1)
x1 + G31 (1− x1)

+ . . .
x1

x1 + (1− x1)G31

(
−

(
(1− x1)t31g31
x1 + (1− x1)G31

))
+ . . .

(1− x1)G13

x1G13 + (1− x1)

(
τ13 −

(
x1τ13G13

x1G13 + (1− x1)

))
(31)

ln (γ3)

=
τ13G13x3 + τ23G23x2 + τ33G33x3

G13x1 + G23x2 + G33x3

+ . . .
x1G31

x1 + (1− x1)G31

(
τ31 −

(
x3τ31G31

x1 + x3G31

))
+ . . .

(1− x1)
x1G13 + (1− x1)

(
−

(
x1τ13G13

x1G13 + (1− x1)

))
(32)

In addition, we used the Antoine equation to calculate
the pure component vapor pressures, P0, for ethanol and
water,

ln(P01) = 16.5726−
3576.89
T − 50.35

(33)

ln(P03) = 16.2887−
3814.43
T − 45.98

(34)

The pressure of the system, P, is constant at 101.325 kPa,
therefore for any T, between the saturation temperature of
ethanol and water, there is a real solution for the thermody-
namic equilibrium variables (γ1, x1, y1, γ3,P).

e: VAPOR-LIQUID EQUILIBRIUM
(METHANOL-ETHANOL-WATER)
The same water-ethanol equations are applicable. The
extended Raoult’s Law gives the equilibrium between the
vapor and liquid phases:

P02γ2x2 = Py2 (35)

and themethanol vapor pressure,P02, by theAntoine equation,

ln
(
P02
)
= 16.5726−

3624.53
T − 34.14

(36)

The NTRL activity model (coefficients shown in Table 1)
for methanol is given by

Ln (γ2)

=
τ12G12x1 + τ32G32 (1− x1)

G12x1 + G32 (1− x1)

+ . . .
x1G21

x1 + (1− x1)G31

(
τ21 −

(
τ31G31 (1− x1)
x1 + (1− x1)G31

))
+ . . .

(1− x1)G23

x1G13 + (1− x1)

(
τ23 −

(
τ13G13x1

x1G13 + (1− x1)

))
(37)

5) RELATIONSHIPS FOR MEASURED VARIABLES
Because relevant state variables cannot be measured directly
in the pilot plant, post-processing of some simulation vari-
ables is needed to compare the measured experimental data
with the simulation predictions. The measurements were sen-
sitive to temperature changes; therefore, for practical rea-
sons, the distillate is assumed under standard conditions
(Td = 298 K, Pd = 101.325 kPa).

The distillate volumetric ethanol concentration, Ad , which
is measured online (%v/v or GL◦) with the density sensor,
is given by

Ad =
(
1+

1− y1,d
y1,d

MW3

MW1

ρ1(Td )
ρ3(Td )

)−1
100 (38)

The molar flow rate, D, is given by the measured distillate
volumetric flow rate, Fd , and the liquid density evaluated at
the distillate conditions, ρ(y1,d ,Td ),

D =
Fdρ(y1,d ,Td )(

MW1y1,d +
(
1− y1,d

)
MW3

) (39)

D. PREPARATION OF MODEL FOR CODING
1) ALGEBRAIC MANIPULATION
The model equations presented in Section II.C were manip-
ulated to yield an almost explicit form so that conventional
ODE solvers in MATLAB /Simulink could be used, thereby
simplifying the numerical solving strategy. The following
steps were performed to obtain an explicit ODE system.

a: EXPLICIT WATER-ETHANOL VLE
Following previous work [21], an efficient method was
applied where the phase equilibrium equations were pre-
solved, and later the unique real solution was fitted to several
polynomials, avoiding solving the nonlinear equations each
integration time step.

In our case, the set of nonlinear equations given byDalton’s
Law, Raoult’s Law, and NTRL activity coefficients (29-33)
was pre-solved using the fsolve solver in MATLAB for a
set of temperature values. This temperature set was given
by a linearly spaced vector of 100 elements delimited by
the ethanol and water saturation temperatures at 101.325 kPa
(352-373 K).

Then, from the matrix of values obtained, the vectors of the
variables of interest are conveniently extracted in pairs to fit
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the next set of polynomials:

y1 =


0.5145T 2

−365.04T+63693 T ≤351.89
−0.0003T 3

+0.3199T 2 . . .

−114.91T+13760
351.89<T <362

−0.0337T+12.596 362≤T
(40)

y1 =
1.498+ 1220(x∗1)− 735.1(x∗1)

2
+ 1220(x∗1)

3

113+ 1538(x∗1)+ 54.93(x∗1)
2
+ (x∗1)

3 (41)

x∗1 =
1

179.6− 865(y1)+1586(y1)2−1299(y1)3+400(y1)4

(42)

T =
374.1+ 5855x∗1

1+ 16.65x∗1 + 0.01086
(
x∗1
)2 (43)

T =
396.6− 863.6y1 + 1049 (y1)2

1− 2.34y1 + 2.9818 (y1)2
(44)

Our criterion was to choose the simplest polynomial that
yielded an average relative error of <1%.

b: REARRANGEMENT OF THE REBOILER ODE’S
The relevant state variables in this section are: [Mb, x1,b, x2,b],
described in (1-3). Through algebraic manipulation applying
the linearity property of the derivatives and the chain rule,
it was possible to obtain three explicit ODE for each state
variable:

dMb

dt
= f1 (x,w,u, θ) (45)

dx1,b
dt
= f2 (x,w,u, θ) (46)

dx2,b
dt
= f3 (x,w,u, θ) (47)

The boiler energy balance (4) is reduced to an explicit
algebraic expression for the vapor flow rate, Vb, following the
‘‘dynamic distillation derivative’’ method described in [52].

c: TRANSFORMATION OF A PDE SYSTEM INTO
AN ODE SYSTEM
The method of lines (MOL) was applied as spatial discretiza-
tion to transform the PDEs into an ODE system [53], [54].
The first step is to apply the chain rule to the left-hand
side equation of the packed column mass and energy
balances (5-8). Hence, themassmatrix α, whose elements are
nonlinear functions of the state variables, yields an explicit
PDE system. Therefore, the convective term, ∂f (Y)

∂z , is dis-
cretized with the upwind scheme following the direction of
the liquid velocity; then, the difference is evaluated at each
i and previous i − 1 discrete element. The source term R,
and the mass matrix, are evaluated at each discrete element.
The expression resulting from this transformation method is
given by,

α
dY
dt
=
∂f (Y)
∂z
+ R

dYi

dt
=

(
f (Yi)− f (Yi−1)

1z
+ Si

)
α−1i

(48)

The column height (28 cm) was discretized into
n = 7 elements, giving slices of 4 cm each, matching the
position of the temperature sensors. The boundary conditions
in the packed column were of the Dirichlet type (Table 2).

TABLE 2. Boundary conditions for the packed column.

This ODE system was rearranged following the same pro-
cedure applied to the reboiler equations, resulting in a set of
4n = 28 explicit ODEs ∀i = [1, 2, . . . , n],

dM ′i
dt
= f4i (x,w,u, θ) (49)

dx1,i
dt
= f4i+1 (x,w,u, θ) (50)

dx2,i
dt
= f4i+2 (x,w,u, θ) (51)

dT , i
dt
= f4i+3 (x,w,u, θ) (52)

d: REARRANGEMENT OF VAPOR PHASE EQUATIONS
The vapor-phase molar fractions of ethanol and methanol in
the packed column were described using two ODEs (9-10).
Discretization was also applied to these equations, result-
ing in 2n = 14 additional algebraic equations. After some
algebra, it is possible to obtain explicit algebraic equations
to calculate the vapor flow rates, Vi, in the packed column,
which depends on the previous element flow rate, Vi−1;
thus, at the first element it is needed the reboiler vapor flow
rate, Vb.

e: REARRANGEMENT OF THE PARTIAL CONDENSER
ALGEBRAIC EQUATIONS
In this case, (11-15) were combined with the heat transfer
relation (20), resulting in a reduced system of two implicit
algebraic equations in the unknown variables

[
x1,c,Tw.out

]
,

0 = h1 (x,w,u, θ) = VnHn − Lchc

− . . .DHD − hwAcφheat
Tw,out − Tw,in

Ln
(
Tc−Tw,in
Tc−Tw,out

) (53)

0 = h2 (x,w,u, θ) = Tw,out

− . . .

(
Tc −

(
Tc − Tw,in

)
exp

(
−hwAcφheat
Fwρwcp,w

))
(54)

These are highly coupled to the state variables in this
section; therefore, both equations must be solved simultane-
ously at each integration step.
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2) NUMERICAL SOLUTION AND SIMULATION
The resulting differential-algebraic equation (DAE) system
is highly nonlinear, comprising 3 + 4n = 31 ODEs (55),
two implicit algebraic equations (56), and 113 explicit alge-
braic equations, characterized by vectors f (57) and h (58),
respectively; this problem structure is typical of distillation
system with packed columns [55]. States are represented
by (59), implicit variables by (60), and input variables by (61),
which include the manipulated variables and measured dis-
turbance Tw.in. The four model parameters in (62) were
regressed from the experimental data. A consistent initial
condition is obtained by solving (55) and (56) simultaneously
at steady-state (zeros on the left-hand side).

ẋ =
dx
dt
= f (x,w,u, θ) (55)

0 = h (x,w,u, θ) (56)

f = [f1, . . . , f4n, f4n+1, f4n+2f4n+3]T (57)

h = [h1, h2]T (58)

x = [Mb, x1b, x2b,M ′1, x1,1, x2,1,T1, . . . ,

M ′4n, x1,4n, x2,4n,T4n]
T (59)

w =
[
x1,c,Tw.out

]T (60)

u = [Qb,Fw,Tw.in]T (61)

θ =
[
M ′shellCpshell, φmass, φheat ,Q

′
loss
]T (62)

x (t = 0) = x0; h (t = 0) = h0 (63)

v = g (x,w,u, θ) (64)

v = [Ad ,D]T (65)

g = [g1, g2]T (66)

One option to solve this system is to embed an implicit
equation solver (fsolver or fzero) nested with the ODE
solver. However, this method is computationally expensive
because it requires solving the implicit algebraic system at
each integration step, and there is always the possibility of
constraint drift. Rearranging the implicit algebraic equations
to reduce the DAE index is a better option. In our model,
we replaced the two implicit algebraic equations with two
new ODEs to obtain a DAE system of index zero [56].
This procedure applies the implicit derivation theorem (the
‘‘index reduction’’ method), which requires extensive alge-
braic manipulation and yields complicated algebraic expres-
sions since a large symbolic Jacobianmatrixmust be inverted.
Moreover, determining suitable initial conditions for the new
ODEs is challenging.

We found that the best option to solve our model was
to use an algebraic loop constraint function block within
MATLAB/Simulink. In this case, the implicit equations and
the ODEs are solved simultaneously, although a semi-explicit
DAE solver should be applied [45], [46]. The integrator
chosen was ODE15s [57], which is appropriate for DAE
(index 1) and stiff systems. To check the DAE index order

in our model, we compute the algebraic matrix rank of the
Jacobian of h with respect to w, obtaining a full rank (all
linearly independent rows) for any discretization size form
n = 1 to 7, therefore our DAE index is 1. The implementation
of the solution method in Simulink using the algebraic loop
scheme is shown in Fig. 5.

FIGURE 5. The batch distillation packed column model solution method
in Simulink.

This method uses a feedback loop for the implicit vari-
ables considered inputs to the ODE system. In our case, this
strategy was 60 times faster than solving implicit equations
using an embedded nonlinear solver. Simulink has robust
algorithms for handling loops, as they typically appear in
feedback control and other applications that include signal
recirculation.

We also analyzed other solving strategies for PDEAs; how-
ever, most of them focus on linear PDEs [41], [43], [44],
which are not suitable for our model. An appealing alterna-
tive solution for nonlinear PDEAs is described in [42] for
a chromatography column (one PDE, one ODE, and one
implicit algebraic equation), taking 10 times less CPU time
than the method of lines (the strategy we used in this study);
however, our model is larger (three ODE, four PDE, and two
implicit equations); moreover, nonlinearities are much more
complex.

Additional features such as variable scaling and smoothing
of discontinuities are necessary to achieve robust and efficient
simulations. Scaling was necessary to improve the solver per-
formance [47], given the significant differences in the order
of magnitude of the model variables, that is, temperatures
on the order of 102, ethanol molar fractions on the order of
10−1 and methanol molar fractions on the order of 10−4.
A linear scaling procedure was implemented, which set all
state variables to remain approximately between the limit
values a = −1 and b = 1. Therefore, the scaled variable,
xscaled , and the variable in engineering units, x, are related by

xscaled =
(
b− a
xrng

)
(x − xss) (67)

x =
(
xrng
b− a

)
xscaled + xss (68)
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FIGURE 6. Scaling of variables for the integration.

When the derivative of a scaled variable is required, it can
be easily obtained by derivation of (67) to obtain,

ẋscaled =
(
b− a
xrng

)
ẋ (69)

The parameters involved in the scaling process are the
variable range, xrng, and reference value xss, which depend
on the approximate maximum and minimum variable values
anticipated in the experiment.

xrng = xmax − xmin (70)

xss = 0.5 (xmax + xmin) (71)

This scaling methodology, as shown in Fig. 6, is widely used
in data analytics because it improves the numerical condi-
tioning of the problem and eases the setting integration error
tolerances of the ODE solver.

Numerical tests found that it was crucial to smooth the
model discontinuities to attain robust simulations and prevent
the failure of the implicit solvers. The model discontinuities
include the piecewise nature of the Nusselt number corre-
lation (20) and the vapor/liquid equilibrium calculations in
the vapor phase (40). These expressions generate numerical
difficulties at the transition points, waste time in unnecessary
iterations, and can cause complete failure of the integra-
tion. A simple method was implemented, smooth sigmoidal
transitions, where two functions f1 and f2 are multiplied
by a variable weight β, described in (72) and (73). Two
parameters must be specified: the value when the transition
occurs, xtransition, and a tuning parameter, 1xtransition, which
defines the transition steepness. This procedure avoids solver
failures.

fsmooth(x) = f1(x)(1− β(x))+ f2(x)β(x) (72)

β(x) =
1

1+ exp
(
−(x−xtransition)
1xtransition

) (73)

On average, the complete distillation model takes 1.8 s
to run an open-loop simulation without disturbances in
MATLAB/Simulink Online R2020a (Intel Xenon Platinum
8178M). Alternatively, an Intel i7-8700K desktop computer
with MATLAB R2020a takes 1.07 seconds. For comparison,
a preliminary version of our model was run with the implicit
equations solved at each time step, without scaling and no

smoothing transitions; it took 10 min to run the same open-
loop simulation.

III. RESULTS AND DISCUSSION
The four free model parameters in (62) were regressed
by minimum least-squares using a global optimization
algorithm. We choose a global over a local solver given
our model’s strong nonlinearities and multiple free param-
eters, making it prone to falling into a local optimum. The
experimental data were obtained using the pilot-scale batch
distillation column described in Section II.A. Additionally,
sensitivity and residues analyses were performed to assess the
model’s performance.

A. EXPERIMENTAL DISTILLATION DATA SET
The reboiler was initially loaded with 40 L of a water
and ethanol mixture (13% v/v) and then heated at a con-
stant rate (Qb = 1000 W) until the end of distillation.
A set of similar distillations was carried out, keeping the
heat removed by the partial condenser constant at 140 W
(#1 and #2), 200 W (#3 and #4), and 250 W (#5 and #6).
The partial condenser heat was controlled with a steady-
state feedforward strategy derived from an energy balance,
which manipulated the cooling water flow rate, Fw, and
measured its inlet and outlet temperatures. The datasets were
split into calibration runs (#1, #2, #5, and #6) and validation
runs (#3 and #4).

The sample time was 10 s, and the process variables
were recorded in LabView using National Instruments
input/output modules, following the setup details of our pre-
vious work [30]. In addition, the recorded data was smoothed
with a first-order filter with a time constant of 5 s, which was
enough to reduce the sensor noises without extensive impact
on the dynamic response of Fw and Tw,in.

B. MODEL CALIBRATION
The differences between the simulations and measurements
of the distillate ethanol concentration, Ad , and outlet water
cooling temperature, Tw,out , were considered in the cost func-
tion for model calibration.

The primary estimated parameters, θ , are given in (62).
The initial ethanol concentration, x1b,ini, was also estimated
because it is difficult to precisely determine the ethanol
concentration when the mixture starts boiling and distilling.
Therefore, the actual vector of regressors is,

θ =
[
M ′shellCpshell, φmass, φheat ,Q

′
loss, x1b,0

]T (74)

It was necessary to tune the ODE/DAE integration option
parameters to avoid simulation failures, considering that
thousands of parameter combinations were evaluated during
model calibration. A reliable set of integration parameters
for our simulations with scaled variables was as follows:
integration solver ode15s, max step size 10 s, absolute
tolerance 10−3, relaxed relative tolerance 10−2.
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FIGURE 7. Experimental data set (segmented lines) of the calibration and validation, and comparison with model (continuous
lines). Left graphs at Qc = 140 W (calibration data) shows Run #1 (red) and Run #2 (dark red). Middle graphs at Qc = 200 W
(validation data) shows Run #3 (green) and Run #4 (dark green). Right graphs at Qc = 250 W (calibration data) shows
Run #5 (blue) and Run #6 (dark blue).

FIGURE 8. Sensitivity parameter analysis at validation model conditions (Qc = 200 W; Run #3 and #4). The continuous lines are the simulations
as follows: nominal parameter value (black),+10% (red) and -10% (blue).

The fitted parameter vector is given by the argument that
minimizes,

θ̂ = argmin
θ
ω
∑m

k

∑nk

i

 Amodeldik − Aexpdik

nk max
(
Aexpdk

)
2

+ . . . (1− ω)
∑m

k

∑nk

i

(
Tmodelw,outik − T

exp
w,outik

nk max
(
T expw,outk

) )2

(75)

This nested minimization corresponds to each experimen-
tal run’s weighted normalized mean square error (NMSE).
Subindex i refers to the observations (nk = 1700 samples)
and k refers to the m experimental runs (m = 4; 2 for
each duplicate for 140 and 250 W). The cost function errors
were normalized by the maximum experimental value and
number of data points in the corresponding experimental run.
In addition, the weight ω was set by trial and error, begin-
ning with weight values of 0.5; however, the results showed
poor performance of both variables. Consequently, it was
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finally fixed to 0.9 to prioritize a better fit on Ad (which has
a significant impact on spirits quality) over Tw,out . Once the
cost function is defined, and the experimental data is split, the
optimization problem can be solved.

The scatter-search global optimization package MEIGO
[58], [59] was used to solve (75). The solver converged
in a reasonable time (1 h) after tuning several solver
parameters such as the number of diversifications = 40,
max number of evaluations = 500, and local solver
algorithm = fmincon. We also compare the results
and performance with other tools, such as the global
search function GlobalSarch of the MATLAB Global
Optimization Toolbox. Similar calibration results were
obtained, although taking much longer to run (6 h) and to
tune the solver parameters.

The model performance indices (NMSE) for each cali-
bration and validation experiment are given in Table 3. The
calibrated parameter values are listed in Table 4.

TABLE 3. Model performance indices: calibration and validation.

The time series plots in Fig. 7 illustrate themodel’s capabil-
ity more clearly than the performance indices. Calibration #1
shows a significant and rather constant bias for Ad in Run #2,
while Ad fitting in Run #1 was almost perfect. Ad biases
for Run #5 and Run #6 in Calibration #2 are larger and
increase with time. In this case, a model parameter probably
changes its value at high distillation rates. Interestingly, the
average ethanol concentration predictions in the validation
experiments were the best.
Tw,out bias in Calibration #1 is almost constant in Run #1;

in Run #2, a significant bias only appears between 1.8 and
2.8 h. In the validation case, a significant bias is noticed in
Run #4 only between 3.1 and 4 h, while Run #3 presents a
significant and variable bias between 0. 5 and 3.7 h and after
4.1 h. The outlet water temperature appears highly sensitive
to unacquainted disturbances, which explains the observed
dynamics variability and prediction biases. The temperature
fitting for Calibration #2 was almost perfect, and both exper-
imental runs were very much alike; hence, unmeasured dis-
turbances seem neglectable in these experiments.

It is important to notice that simulations at the beginning of
the distillations are unreliable, and this limitation is probably
due to the difficulties of establishing reliable initial conditions
for the simulations.

TABLE 4. Regressed parameter values.

C. SENSITIVITY ANALYSIS
Rigorous analysis needs a fully explicit ODE system to obtain
the sensitivity matrix [60], [61], [62]. We applied a more
straightforward approach for the sensitivity analysis of the
DAE batch distillation model. The impact of each estimated
parameter on the measured variables was assessed by chang-
ing their nominal values by ±10% in two simulations based
on the condition of distillations #Run 3 and #Run 4.

The model output variables observed for this sensitivity
analysis were the ethanol concentration and the outlet tem-
perature, as shown in Fig. 8. The least sensitive parameters
for both output variables are M ′shellCpshell and φmass; it is
observed that at the operating point and for that level of
variation, these parameters do not play any relevant role. The
most sensitive parameter for ethanol concentration is Q′loss,
suggesting that heat losses cause additional condensation,
thus impacting the compositions in the column. The most
sensitive parameter for the outlet coolant temperature is φheat ,
because that parameter has a direct impact on the heat transfer
efficiency. Finally, the sensitivity of the initial condition of
ethanol in the boiler, x1b,ini, was also analyzed. As expected,
this initial condition greatly impacts the ethanol concentra-
tion because it defines the initial ethanol availability.

D. ANALYSIS OF RESIDUALS
This analysis can provide insights on modifying or extending
the model to improve its performance. The residuals of an
ideal model should be randomly distributed, show no struc-
ture, and be time-independent [63], [64], [65], [66].

A validation data set (different from the calibration set) was
used to test the model residuals. We used the 200 W experi-
mental data sets (runs # 3 and #4) to analyze the residuals.

The structure of the residuals was verified by plotting their
evolution (Fig. 9). The residuals distribution was analyzed
using the normality probability plots (NPP), shown in Fig. 10.

Ideally, no time structure should be observed in the evo-
lution of the residual with zero mean and homogenous dis-
persion [67]. The ethanol concentration residuals in both the
experiments and the temperature residual in run #4 showed a
similar pattern (Fig. 9): an exponential decline at the begin-
ning, followed by a low-frequency oscillation. The tempera-
ture residuals in run #3 were much less variable. The large
deviations at the beginning suggest that other phenomena
should be included in the model to reproduce the distillation
process’s start-up better.We believe that the low frequency
oscillations observed within 0.5 – 5 h were caused by an
unmeasured disturbance, such as the ambient temperature.

84704 VOLUME 10, 2022



S. Díaz-quezada et al.: Modeling and Simulation of a Packed Column Batch Still for Fruit Wine Distillations

FIGURE 9. Evolution of the residuals for distillations with Qc = 200 W
heat-removal. Continuos lines for Run #3 (green) and Run #4 (dark
green).

A more detailed heat-loss model can include the impact of
this temperature on the simulation outputs.

The Anderson-Darling (A-D) test, available in MATLAB
(adtest), was applied to verify the probability distribution
of the residuals. This routine calculates the residual accumu-
lated probability of the NPPs and the corresponding p-values.
According to this test, the two experiments’ residuals do not
follow a normal distribution (p < 0.05; 95% confidence).
Figure 10, where the segmented red lines represent the normal
distribution, confirms that the residuals deviated significantly
from normality and that there were many outliers due to
unmodelled dynamics. Nevertheless, the ethanol concentra-
tion residuals are closer to the normal distribution than the
temperature residuals. This analysis supports that the heat
transfer model may be improved.

E. MODIFIED HEAT LOSS MODEL
To verify if a variable heat-loss model could better represent
the batch column dynamics, we ran an additional experi-
mental distillation operating the partial condenser in an open
loop, applying a sequence of step changes in Fw. The exper-
iment was performed under the same operating conditions as
previously set: Qb = 1000 W, loaded volume = 40 L, and
ethanol concentration of the loaded mixture = 13% v/v.
The new model includes two additional fitting parameters:

the overall heat-loss parameter associated with the packed
column, UA′loss, and the overall heat loss parameter associ-
ated with the partial condenser, UAcloss. The corresponding
temperature differences were the ambient temperature, Tamb,
(considered constant at 25 ◦C) minus the packed column tem-
perature, Ti, or the partial condenser temperature, Tc. Hence,
the new heat-loss model includes the following equations.

Q′lossi = UA′loss(Tamb − Ti) (76)

Qlossc = UAcloss(Tamb − Tc) (77)

FIGURE 10. Normality probability plots for distillations with 200 W
heat-removal. Left graphs for Run #3 and right graphs for Run #4. The
points are for the residuals (blue), and the best normality trend is shown
with a segmented line (red).

FIGURE 11. Comparing original (red) and new model (blue) in a variable
cooling water flow rate distillation. The experimental data (black) is
shown as a segmented line.

The new regression results are shown in Fig. 11; the ethanol
concentration predictions were much better than those of the
original model. The considerable bias after approximately
2 h shown in the simulations with the previous model was
absent in the new model simulations. The partial condenser
outlet temperature predictions improved with the new model,
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TABLE 5. Performance and regressed parameters.

although a significant bias remained. Hence, there are still
disturbances and dynamic phenomena that have not yet been
identified. The new set of free parameters was compared with
the previous model fitting in Table 5. It should be considered
that in the new simulation with the original model, we used
the same model parameters fitted in the model calibration
section.

As expected, the values of the new fitting parameters dif-
fered from the previous ones because the calibration data and
model structures differed. The effective heat and mass trans-
fer area were the most affected factors. As shown in Table 5,
the performance indices associated with the newmodel reveal
a significant improvement compared to those of the previous
model. To explain this improvement, we analyzed the heat
loss simulations, noting that the internal column temperature
varied between 80 and 93 ◦C (data not shown). These col-
umn temperatures minus the ambient temperature of 25◦C
resulted in column heat losses between 10.5 and 12.8 W/m,
which is less than half the value obtained in the previous
model (27.17 W/m). Finally, we analyzed the heat loss in
the partial condenser that occurred in the new model. It was
verified that the heat loss in the partial condenser was between
150 and 190 W. Consequently, the coolant outlet tempera-
ture decreased, approaching the temperature measured in the
experiments (middle graph in Fig. 11). Overall, this implies
that a considerable amount of the total removed heat is not
directly manipulable by coolant flow rate.

IV. CONCLUSION
A realistic model of a pilot-scale batch distillation column
for fruit distillates, which has a challenging DAE system of
index 1, was developed and solved efficiently. Despite the
low index order, the solution was not trivial because of the
strong nonlinearities and large size of the resulting model.
Compared with previous simulations with similar models, the
simulation times were reduced by two orders of magnitude.
This reduction significantly simplified the model calibrations
and performance analysis, yielding accurate predictions for
distillate ethanol concentrations.

The heat transfer fitting parameters had the greatest influ-
ence on the model outputs. It was verified that the variable
heat loss model significantly improved the predictions of dis-
tillate ethanol concentrations and outlet water temperatures.

TABLE 6. Variable list.

Even though the outlet water temperature simulations were
somehow inaccurate, accurate predictions of ethanol con-
centrations are critical for process control and optimization
because the recovery of valuable aromas in fruit distillations
depends on the distillate ethanol content.

To improve the predictability of distillations, future devel-
opment of this model should focus on developing a reli-
able procedure to define initial conditions, especially initial
ethanol concentration in the boiler. Additionally, unmeasured
disturbances and unmodelled dynamics affecting the partial
condenser must be identified.
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The model presented here helps design robust control sys-
tems and optimal operating strategies to enhance the recovery
of valuable aromas, minimize toxic and undesirable volatile
components in the distillate, and reduce the process’s cooling
water and energy consumption.

NOMENCLATURE
More details such as physical properties and the model code
are available in the online repository: https://github.com/
simondiaz5/batch-packed-column-fruit

TABLE 7. Subindex list.

TABLE 8. Superindex list.
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