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ABSTRACT Multi-microgrid systems can improve the resiliency and reliability of the power system
network. Secure communication for multi-microgrid operation is a crucial issue that needs to be investigated.
This paper proposes a multi-controller software defined networking (SDN) architecture based on fog servers
in multi-microgrids to improve the electricity grid security, monitoring and controlling. The proposed
architecture defines the support vector machine (SVM) to detect the distributed denial of service (DDoS)
attack in the storage of microgrids. The information of local SDN controllers on fog servers is managed
and supervised by the master controller placed in the application plane properly. Based on the results of
attack detection, the power scheduling problem is solved and send a command to change the status of
tie and sectionalize switches. The optimization application on the cloud server implements the modified
imperialist competitive algorithm (MICA) to solve this stochastic mixed-integer nonlinear problem. The
effective performance of the proposed approach using an SDN-based architecture is evaluated through
applying it on a multi-microgrid based on IEEE 33-bus radial distribution system with three microgrids
in simulation results.

INDEX TERMS Multi-microgrid, software defined networking, cloud-fog computing, distributed denial of
service attack (DDoS), optimization algorithm.

NOMENCLATURE

Sets/Indices

�UT Set/index of uncertain parameters of
problem

Constants

CESS
ess,t,mg Hourly price of storage ($/kWh)

Ci Interuption price of ith bus ($/kWh)
Closs Hourly price of energy losses ($/kWh)
CostMmg Total multi microgrid cost ($)
CGrid
t,grid Hourly price of energy purchased from

main grid ($/kWh)
CDG
t,mg Hourly price of power purchased from

DGs in mg th microgrid ($/kWh)

The associate editor coordinating the review of this manuscript and

approving it for publication was Ruisheng Diao .

d The stepsize between colony and
imperialist in each movement

m1,m2,m3 Three unequal constants for colony
n Number of uncertain parameters
Nmg,Nbr ,Ness Number of microgrids/branches/

storages
µ Uncertain parameter mean value

Variables

I2br,t,mg Current of branches in mg th microgrid
L(ai) Avarage load connected to i th bus
λi Failur rate of i th component
Pbr,t,mg Active power of branch in mg th

microgrid (kW)
PESSess,t,mg Active power of storage in mg th

microgrid (kW)
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Pb,t,mg/Qb,t,mg Active/reactive power of bus in mg th

microgrid (kW)
PDGt,mg/Q

DG
t,mg Active/reactive power of DG units in mg

th microgrid (kW)
PGridt,grid/Q

Grid
t,grid Active/reactive power of Grid (kW)

Rbr,mg Resistance of branches (�)
S The distance between colony and

imperialist (m)
Vb,t,mg Voltage of bth bus in mg th microgrid (V)
Vr,t,mg Voltage of rth bus in mg th microgrid (V)
V t
i Voltage of ith buses in mg th

microgrid (V)
θb,r,mg the phase angle difference between bth

and rth buses in mg th microgrid
δb,t,mg Angle of the voltage in bth bus

in mgth microgrid
δr,t,mg Angle of the voltage in rth bus

in mgth microgrid
X t Position of each colony
Yb,r,mg The branch admittance between bth and

rth buses in mg th microgrid (f)

I. INTRODUCTION
A. AIMS AND MOTIVATIONS
Recently, multi-microgrids have become a popular research
topic due to the recent advancements in bidirectional power
and data communications. Multi-microgrids can improve the
reliability, resiliency and economics of the electric power sup-
ply [1], [2]. In fact, the benefits of multi-microgrid systems
can be summarized in four categories; supporting voltage
and frequency regulation, decreasing the operational cost and
enhancing the operational efficiency, providing high relia-
bility for critical load and maximizing various opportunities
by participating in energy and ancillary service markets [3].
However, by integrating several microgrids, many challenges,
in terms of power and communications, should be addressed.

In terms of the power challenges, the presence of uncer-
tainties in each microgrid may lead to serious instability in
multi-microgrids. It may be handled by advanced power elec-
tronics controllers [4], [5]. Due to the frequent changes of net-
work topology inmulti-microgrids, protection coordination is
required to achieve the highest reliability [6], [7]. Network
reconfiguration is a technique used to tie and sectionalize
switches to minimize power loss, regulate bus voltage and
improve reliability in distribution system [8], [9], [10], [11].
This technique can be an influential method in solving protec-
tion coordination issues. In [9], a linear power flow method
was introduced to solve the optimal scheduling problem of
microgrid in both islanded and grid-connected modes by
network reconfiguration. Most of the former research was
focused on the optimal management problems without con-
sidering how the architecture of the multi-microgrid might
improve the distribution network operation with utilizing
information and communication technology.

In terms of communications challenges, private informa-
tion of each microgrid and its cyber-attacks are the most
vulnerable issues that need to be investigated [1]. In [12],
a modern technology, namely, Internet of Things (IoT) was
proposed to enable monitoring the microgrid and protecting
it against various faults. As a result, adopting this technol-
ogy in power systems is increasing gradually [13]. However,
embedding IoT in the distribution power system has major
challenges as identified in [14]. Cloud and fog computing
architectures are the proposed methods to overcome some
challenges of IoT environments. By increasing the number of
IoT devices in network distribution, fog computing provides
an economic and fast path to exchange the big data [15],
[16], [17]. The combination of these two architectures has
eliminated the necessity of costly software, servers and com-
plex computing. However, the IoT issues such as fault tol-
erance, energy management, load balancing, and security
management are unsolved [18]. Besides, Due to complex-
ity and dynamicity of computer networks in traditional and
IP based networks, their configuration and management are
challenging. In other words, predefined exclusivemiddleware
on various network devices (e.g., switches, hubs, routers,
firewalls etc.,) with different vendors make conventional net-
works more sophisticated. Moreover, experts are needed in
various fields to design, maintain and operate for all layers
of the network [19], [20]. As a result, the SDN paradigm
has emerged with programmability and centralized-controller
features to simplify and improve network management by
separating data and control plane [21], [22]. Moreover, net-
workmetrics optimization, virtualization, mobility, migration
and energy conversion are enabled by automatic installation
services in SDN technology [23]. In order to benefit from
the SDN advantages, employing this technology in smart
grids was investigated in several articles to overcome some
disadvantages of conventional networks such as complexity,
time-consuming performance, protocol-based structure, and
hand-operated execution [24], [25], [26], [27], [28]. This can
help to make multi-microgrids more flexible and reliable.
Many benefits of the SDN, however, cannot be fulfilled unless
it is smartly organized. The inappropriate structure of SDN
can cause disturbance in transferring data by different types of
attacks such as denial of service (DoS) and distributed denial
of service (DDoS) attacks. In DoS attack, malicious users
cause to either fully disconnect or decrease the availability
of resources or servers for legitimate users. Extreme load on
the host, services and network of victim are generated by
many intruders working together in DDoS attack [29], [30].
These attacks can be categorized into different types; food
attack, amplification attack, Coremelt attack, land attack,
transmission control protocol synchronization) TCP SYN)
attack, common gateway interface (CGI) request attack, and
authentication server attack. Since these attacks can affect the
performance of networks, the detection methods which can
mitigate their damages are vital in SDN technology. In this
regard, various cyber vulnerabilities and their appropriate
countermeasures were investigated in order to increase the
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security and privacy [31], [32] especially in smart grids [28],
[33]. In this paper, a secure architecture for multi-microgrid
is proposed based on a multi-controller SDN architecture
which is designed with the physically distributed and logi-
cally centralized architecture. This design can be a solution to
prevent single point of failure situation in control plane [34].
As a result, three local controllers in the multi-microgrid are
equipped by fog servers with the same responsibility and
awareness of changes in all microgrids. An optimal schedul-
ing problem, which leads to the operation of microgrids in
the minimum cost, is solved in the cloud server by mas-
ter SDN controller and SDN applications according to the
local SDN controller data. Machine learning methods were
being used by many researchers to detect DDoS attacks [35],
[36]. Support vector machine is a popular method (SVM)
of ML which is proposed in this paper to be placed in the
local controllers. The combination of these three technologies
considering the security method can improve the resiliency
and reliability of multi-microgrids. Regarding the complexity
and nonlinearity of the problem, an evolutionary framework
based on the imperialist competitive algorithm (ICA) is also
suggested which is inspired by imperialistic competition [37].
A proper developed technique based on MICA [38] is also
proposed to boost the searchability of the algorithm and to
lessen the possibility of trapping in local optimum points. The
feasibility and adequacy of the proposed method are tested on
an IEEE 33-bus local distribution system.

B. CONTRIBUTIONS
The main contributions of this paper are as follows:

1) An SDN-cloud-fog based architecture is introduced for
multi-microgrid that reduces the investment costs in the
required local storage and helps to ease the data traffic
by making the communication lines free. Besides, the
interoperability feature of the suggested architecture
prevents extra investments in network components.

2) SVM algorithm is proposed to equip the fog servers
placed in the local controllers of each microgrid. It can
detect DDoS attack and omit the attacked bus of micro-
grid and after that send information of switches to
cloud for running the optimization application and
changing the tie and sectionalize switches according to
cyber-attacks.

3) A method based on MICA is presented to solve
the mixed-integer nonlinear optimization problem for
multi-microgrids energymanagement. This is a fast and
accurate method that avoids trapping in local optimums
based on competition among empires. Thismethod also
considers the reconfiguration of sectionalizing and tie
switches in multi-microgrids, hourly.

The remainder of the paper is organized as follows.
In Section II, the related works are briefly presented. The pro-
posed SDN-cloud-fog architecture is explained in Section IV.
The proposed stochastic nonlinear mixed-integer problem
for energy management purpose is completely formulated in
Section V. the security method is introduced in Section VI.

In Section VII, simulation results are investigated. Eventu-
ally, Section VIII concludes this study.

II. RELATED WORKS
Different aspects of multi-microgrid systems such as the
architecture, control, communication, and operation bring
complexity to the power system network. In [1], authors
investigated all aspects of networked microgrid in a com-
prehensive review paper. The operation of a multi-microgrid
with its communication need to be analyzed in the literature.
In this approach, SDN is a technology that can provide proper
architecture for multi-microgrid operation. Ren et al. devel-
oped the power-sharing scheme in a distributed manner based
on SDN architecture [39]. The resiliency of a networked
microgrid with minimum communication cost was guaran-
teed in this research. In [40], the SDN and fog computing
were integrated in an IoT environment. The scalability and
mobility in real time were supported to solve the latency
problem and the challenge of increasing Internet-connected
devices in IoT architectures. A decentralized Cloud-SDN
architecture was implemented for energy management in a
smart grid in the presence of electrical vehicles in [41]. The
dynamic price modelling in this architecture can improve
the grid stability in peak hours. In [42], the DDoS attack in
SDN architecture was detected by the developed SVM algo-
rithm in SDN controller. Kernel principal component anal-
ysis (KPCA) technique with genetic algorithm (GA) were
implemented in a simple SVM to improve the accuracy of
the architecture.

III. SOFTWARE DEFINED NETWORKING ARCHITECTURE
The conventional networks can support only one vendor
with specific policies and cannot provide changes in their
configuration, topology, and functionality easily. Complex
network management, limited information in performance,
specific command for device configuration, seldom innova-
tion in hardware and no global view are the weaknesses of
the conventional networks. As shown in Figure 1, the data
plane and control plane are integrated in network switch of
conventional architectures.

FIGURE 1. Conventional networks and Software defined networking
architectures.

By using the SDN technology, the flexibility and
programmability of the network can be enabled through
decoupling control plane and data plane. Moreover, SDN
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FIGURE 2. DDoS attacks in different plane of SDN architecture.

can control, manage and monitor the network logically in
centralized mode. SDN architecture compromises of three
planes, which interact with each other through southbound,
northbound, eastbound, and westbound application program
interfaces (APIs). The southbound interface is employed to
communicate between data and control planes with Open-
Flow (OP) protocol and the northbound interfacemakes inter-
actions between control and application plane. The west and
east APIs are applied either to combine traditional network
with SDN networks or utilize different controllers in con-
trol plane, respectively. With a centralized network operation
system (NOS), the controller has a global view about the
whole networks as the brain of the SDN architecture. This
attribute of SDN helps to easily implement any changes in
the configuration and information of the network, monitor
and detect the faults which occur due to accidental failures
and malicious attacks. Despite all advantages of the software
defined network, security threats are the main challenge in
this architecture. Dos and DDoS attacks are the most chal-
lenging security concerns for SDN technology. DDoS attack
is a kind of cyber-attack in which attacker sends the packets
to targeted victim from many computers in order to make its
main computing resource unavailable. As shown in Figure 2,

the various vulnerabilities of DDoS attack (un-authorized
applications, packet-In flooding, saturation of controller, flow
table overflow, spoofing of switch and congestion of south-
bound API) can be seen in SDN architecture. Therefore,
legitimate packets will be unable to send the messages cor-
rectly and the resources will be unavailable to authorize
the users. In other words, this attack is harmful due to the
memory limitation of the ‘flow switches and flow tables in
data plane and a centralized controller (a single point of
failure) in the control plane. Limiting the flow rules and using
a supportive controller can be proposed to solve the above-
mentioned issues [35]. In order to decrease the adverse effects
of the simple SDN architecture, the detection and mitigation
methods for DDoS attack are universally investigated by
researchers in recent years. The DDoS detection mechanisms
are categorized into four different groups; Information theory
metrics, machine learning methods, artificial neural network
and other defense solutions [35]. The subgroups of these
main categories are shown in Figure 3. SVM is one of the
most well-known methods in machine learning technology to
leverage network security. In this paper, SVM algorithm is
proposed in the SDN-cloud-fog based architecture to detect
DDoS attack since it can reach more accurate results in
detecting DDoS attack [35]

IV. THE PROPOSED ARCHITECTURE FOR
MULTI-MICROGRIDS BASED ON SDN
WITH CLOUD-FOG COMPUTING
Multi-microgrid plays an active role to make power system
operation more efficient, reliable, resilient, and secure. Since
the operation ofmulti-microgrids relies on advanced informa-
tion and communication technology, it is crucial to propose a
secure architecture for decreasing the cybersecurity concerns
in multi-microgrids. In this section an architecture based on
SDN with cloud-fog technologies is defined for operating
in multi-microgrids systems. By deploying SDN architecture
in multi-microgrids, valuable factors of the system such as

FIGURE 3. Classification of DDoS detection mechanisms in SDN.
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flexibility, interoperability as well as reliability increase. Fur-
thermore, based on the centralized form of the control plane
with applying cloud-fog server in the control and application
plane, the cost of the updating process in the system and
the power consumption of devices are reduced. Moreover,
multi controllers which are equipped by fog servers with
database server, management server, real-time communica-
tion server, application server, and network functions virtual-
ization (NFV) and virtual machines (VM) servers can make
the system invulnerable against attacks. Therefore, the cloud-
fog computing platform is proposed to enhance the quality
of service (QoS), reduce the bandwidth consumption and
prevent the single point of failure for multi-microgrids. The
proposed architecture is described in the following.

FIGURE 4. IEEE 33- bus test system network microgrid in the proposed
architecture.

Three microgrids consist of dispatchable and non-
dispatchable DGs, energy storage, loads and SDN switches
are placed in the data plane. In order to design the data plane
for a multi-microgrids based on SDN, as shown in Figure. 4,
some extra devices such as smart sensors, actuators, phasor
measurement units (PMUs) and advance metering infras-
tructures (AMIs) are added to the traditional communication
switches.

The control plane in SDN architecture can be placed at
the point of common coupling (PCC) of each microgrid
which is equipped by the fog servers. Fog servers solve the
disadvantages of conventional communication networks such
as low bandwidth, high network traffic and the high cost of
software and hardware. The proposed architecture utilizes
a multi-controller in each microgrid to prevent attacks with

small and inexpensive fog servers. These servers can process
and observe the performance of each microgrid, locally. Due
to that, applying fog-based servers with SVM detection algo-
rithm,which accordingly prevents unnecessary data transmis-
sion to the upper planes, can be a more efficient solution.
Therefore, the bandwidth will be free, and the data traffic
can be reduced. Moreover, based on the interoperability char-
acteristic of SDN architecture [43], various communication
protocols related to different devices can be managed and
processed, adequately. It also helps the system to be more
cost-effective by simplifying the maintenance and configu-
ration of the system with local controllers.

The application plane has a cloud-computing server for
different microgrid applications, which achieves the opti-
mized solution for the entire multi-microgrid with uncertain
nature. The DDoS attack in the storages of each microgrid
are detected by SVM algorithm of fog server in the local
SDN controllers. Based on the new information of storages in
the microgrid, the optimization application in the application
plane changes the status of sectionalizing and tie switches
to reach the best answer of objective function. Then, the
application plane can employ the logical control command
to change the network statuses.

V. STOCHASTIC OPTIMIZATION FRAMEWORK BASED ON
UT AND MICA METODS IN THE APPLICATION PLANE
In this section, first, the stochastic method unscented trans-
formation (UT) method and modified imperialist competitive
algorithm (MICA) which are applied in the optimization
problem in the application plane are introduced. Then, the
multi-microgrid optimization problem, which compromises
by objective function and constraints, is formulated.

A. UT METHOD
The stochastic nature of the devices in multi-microgrids (out-
put power of WT, PV, and load demand end energy price) is
the undeniable property of these system. Therefore, applying
proper methods can help to reduce the forecasting uncer-
tainty. In this regard, UT method is utilized to model the
uncertainties of renewable energies, load demand and energy
price in multi-microgrid. In the UT method, the correlation
of the renewable energy uncertainties is also considered. This
method can be implemented with low computational burden
easily and accurately. In other words, this mechanism can
approximate the probability density function (PDF) easier
than a nonlinear function [8]. Consider Y = f (X ), where f is
a nonlinear function with random input (X ) and output (Y ).
With n uncertain parameters, mean values and covariance of
the input and output are denoted by µX ,PXX and µY , PYY ,
respectively. In order to model uncertainties of the problem
with n parameters, 2n + 1 samples are created by UT. The
pseudocode code for this method is provided in Table 1.

B. MICA ALGORITHM
Implementing a powerful algorithm to solve a mixed-integer
nonlinear problem is crucial. In this paper, MICA is utilized
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to achieve an accurate and fast solution. In 2007, Atashpaz
and Lucas introduced ICA [37] as a kind of heuristic search
algorithm. In ICA, the empires are willing to control more
countries. The leadership of the defeated countries is given
to the powerful empire. In this paper, the modified version of
ICA, namely (MICA) is implemented to enhance the perfor-
mance of the original ICA algorithm. This framework solves
the mixed-integer nonlinear optimization problem for multi-
microgrids energy management in the following steps:

Step1) Generate initial population for each empire, ran-
domly (select the number of powerful populations as impe-
rialists and the rest of populations as a colony).

Step2) Begin the competition among imperialists to get a
more mutable colony by moving the mutable colony toward
relevant imperialists.

Step3) Form all empires again based on the imperialist
power (give the weakest colony to the best empire).

Step4) Collapse of the powerless empire and give it to the
best empire.

Step5) Stop if there is one empire that exists else go to
Step2.The mutable colony of Step 2 is introduced as follows:
The new position of each colony is identified simply.

d = u(0, β × S)

X t+1move = X t + d (1)

TABLE 1. Pseudocode of the UT method.

where d is the stepsize, with which each colonymoves toward
the imperialist to achieve its new position. β indicates the
direction that each colony choeses to move its imperialist.
The distance between colony and imperialist is shown by
S.X t+1move,X

t are the colonies of each empire. In order to
enhance the accuracy and speed of the ICA, three unequal

constants are selected randomly from the colonies (m1 6=

m2 6= m3). The mutable colony is generated as follows;

X t+1mutation = X tm1
+ rand(·)× (X tm2

− X tm3
) (2)

X t+1new =

 X t+1mutation if rand(·) ≺ γ

X t+1 otherwise
, 0 ≺ γ ≺ 1

(3)

The best colony is selected between generated colonies of
equation (15) and (16) based on their objective function.
Finally, X t+1 replaces X t .

X t+1new =

{
X t+1move if cos t(X t+1move) ≺ cos t(X t+1new )
X t+1new otherwise

(4)

This algorithm is applied in the optimization application of
the uppermost plane which is explained in the next section.
According to the monitored data obtained from the data
plane, the on/off status of each sectionalizing and tie-switch is
programmed by the results of the optimization application in
the cloud servers. In the next section, the scheduling problem
in the application plane, which aims to minimize the cost
function and satisfy its constraints, is described.

C. OBJECTIVE FUNCTIONS
To optimize the operating cost functions of the multi-
microgrid, the appropriate on/off states of sectionalizing and
tie switches are determined while several limitations are
satisfied.

Min f (x) = CostMmg =
T∑
t=1

Nmg∑
grid=1

CGrid
t,gridP

Grid
t,grid

+

T∑
t=1

Nmg∑
mg=1

CDG
t,mgP

DG
t,mg

+

T∑
t=1

Nmg∑
mg=1

Ness∑
ess=1

CESS
ess,t,mgP

ESS
ess,t,mg

+Closs
T∑
t=1

Nmg∑
mg=1

Nbr∑
br=1

Rbr,mg
∣∣∣I2br,t,mg∣∣∣

+

Nbar∑
i=1

L(ai)Ciλi (5)

The objective function formulated in (1) minimizes the
total multi- microgrid costs. It includes power consumption
cost of the main grid, operation cost of microgrid and energy
storage system, power loss, and customer interruption cost
function [45] which is a nonlinear function.

D. CONSTRAINTS
In this work, various limitations such as AC power flow
constraints, power source constraints, maximum power flow
in feeders and bus voltage limitations are considered.
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1) AC POWER FLOW CONSTRAINTS

Pb,t,mg =
Nbus∑
b=1

∣∣Vb,t,mg∣∣ ∣∣Vr,t,mg∣∣ ∣∣Yb,r,mg∣∣ cos(θb,r,mg
+δb,t,mg − δr,t,mg)

Qb,t,mg =
Nbus∑
b=1

∣∣Vb,t,mg∣∣ ∣∣Vr,t,mg∣∣ ∣∣Yb,r,mg∣∣ sin(θb,r,mg
+δb,t,mg − δr,t,mg)

(6)

2) POWER SOURCE CONSTRAINTS

Pk,mg
DGi,min

≤ Pk,t,mgDGi ≤ P
k,mg
DGi,max

(7)

Qk,mg
DGi,min

≤ Qk,t,mgDGi ≤ Q
k,mg
DGi,max

(8)

Pk,mg
grid,min

≤ Pk,t,mggrid ≤ Pk,mg
grid,max

(9)

Qk,mg
grid,min

≤ Qk,t,mggrid ≤ Qk,mg
grid,max

(10)

Pess,mg
ESS,min

≤ Pess,t,mgESS ≤ Pess,mg
ESS,max

(11)

Eess,t,mgESS = Pess,t−1,mg
ESS

+ ηchP
ess,t,mg
ESS 1t −

1
ηdch

Pess,t,mgESS,dch1t

(12)

Eess,mgESS,min ≤ Eess,t,mgESS ≤ Eess,mgESS,max (13)

Pess,t,mgESS,ch ≤ Pess,t,mgESS,ch,max (14)

Pess,t,mgESS,dch ≤ Pess,t,mgESS,dch,max (15)

3) POWER FLOW CONSTRAINTS IN FEEDERS∣∣∣Pbr,t,mg∣∣∣ ≤ Pbr,mgmax (16)

4) BUS VOLTAGE CONSTRAINTS

Vmin
i ≤ V t

i ≤ V
max
i (17)

VI. THE PROPOSED CYBER SECURITY METHOD
In order to guaranty the security of this architecture against
DDoS attack, it is reasonable to equip the fog servers with
detection algorithm based on the communicated information
from data plane. As mentioned already, the cyber attacks
detection in multi-microgrid can be valuable to operate gen-
eration units in their optimal points. Therefore, a multi con-
troller architecture with fog server technology is defined in
the proposed method. In this section, SVM algorithm which
is utilized to detect the DDoS attack in storage units of two
microgrids is discribed.

A. SVM ALGORITHM FOR DDoS ATTACK DETECTION
SVM, which is a supervised learning algorithm without a lot
of training data, is applied in the local controllers of SDN to
detect DDoS attack in three steps [32]:

â Collecting flow table information of openflow switches
â Extracting six characteristics values from flow table

information
â Judging the classified data by using the SVM algorithm

In Figure 5, the flowchart of DDoS attack detection in the
local controllers is demonstrated. The method of driving a
sample Z set is described in Section VII.

FIGURE 5. DDoS attack detection algorithm.

B. SECURITY ANALYSIS
In this section, the security analysis of the proposed archi-
tecture is discussed. DDoS attack can be detected by SVM
algorithm in the fog servers of each local SDN controllers.
In SDN architecture, the flow tables of open flow switches are
periodically checked to decided which packets can be sent to
the destination or to the local controllers. First, the flow table
information is sent to the collection flow state in the specific
time interval then the six- tuple characteristic values vector of
the flow table information (η) is calculated to obtain a set Z .

Z = (η, ζ ) = {(η1, ζ1), (η2, ζ2), . . . (ηn, ζn)}

ζ =

{
0, for normal state
1, for attacked state

(18)

In this step of SVM algorithm, its classifier trains the
sample set (Z ) and classifies the unlabeled test informa-
tion [32]. Finally, if the algorithm detects the DDoS attack,
the data packet is sent to the local controllers for changing
the topology of the system. An overview of the proposed
architecture and the status of tie and sectionalizing switches
before and after the attack detection is depicted in Figure 6.
The local controler 3 detects the DDos attacke in the storage
bus 13 at 10 am. The fog server in PCC3 send the information
of microgrid 3 to the optimization application in the cloud
server to change its topology under attack situation. As shown
in Figure 6, the sectionalizing switche13 is open and tie
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switch 34 is closed during DDoS attack based on the results
of the optimal application in cloud server. The optimal status
of tie and sectionalizing switches in the multi-microgrid for
three scenarios are depicted in Table 4.

FIGURE 6. Reconfiguration of tie and sectionalizing switches in
Microgrid3 after the DDoS attack detection.

VII. SIMULATION RESULTS
The effectiveness of the proposed method is verified through
applying it on IEEE 33-bus test systemwhich consists of three
microgrids with two DDoS attacks as is shown in Figure 4.
Three fog servers are placed in the SDN locall controllers
which are equiped by the SVM algorithm. Based on the
SDN master controller information, the optimal scheduling
operation of multi-microgrids is performed in the application
plane during a 24-h period. Five tie switches are shown by
dotted red lines and thirty one sectionalizing switches are
shown by solid black lines.

FIGURE 7. The forecasted output power of the renewable energy sources.

Two DDoS attacks are happened in the storage placed in
the buses 13 at 10 am and in bus 30 at 1 pm. The hourly
forecast output power of renewable energy sources in multi-
microgrids (WT1, WT2, and PV) are illustrated in Figure 7.
Table 2 provides the location, capacity, max/min capacity,
cost of energy purchase and start-up or shut-down costs. The
total load demand of microgrids and the market electricity
price are demonstrated in Table 3.

In this research, three different scenarios are evaluated
to carry out a clearer comparison. These scenarios are
mentioned separately as follows and the total costs of the
multi-microgrid for all scenarios for 24 hours are calculated.

TABLE 2. The limitations and energy price of DGs.

TABLE 3. Load demand of microgrids and energy price.

1) Reconfiguration without DDoS attack.
2) Reconfiguration with DDoS attack in the conventional

architecture.
3) Reconfiguration with DDoS attack in SDN

architecture.
In the first scenario, multi-microgrid is considered with-

out any attack and a normal optimal scheduling problem
is solved. The cost function curve of the first scenario in
Figure 8 shows that it is the minimum cost after less than
100 iterations. Since, attacks are inseparable factors in the
multi-microgrids technology, DDoS attack has been consid-
ered in the last two scenarios. DDoS attack which is known
as a tremendous threat to the Internet is applied in the second
scenario with the conventional architecture. Two attacks in
the storages of microgrids 2 and 3 occur in 1 pm and 10 am.

FIGURE 8. Cost of three different scenarios.
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TABLE 4. Optimal status of tie and sectionalizing switches and total cost of three different scenarios.

FIGURE 9. Generation power of DGs in scenario 1.

In the second scenario, attacks in bus 13 and 30 are not
recognized and reached the most expensive cost as shown in
Figure 6. In the last scenario, multi-microgrids are equipped
by SDN architecture to solve the scheduling problem consid-
ering DDoS attack. The attacks in bus 13 of microgrid 3 and
bus 30 of microgrid 2 are recognized by the SVM algorithm
placed in the local controllers of SDN.

After DDoS attack detected, the topology of the system is
changed. The new information about eachmicrogrid is sent to
the SDN master controller in cloud server. Master controller
observes the local controllers and manage them properly.

FIGURE 10. Generation power of DGs in scenario2.

Tie and sectionalizing switches are reconfigured in the best
status to reach the optimal answer according to the informa-
tion of SDN master controller in optimization application.
The generation power in the three different scenarios for
microturbines (MT) and fuel cell (FC) microturbines and fuel
cell are shown in Figure 9,10 and 11, respectively.

It is clearly obvious that DDoS attacks in the storages
of microgrids can be recognized in SDN architecture and
devided the power production of storages to the other DGs
power based on their costs (FC and MTs) during attacks and
recovering the system. In this duration of time, the power
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productions of DGs have increased and it can be adapted their
performance properly. Tabel 3 shows the optimal switching
scheme and the total cost in three scenarios.

FIGURE 11. Generation power of DGs in scenario3.

In the proposed architecture, during DDoS attack detec-
tion, the power information of detected bus is ignored in the
optimal scheduling application and after that it is invalved
in optimization application. As shown in Table 4, when the
DDoS attack in bus 13 is detected in the tenth hour for SDN
architecture, the sectionalize switch in bus 13 is opened and
the tie switch 34 is closed at hour 11. This status of sec-
tionalize switch is fixed until attack is disappeared. However,
for the conventional architecture, the topology of the tie and
sectionalize switches is fixed. Therefore the total cost in
scenario 2 is more than that of scenario 3.

Figure 12 presents the power charging/discharging of both
storages in all secenarios. As is shown, although St1 and St2
are attacked at 10 am and 1 pm, respectively, their charging
and discharging powers have been continued. This may lead
to an increase in costs and loadshading.

FIGURE 12. Power charge/discharge of two storages in three scenarios.

VIII. CONCLUSION
In this article, the SDN-cloud-fog architecture for multi-
microgrids is investigated. According to the interoperability

feature of SDN networks, the extera investments in the net-
work devices decrease. A multi controller topology in this
architecture prevents to occur a single point of failure. In addi-
tion, the master controller in the application plane, which is
responsible to manage and supervise the performance of each
local controller, makes the network communication more
resilience against attack and human error. In this paper, local
controllers on fog server are equiped by SVM algorithm to
detect DDoS attack.

After detecting DDoS attack, the related local controller
changes the topology of forwarding information with omit-
ting the attacked switch. The results of the optimization
application change the switching scheme properly to reduce
the multi-microgrid costs and enhance the dispatching, con-
trolling and monitoring of the power units. By applying
the MICA algorithm, the searching ability of the suggested
approach improves and it leads to the better convergence to
the local optimum. Totally, applying the proposed architec-
ture in multi-microgrid systems of distribution power system
can be beneficial and helpful from economical as well as
security and speed points of view.
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