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ABSTRACT Driver distraction behavior causes a large number of traffic accidents every year, resulting in
economic losses and injuries. Currently, the driver still plays an important role in the driving and control of
the vehicle due to the low level of vehicle automation and the immature development of autonomous driving.
Therefore, it is vital to research distraction detection for drivers. However, in realistic driving scenarios with
uncertain information, they are still some challenges in efficient and accurate driver distraction detection.
In this paper, an improved deep learning model based on attention mechanisms and bi-directional feature
pyramid networks (BiFPN) is proposed to identify driver distractions. Firstly, an improved data augmentation
strategy is introduced to increase the data diversity to enhance the generalization capability of the model.
Secondly, the squeeze-and-excitation (SE) attention mechanism layer is used after the C3 module of the
original backbone network to enhance the important feature information and suppress the minor feature
information. Finally, the BiFPN module is introduced into the neck network to better achieve multi-scale
feature fusion without increasing the calculation amount too much. The experimental results show that the
method proposed in this paper has an average mean accuracy rate (mAP) of 0.956 on the test set. Compared
to the original model the mAP has improved by 13.2%. The detection speed of the model is 71 frames
per second, and the memory occupation is 15.9 MB. This method has the advantages of high recognition
accuracy, fast detection speed, and small memory occupation of the model, which are important for achieving
engineering deployment.

INDEX TERMS Driver distraction, attention mechanismmodule, BiFPNmodule, deep convolutional neural
network, driving behavior.

I. INTRODUCTION
According to a report published by the World Health Orga-
nization [1], approximately 1.35 million people worldwide
are killed in traffic accidents each year. Approximately 20 to
50 million people will suffer serious disabilities. The report
also states that distracted driving by drivers is one of themajor
causes of traffic accidents. Data from the National Highway
Traffic Safety Administration (NHTSA) [2] also shows that
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distracted driving is blamed for 80% of road crashes and 16%
of highway fatalities.

With the rapid development of artificial intelligence and
vehicle automation, the automotive industry worldwide is
gradually moving towards digitalization and autonomous
driving [3]. However, so far, autonomous driving has not
matured in terms of vehicle control and the level of automa-
tion is still not high. At the same time, fully autonomous
driving (L5 level) has not yet been achieved at this stage.
Therefore, the driver is still required to remain focused at
all times while the vehicle is in motion. And the driver will
be ready to operate the vehicle in case of an emergency [4].
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A study by the National Transportation Safety Board found
that 37 of the crashes in Uber’s self-driving test vehicles
occurred while the vehicle was moving automatically. The
accidents were caused by driver distraction behavior failing
to take over the operation of the vehicle on time [5]. In the
foreseeable future, both manual and automated driving will
still require the driver to keep a close eye on the vehicle’s
driving status and thus ensure that it operates safely. There-
fore, real-time detection of driver distraction is very important
to improve transportation safety. Alerting the driver when a
distraction is detected or activating a vibration at the seat to
warn the driver, thus improving the driver’s concentration [6].
This will provide ideas for improving the advanced driver
assistance system (ADAS) [7]. At the same time, for the
further development of the automobile in the direction of
safety. The ultimate purpose of scientific research is also to
reduce accidents and ensure the driving safety of people and
vehicles on the road [8].

The NHTSA defines distracted driving as ‘‘any activity
that diverts attention from driving’’. The Centers for Disease
Control and Prevention (CDC) also defines distracted driving
more broadly [9]. A driver is considered distracted when
his or her attention is taken away from the driving task and
focused on other activities. These distraction behaviors can be
divided into three categories: cognitive distractions, manual
distractions, and visual distractions.

Today, smartphones are a major source of distraction for
drivers, and research into the detection of distractions such as
driver use ofmobile phones is now coming into focus. A study
in TheNewEngland Journal ofMedicine estimated the risk of
crashing for different categories of distracting behavior [10].
The highest category is ‘‘talking on a mobile phone’’ and
the second highest is ‘‘holding an object other than a mobile
phone’’. Driver distraction has the most direct impact on the
normal operation of a vehicle at the operational level. Some
behaviors even include cognitive distractions and visual dis-
tractions that have a broader impact on a holistic level. Behav-
ioral distractions are therefore extremely dangerous for safe
driving. Therefore, monitoring drivers’ behavioral attention
is particularly important for transportation safety.

The detection of distracted driving can be classified into
three categories: physiological signals [11], eye attention
tracking [12], and computer vision [13]. Physiological sig-
nals will change when the driver performs different driving
operations [14]. However, most detection methods based on
physiological signals are not practical and feasible, because
intrusive physiological acquisition sensors often compromise
the driver’s driving experience. The limitation of the eye
attention tracking detection method is that the detection algo-
rithmwill ignore the complexity of the driving scene [15]. For
example, when the driver passes a large intersection slowly
or merges into the lane at the blind spot of vision, or when
the vehicle turns around. These situations require the driver’s
eyes to constantly look left and right at the surrounding
situation. This is likely to be judged as distracted driving due
to not looking straight ahead for a long time.

The advantage of the driver distraction detection method
based on computer vision is that it is a non-invasive detec-
tion method. It won’t affect the driver’s normal driving.
How to extract valuable features from the images obtained
by computer vision is very important for driver distraction
detection [16]. Traditional machine learning methods have
limitations when it comes to extracting features, and manual
feature extraction is less efficient and less effective. Deep
learning methods are highly efficient for feature extrac-
tion and also enable an effective fusion of feature informa-
tion. It is also favored by researchers because of its high
accuracy and speed of detection. This is why mainstream
driver distraction detection is now gradually shifting to deep
learning. However, the focus of most researchers is still
on classifiers [17]. The driver distraction detection method
based on classifiers feeds the whole image into the network,
which results in feature redundancy and excessive calculation
amount. This method needs more computation, but it makes
little contribution to the improvement of model detection
accuracy.

After recognizing the issues presented by the whole image
input, researchers gradually try to use part of the image as
input to train the network model. But they still didn’t change
the underlying method. Although these solutions solve the
excessive calculation amount and feature redundancy, it intro-
duces new problems. That is when local images are extracted,
such as heads, hands, and arms, which may not contain
discriminatory feature information. At the same time, they
still face another problem. Most distractions are complex,
involving multiple body parts and various object objects
(e.g. water glasses, mobile phones, center console). Due to
the complexity of the movements, multiple body parts are
involved when distractions occur. A single body part is less
relevant to other parts of the body as a local image input.

After reading relevant papers and extensive research, it is
found that the YOLO model [18] transforms the problem of
object detection into a regression problem. Direct grid-to-
area mapping is achieved through meshing, reducing redun-
dancy feature information and calculation amount. So try to
use advanced object detection methods to solve the above-
mentioned problems. After comprehensive consideration, the
current mainstream YOLOv5s model is selected as the base
model. Improvements and optimizations are made based on
the YOLOv5s model structure. The whole image input will
lead to feature redundancy, and the local picture input may
lead to non-discriminative feature information. Therefore, the
attention mechanism module is introduced and added to the
proposed model. This will more accurately select the key
part of the discriminative information as the input. Also,
using the BiFPN [19] module will better enable the fusion of
feature information at multiple scales. Improve the detection
accuracy to a greater extent. When making the dataset, all
the objects associated with the distraction behavior will be
selected as label data. In this way, the person’s body part,
the shape of the movement, and the objects at the time of the
behavior occurring are all highly correlated.

VOLUME 10, 2022 83139



T. Li et al.: AB-DLM: An Improved Deep Learning Model Based on Attention Mechanism

FIGURE 1. The pipeline of the proposed AB-DLM network.

Themain contributions of our work are summarized below:

• This paper proposes a novel driver distraction detec-
tion method based on object detection. Compared with
advanced classifier methods, the method proposed in
this paper has certain advantages. By adding the atten-
tion mechanism, this method can well address the lim-
itations of feature redundancy in existing work. At the
same time, the BiFPN module is used to strengthen
the exchange of feature information and improve the
performance of the driver distraction detection model.

• This paper develops an improved deep learning model
based on attention mechanism and BiFPN (AB-DLM).
This model uses cspdarknet53 as the backbone network
and adds the SE attention mechanism module to realize
multi-channel information fusion. The BiFPN module
is added to the neck of the model as a means of fusing
multi-scale feature information. An improved data aug-
mentation strategy is introduced to diversify the dataset
and improve the detection performance and general-
ization capability of the model without increasing any
calculation amount.

• In experiments, a comprehensive comparison is con-
ducted between the proposed method (AB-DLM) and
the SOTA lightweight detection networks including
YOLOv4-tiny, PP-YOLO Tiny, YOLOX-S, etc. The
results demonstrate that the AB-DLM model has bet-
ter detection performance and lightweight deployment
capability. Comparisons are also made with other SOTA
classification methods to verify the advantage and feasi-
bility of our work.

The pipeline of the AB-DLM network proposed in this
paper is shown in Fig. 1

II. RELATED WORK
Driver distraction behavior detection (DDBD) based on com-
puter vision has been widely developed due to the progress of

feature extraction [22], [27], supervised learning [28], [29],
deep learning [32], [34], and related research subfields such
as object detection [18] and human behavior recognition
[22], [23]. The DDBD can be categorized based on different
technology into two categories: traditional machine learning
based detection and deep learning based detection.

A. TRADITIONAL MACHINE LEARNING BASED DETECTION
In the early days, driver distraction behavior was detected
through manually extracted features and traditional machine
learning methods. At the same time, traditional machine
learning methods are based on non-deep learning algorithms.
Berri et al. [20] extracted features manually and used a
support vector machine (SVM) model to detect distraction.
At the same time, a genetic algorithm was used to optimize
the super parameters. Their purpose was to detect the use
of mobile phones in the front image of drivers. Similarly,
Artan et al. [21] also employed SVM to achieve driver
behavior detection using mobile phones. They differed from
Berri by using a near-infrared camera system for the front
windscreen area of the vehicle. Craye and Karray [22] first
extracted four features from the driver by using a Kinect
camera to obtain an image of the overall range of the driver,
including head orientation, facial expression, eye gaze and
closure, and arm position. The above features were con-
structed into a feature representation capable of assessing
driver distraction, and then the distracting behavior was clas-
sified by an AdaBoost classifier. Zhang et al. [23] created
a dataset that contained four categories of driving activities.
These were: safe driving, manipulating the gearstick, talking
on the phone, and eating. In addition, they evaluated the
recognition accuracy of four different classifiers, and the
accuracy of these models was 85.09%, 87.16%, 37.21%,
and 90.63% respectively. Zhao et al. [24] also used this
dataset [23] to extract features based on a right-angle gra-
dient pyramid and used these features to train a multilayer
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perceptron classifier. The final model was tested with an acc
of 94.75%. Yan et al. [25] extracted a pyramidal histogram of
gradients from the driver’s motion history images based on
the temporal nature of the data. A random forest classifier was
applied to the extracted features with a classification accuracy
of 96.56%. However, manual extraction of features takes a
lot of time, requires specialist knowledge and achieves poor
results.

B. DEEP LEARNING BASED DETECTION
In recent years, due to the development of computer con-
figuration, a favorable environment has been established for
the advancement of deep learning methods. The researchers
considered a deep learning approach to solve driver behavior
detection. [26]. Mofid et al. [27] attempted to employ a
body part segmentation model and a skin color segmentation
model to obtain images of key body parts. Baheti et al. [28]
proposed an improved VGG-16 model by replacing two con-
volutional layers with fully connected layers. The activation
function was modified to LeakyRelu, and the dropout layer
was added. The improved VGG-16 model can still achieve
95.54% classification accuracy in the case of fewer param-
eters. Similar to the study [28], Masood et al. [29] used the
VGG-19 model to achieve distracted driver behavior detec-
tion in 10 categories. The dataset he used was the Statefarm
dataset provided by kaggle. Their model was eventually able
to achieve a classification accuracy of 99. Eraqi et al. [30]
created a publicly available American University in Cairo
driver distraction dataset (AUCD2). This dataset has the same
10 categories as the SFD3 dataset. They used the Alexnet
model and the InceptionV3 model, which were pre-trained
through ImageNet. Both models were applied to specific
downstream tasks, including RGB image, face image and
hand image segmentation. They fine-tuned the model, while
using a genetic algorithm. The accuracy of the model was
95.98%. However, due to the large size of the model, this was
difficult to achieve for real-time detection.

Rangesh and Trivedi [31] proposed a DCNN model to
detect the hand-related driving behavior of drivers. Deo and
Trivedi [32] set up multiple cameras in the cab to acquire
images of the driver from multiple angles. Multiple DCNNs
are used to extract the state features of the driver’s body
parts in the images. The long-term memory model is used to
predict the driver’s takeover state in L3 autonomous vehicles.
Guo et al. [33] proposed to enhance the low-light images
through regularized illumination optimization and deep noise
suppression. By using this approach, the model has still
achieved good recognition results when faced with driving
scenes with low-light images. Zhao et al. [34] proposed
a distraction detection model based on an adaptive spatial
attention mechanism. The model extracted images through
adaptive discriminative space and cropped them through three
sub-networks in turn. Then, a multi-scale feature representa-
tionwas extracted. Finally, a k-nearest neighbor classifier was
used for classification. The existing work on deep learning-
based methods still has limitations. Inputting the entire image

into the model leads to feature redundancy. Partial image
input to the model leads to insufficient feature informa-
tion, resulting in low recognition accuracy of the model.
At the same time, the existing work does not take into account
the engineering deployment when designing and proposing
the model, so it does not take into account the performance
and lightness of the model.

III. PROPOSED METHOD
A. IMPROVED YOLOv5s ALGORITHM
The previous version of the YOLOv3 model was complex,
and at the same time did not perform well on medium and
large object detection. Although YOLOv4 weighs model per-
formance and detection speed, the overall detection accuracy
also needs to be improved. Therefore, considering the deploy-
ment cost, detection speed, and accuracy rate, YOLOv5s is
selected as the baseline.

The overall improvement idea is as follows:
The first step is to improve the data augmentation strategy.

Through themixup data augmentation strategy [35], the back-
ground complexity of the training image is higher, and the
diversity of the training set is increased. The detection per-
formance and robustness of the model are improved without
changing the network structure and increasing the calculation
amount.

Next, the SE module is introduced and added to the last
layer of the YOLOv5s backbone network. The SE module
processes the given intermediate feature map to obtain the
global receptive field. The spatial information squeeze is per-
formed to get the weight information of all channels. Finally,
the new feature map is reweighted and output.

Then, the BiFPN feature pyramid network is introduced in
the neck section. BiFPN can be understood as a bi-directional
feature fusion pyramid network with weights. The output
of the feature maps of three sizes is preceded by a concat
operation. The BiFPN module is added after these three
‘‘concat’’. BiFPN can not only realize bidirectional feature
information flow but also add cross-connection. Therefore,
the feature information flow at the same level can integrate
more features. Furthermore, BiFPN will not produce too
much calculation amount compared with traditional FPN and
PANet.

B. IMPROVED DATA AUGMENTATION STRATEGY
In a limited amount, the diversity of input images is increased
by data augmentation. The trained model will also have better
robustness and generalization ability. Among them, geomet-
ric transformation and pixel-based color transformation are
two common forms of data augmentation. Geometric trans-
formations are usually horizontal and vertical flips, multi-
angle rotations, scaling, and panning. Colour transformations
include adjustment of image brightness, contrast, and satu-
ration. These two types of data augmentation are not very
effective on the object in action behavior detection for car
drivers. Mixup will arbitrarily blend two training images with
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FIGURE 2. SE module structure.

pixels for regularisation, resulting in a single image with
the two input labels. Mosaic data augmentation randomly
crops four images and puts them together in sequence to
form a single image. In this work, combine these two data
augmentation methods to maximize the mixing of different
contextual information, increase the diversity and contextual
complexity of the dataset, and achieve a pure performance
gain.

The mixup method is to randomly select two images from
the training set and obtain their time series data (xi, yi) and
(xj, yj)(i 6= j), where xi and xj are the two images, an yi and
yj are the corresponding labels of the images, both of which
are one-hot encoding. Finally, a new image is obtained by
actuarial computation, x̃ and ỹ are the corresponding newly
generated images and their labels, respectively, calculated as
follows:

x̃ = λxi + (1− λ)xj (1)

ỹ = λyi + (1− λ)yj (2)

λ ∈ [0, 1] follow the Beta(α, α) distribution. Where α is
a hyper-parameter designed to control the strength of inter-
polation between feature-target pairs. stay α → 0, the data
enhancement effect is close to failure.

C. SE MODULE
The attention mechanism is derived from the research on
human vision. It is widely used in many types of machine
learning tasks such as natural language processing and image
recognition [36]. SE, an attention mechanism module, does
not require the redesign of the network structure and tuning
of parameters. Therefore, it can be directly inserted into the
existing deep learning network model. The SE module has
three main components, squeeze, excitation, and reweight. Its
overall structure is shown in Fig 2. After a given input feature
map, compression is performed in the spatial dimension to
obtain information about the weights in each channel. The
obtained weights are again multiplied with the original input
to finally obtain the new feature map.

In the original YOLOv5s backbone network, the convolu-
tional layer mainly calculates the feature information at the
adjacent position of each feature map. Since each channel
in the feature map contains different feature information, the

FIGURE 3. Introduction of the SE attention module.

convolutional layer ignores the correlation mapping between
the channel information. With the addition of the attention
mechanismmodule SE, multi-scale feature fusion is achieved
to enhance the training of feature information between chan-
nels. It is well documented in the literature [37] that the
attention mechanism module SE optimizes the learning of
class-specific feature information in feedforward neural net-
works to effectively improve detection and classification
performance. In this work, the attention mechanism mod-
ule SE is added to the last layer of the backbone network.
This improved backbone network, with the spatial and chan-
nel attention mechanism modules, enhances the focus on
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important feature information while suppressing the focus
on secondary information. The action behavioural informa-
tion is extracted more effectively, ultimately enabling the
trained model to better classify and detect specific classes of
behavior.

The first part is squeeze, where information within the
same channel is aggregated along the spatial dimension. This
is done by globally averaging the pooling of a feature map
given input H ×W ×C to obtain a multidimensional statistic
z ∈ RC . The c-th element is:

zc = Fsq(uc) =
1

H ×W

H∑
i=1

W∑
j=1

uc(i, j) (3)

where uc(i, j) is the element in the row i and column j of the
input data.

The second part is the excitation, where the features are
input to the first fully connected layer (FC1) and then the
1×1×C features are reduced to 1×1× C

r . This is followed
by a ReLU and then input to the second fully connected
layer (FC2). The 1 × 1 × C

r feature is restored to the C
dimension, while a sigmoid activation function is picked up.
The calculation process is as follows.

s = Fex(z,W) = σ (g(z,W)) = σ (W2δ(W1z)) (4)

where s is the weight describing the importance of each
channel in the input feature map U. W1 ∈ R(C/r)×C and
W2 ∈ R(C/r)×C are the parameters of the FC1 layer and
FC2 layer respectively. r is a weakening factor to balance the
recognition performance of the model with the calculation
amount. In this work, r is used for 16. σ (·) and δ(·) are the
sigmoid activation function and the ReLU activation function,
respectively.

The third part is the reweight. The weights s are multiplied
on the channel with the original input feature map U to form
the final output new feature map X̃, calculated as follows:

x̃c = Fscale(uc, sc) = uc · sc (5)

X̃ = [x̃1, x̃2, · · · x̃C ] (6)

Traditional CNN channels are unable to exchange infor-
mation among themselves and have the limitation of the local
receptive field. The SE module, through global average pool-
ing and fully connected layers, obtains the weights of each
channel. This enhances the effective information association
between channels.Moreover, themodel will not add toomuch
calculation amount when inserting the SE module.

D. BIFPN MODULE
After the input images have been extracted by the YOLOv5s
backbone network, they need to be processed by the neck
network and output to the detection layer. In the original
YOLOv5s network structure, PANet is used as the neck net-
work, and its network structure is shown in Fig. 4. Through
bottom-to-top and top-to-bottom dual-path aggregation, fea-
ture fusion of bottom feature information and top strong

semantic information is achieved, while shortening the infor-
mation path before the bottom and top. Feature layers of the
same length and width in upsampling and downsampling are
stacked, which also in turn ensures features and information
of small objects.

FIGURE 4. PANet network structure.

In Fig. 5, C is the input feature map and P represents the
output feature map.

The neck PANet structure in the original YOLOv5s struc-
ture is a simple two-way fusion in the feature pyramid.
Although the shallow information transfer and the strong
semantic information of the high-level feature map can be
achieved for fusion, the two parts are fused with a direct sum-
mation operation. There is no associated weighting design.
To address this issue, this work introduces the BiFPN mod-
ule, whose structure is shown in Fig. 5. The BiFPN module
improves the structure of PANet in the original Neck. Firstly,
the intermediate node inside the top and bottom edges, i.e.
a node between C5 to P5 and C3 to P3 in Fig. 4, is removed.
This is because nodes with a more homogeneous input and
output contribute less to a network that fuses different fea-
tures. Secondly, residual connections are added by skipping
the deleted nodes. An additional edge is added using residuals
only if there are intermediate nodes and their input and output
nodes are in the same hierarchy. Only three scales of feature
information fusion in YOLOv5s. Remove the middle node
of the two edges. Only the nodes between C4 and P4 are
left with the same level of input and output. Therefore a
residual connection is added to the line C4 to P4. The aim
is to fuse more features without increasing the calculation
amount. Finally, the BiFPN is used directly as a base unit
that can be stacked repeatedly and added to the network.
Whereas the PANet has only one top-down and bottom-up
path, the BiFPN treats a pair of paths as a feature layer that
can be stacked repeatedly to fuse more high-level features.
However, as different features have different resolutions, this
contributes differently to feature fusion. For this reason, the
BiFPN structure adds additional weight to each input dur-
ing feature congruence and the network gradually learns the
importance of each input feature during the training process.
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FIGURE 5. BiFPN module structure.

Based on this, three different weighting methods are experi-
mented with as follows.

O =
∑

i
wi · Ii (7)

O =
∑

i

ewi∑
j e
wj
· Ii (8)

O =
∑

i

wi
ε +

∑
j wj
· Ii (9)

whereO is the node output value and Ii is the input value from
the node i. wi is the weight of the input node i. Where j is the
sum of the number of input nodes. Where ε = 0.0001 is a
small quantity that guarantees the stability of the value.

FPN is a traditional top-to-bottom feature fusion net-
work that is limited by one-way information communication.
Based on this, the original YOLOv5s structure of PANet in
Neck is a simple bi-directional feature fusion network imple-
menting both bottom-to-top and top-to-bottom to achieve
bi-directional information communication.

In this work, it is proposed to add a BiFPN module with
better performance to the neck. The improved structure is
shown in Fig 6. In the original Neck structure on the left
side of the figure, concat is directly connected to the C3
module. Feature maps of different scales are output through
three C3 modules. One layer of BiFPN modules is stacked
before the last three C3modules in the original Neck. Because
the BiFPN module can be regarded as a basic unit. The
right part of Fig.6 is the improved Neck structure which
contains various modules and operations. The three inputs
from the backbone are input to two concat operations and
a CBS module. These feature maps go through a series of
upsamples, CBS modules and C3 modules. After the concat
operation, the feature maps of three different scales will be
output to the detection head through the BiFPN module, the
C3 module and the convolution operation in turn. Among
them, the large-size and medium-size feature maps will also
have branch outputs to the CBS module before being input to
the convolution operation.

E. LOSS FUNCTION
In terms of the loss function, the model is guided and trained
by adopting three parts: classification loss function (clsloss),
localization loss function (giouloss), and confidence loss func-
tion (objloss). The binary cross-entropy loss function is used
to calculate the class probability and object confidence score
loss, and GIOU LOSS is used as the regression loss for the
bounding box.

clsloss = −
∑

p
[yp log(ŷp)+(1− yp) log(1− ŷp)] (10)

giouloss = −
1∑
p 1

∑
p
(1− ioup) (11)

objloss = −
∑

i
[yi log(ŷi)+ (1− yi) log(1−ŷi)] (12)

where y is the prediction category, p is the index of predicted
cases, and i is the total index of prediction frames.Where ioup
is the intersection ratio of the predicted example box p to the
real box

IV. EXPERIMENTS
A. DATA COLLECTION
Driver Monitoring Dataset [38] (DMD) for attention and
alertness analysis is an extensive, diverse and comprehensive
set of driver behavior monitoring data. It includes both real
and simulated driving scenarios, which include distracted
driving behaviors and driver fatigue. The footage was cap-
tured from two Intel Realsense D415 and one Intel Realsense
D435 camera. The DMD fills a gap in the multi-purpose
dataset for driver monitoring and extends the idea of driver
behavior detection.

The dataset used in this paper is mainly produced by
filtering and optimizing based on DMD data. By cropping
and framing the videos with RGB information of body parts,
9335 images of distracted driving behavior of drivers are
obtained. Of the 9335 collected images, 7335 are used as
the training set, 1000 validation set, and 1000 are related to
the test set. If only the images of the DMD dataset are used
for model training and verification, the generalization ability
and robustness of the model will be affected. To address this
issue, 500 StateFarm data [39] images and 500 self-captured
images are added to the test set used in the experiments. It is
important to note that the input to the model is not a sequence
of multiple images. Examples and quantities of the final
collected experimental datasets are shown in Tables 1 and 2.

B. EXPERIMENTAL ENVIRONMENT
To ensure the efficiency of the improved YOLOv5s model
training and testing, the experimental environment configu-
ration is shown in Table 3.

To ensure reasonable parameter settings, we follow the
parameter settings provided by the YOLOv5 official project.

The relevant training parameters are set as follows: initial
learning rate 0.01, termination learning rate 0.2, Batch_Size
of 32, and the number of epochs is 300.
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FIGURE 6. Comparison of improvements to the Neck section.

TABLE 1. Sample driver distraction behavior.

TABLE 2. Number of the dataset.

C. METRICS
Inmeasuring the performance of themodel, Precision, Recall,
Average Precision (AP), mean Average Precision (mAP),
Intersection-Over-Union (IOU), WS (weight size), the num-
ber of floating-point operations GFLOPs and detection speed
FPS are used as the relevant metrics for model performance
evaluation.

Precision =
TP

TP+ FP
(13)

Recall =
TP

TP+ FN
(14)

where, TP: True Positive, FP: False Positive, FN: False
Negative.

The AP is the mean value of the accuracy in pre-
dicting a category. The mAP represents the ratio of the
summed AP values for all single categories to the number
of categories. The value of mAP is generally calculated
at IOU = 05.

AP =

∑
P

N
(15)

mAP =

∑
AP

NC
(16)
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FIGURE 7. The results using the improved data augmentation strategy.

TABLE 3. Hardware and software configuration.

where N is the number of images and NC is the number of
sample types.

The IOU is the overlap between the resulting prediction
frame and the true frame.

IOU =
A ∩ B
A ∪ B

(17)

where A is the prediction box and B represents the ground-
truth box. The numerator is the intersection of the two frames
and the denominator is the union of the two boxes.

The Ws is the size of the memory occupied by the model.
GFLOPS (Giga Floating-point Operations Per Second) is
used to measure the complexity of an algorithm or model.
FPS is the number of pictures processed per second.

D. TEST RESULTS USING THE IMPROVED DATA
AUGMENTATION STRATEGY
To verify that the proposed data augmentation strategy has
improved the model detection performance, we evaluated the
method on the validation set. It was also compared with the

original data augmentation strategy. The results are shown in
Fig. 7.

In the original baseline, the lowest Recall value is 0.754,
but Precision remains at a high level of 0.902. Therefore,
the F1-score does not reach a high value of 0.821 due to
the low Recall value. The mAP is often an important ref-
erence indicator when measuring the detection performance
of a model. The baseline mAP value is only 0.824, which
is not sufficient to achieve high accuracy distracted driving
detection. By using an improved data augmentation strategy
for the original model, an improvement in model detection
performance can be achieved. As shown in Fig. 7, these four
indicators have been improved due to the introduction of
the improved data augmentation strategy. The Precision has
increased from 0.902 to 0.904, a small increase but still a
high value, which reflects the high accuracy of the model.
Recall also reached 0.823 from the previous 0.754. Recall
increased by 6.9% The significant increase in Recall also
resulted in a 4% increase in F1-score. The data augmentation
can significantly improve the recall value. At the same time,
the mAP was increased from the original 0.824 to 0.877. The
mAP is an important model measure. The 5.3% improvement
in mAP proves that the proposed data augmentation is an
effective optimization.

E. ABLATION EXPERIMENTS
In ablation experiments, the performance of each model is
analyzed by comparing the original model with the improved
model on a unified dataset.YOLOv5s is the original model,
and YOLOv5s+SE and YOLOv5s+BiFPN are the improved
network models proposed in this paper.
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TABLE 4. Precision of the networks with different model.

TABLE 5. Recall of the networks with different model.

TABLE 6. F1-score of the networks with different model.

TABLE 7. Precision of the networks with different model.

TABLE 8. Recall of the networks with different model.

TABLE 9. F1-score of the networks with different model.

Tables 4, 5, and 6 show the performance of the models in
terms of Accuracy, Recall, and F1-score respectively. C0-C4
in the table represent each of the five distracted driving behav-
iors. AP is the macro-recision (average precision value across
all categories). AR is the average Recall across all categories.
F1-score is calculated from the P and R values across all
categories. By comparing the data in the three tables, both the
YOLOv5s+SE and YOLOv5s+BiFPN models have higher

AP and F1-score than the original model YOLOv5s. Among
them, YOLOv5s+BiFPN is higher than the original model in
both precision and F1-score for all types of behaviors.

In experiments, the three methods for improving the model
are paired two by two. The mixup data augmentation strategy
is used to combine SE andBiFPN in turn, and SEwith BiFPN.

The following three models YOLOv5s+SE+BiFPN,
YOLOv5s+Mixup+SE, and YOLOv5s+Mixup+BifPN are
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TABLE 10. Comprehensive performance of the networks with different model.

eventually obtained. The same experiments as in the previous
section are still tested using the uniform data set to derive the
performance of the model, as shown in Tables 7, 8, and 9.
The YOLOv5s+Mixup+BiFPN model is the best performer.
By using the data augmentation strategy and the BiFPNmod-
ule, the model showed significant improvements in detection
performance. This resulted in improved accuracy, Recall, and
F1-score. At the same time, the remaining two models also
performed better than the original model. The effectiveness of
the three improvedmethods proposed in this paper is verified.

The experiments in this section compare the original model
YOLOv5s with the AB-DLMmodel. The results are shown in
Table 10, which displays the performance of the two models
in terms of Precision, F1-score, mAP, GLOPs, and FPS,
respectively.

The AB-DLM model achieves a maximum mAP of 0.956,
a 13.2% improvement over the original model YOLOv5s
mean accuracy of 0.824. The F1-score also improved by
11.9% from the original 0.821 to 0.940. At this point, the
model detection performance reached amaximum level.With
the addition of both modules, there is a certain increase in
calculation amount and model weights. However, compared
to the YOLOv5s model, the model weights increased by only
2.2MB and the GFLOPs by only 2.4. A significant accuracy
improvement is achieved at the expense of a slight memory
weight gain and an increase in the calculation amount for the
model. The improved model has an FPS value of 70, which
still maintains a high value for fast detection, while also easily
meeting the needs of real-time monitoring.

F. COMPARISON WITH OBJECT DETECTION ALGORITHMS
To further verify the efficiency and classification accuracy
of the improved algorithm for driver distraction detection,
the algorithm in this paper is compared with the mainstream
object detection algorithms at this stage. A unified test set is
used, with the same experimental parameters, and the same
hardware and software environment set. The algorithm is
used to ensure the consistency of the algorithm variables
except for the comparison experiments.

The results of the comparison with other object detec-
tion algorithms are shown in Fig 8. The algorithms in
this paper are trained with YOLOv3-tiny, YOLOv4-tiny,
Mobilenet-SSD, PP-YOLOTiny, YOLOX-S, and YOLOv5m
for 300 iterations simultaneously. The earlier Mobilenet-SSD
network model has the lowest mAP value. The traditional
YOLO series, YOLOv3-tiny, and YOLOv4-tiny, which are
both lightweight networks of YOLO, have a higher mAP
value than Mobilenet-SSD. The PP-YOLO series developed

by Baidu also has the same lightweight network, PP-YOLO
Tiny, which has an improved mAP value compared to
YOLO’s tiny series. On this basis, the S model in the rel-
atively new YOLOX series performs better than the above
models. The performance of the improved model is better
than yolov5m, and the memory occupation is smaller. The
detection performance of these most advanced mainstream
object detection models is still lower than the algorithmic
model proposed in this paper.

The visualization of the distracted behavior detection
results is shown in Fig 9.

FIGURE 8. Comparison of different object detection models.

G. COMPARISON WITH OTHER METHODS
To further analyze the performance of the algorithms in this
paper, and to achieve widely recognized comparative results.
The proposed improvedmodel is compared with SOTAmeth-
ods by employing the data used in our study. Compared with
the sixmethods proposed by Eraqi et al. [30],Mase et al. [40],
Mase et al. [41] and Zhao et al. [34]. The comparison results
are shown in Table 11. The computation and extraction of
experimental results for AP and F1-score among these five
SOTAmethods are done by Eraqi et al. [30], Mase et al. [40],
Mase et al. [41] and Zhao et al. [34]. When comparing
models, AP is still more meaningful for object detection or
classification reference. Because the model is always the
most important for the accuracy of behavior detection, it is
important to compare the AP of all methods when compar-
ing. By observing the results in the table, it is concluded
that among all the models, the recognition accuracy of the
algorithm model proposed in this paper is the best.

Most of the research on the detection of driving behaviors
by researchers is to classify the driving behaviors made by
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TABLE 11. Results of method comparison.

FIGURE 9. Visualization of driver distraction behavior detection results.

using classification networks. The algorithm proposed in
this paper is based on object detection to detect distracted
driving behavior, which is different from the current main-
stream methods in principle. The distracted driving behavior
of object detection can directly detect the distracted behavior
of detailed categories, and at the same time, it can capture the
action position of the subject. In addition, it is also seen in the
table that the recognition accuracy of the model is the best.
Compared with the traditional classifier method, the marking
of the position will be more conducive to the research and
development of safe driving.

V. CONCLUSION
Our approach to model improvement and optimization is
to make the model as light as possible while delivering
maximum performance gains. After research and study, the
approach of structural optimization and new data augmen-
tation strategies is proposed. The experimental results in
Table 7 show that the AB-DLM model has significantly
improved the detection accuracy, while the model simultane-
ously becomes larger and the detection speed decreases. This
is because the SE layer and BiFPN modules are introduced
in the overall structure. This improvement results in a larger
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model in terms of structural complexity, as evidenced by
the increase in WS and GFLOPs. It also leads to a slight
decrease in detection speed, but this does not affect the real-
time detection as it always remains at a high value. The
13.2% improvement in mAP is also an expected result and
is in line with the original intention of the optimization and
improvement.

In this paper, we apply the AB-DLM model and propose
a driver distraction detection method based on an attention
mechanism and a bi-directional feature pyramid network.
It demonstrates better performance in terms of model light-
ness and detection accuracy compared to previous detection
methods. In addition, with the use of the attention mechanism
network, the AB-DLM model intensifies its focus on valid
features when processing features upfront. This is an effective
measure to ensure the model lightweight while improving
detection performance. Enhanced feature fusion using BiFPN
bi-directional feature pyramid network allows the model to
achieve better results in classification and localization. For
drivers, distracting actions are generated in a short and fast
time, and the method provided in this paper has a high speed
in detection speed. As well as being a lightweight model
of only 15.9MB, this facilitates deployment to embedded or
mobile devices.

In future work, the model will be trained using a more
extensive and diverse dataset, and further optimization and
lightweight of the current model will be considered. Another
issue of interest is to propose in the future a driver distraction
detection based on driver action behavior and eye attention
tracking. The recognition of actions should be accompanied
by the tracking of eye attention regions, and the two should
be determined as coefficients. Ultimately, a calculation is to
be made when a certain type of distraction is recognized. This
will lead to more accurate detection of distracted driving.
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