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ABSTRACT The IPv6 Routing Protocol for Low Power and Lossy networks (RPL) is a routing protocol
standardized by the Internet Engineering Task Force. According to the specification of the protocol, the
Trickle algorithm is adopted for the dissemination of route construction information among nodes in such
networks. Since the algorithm is originally designed for code propagation and maintenance in Wireless
Sensor Networks, when using the algorithm for the route formation of the network there exist some problems,
such as the route convergence time, the fairness issue among nodes, and the amount of power consumption.
Therefore, the paper proposes an improved Trickle algorithm, namely FI-Trickle, by taking a new approach
to simultaneously reduce the unfairness among nodes and the power consumption and to improve the
packet delivery ratio of the network. The performance of FI-Trickle is verified via simulation with extensive
experiments over various network sizes, interference conditions, and network topologies. For comparison
purposes, the extensive experiments are applied not only to FI-Trickle, but also to various Trickle variants
such as Trickle, Trickle-F, I-Trickle, and Drizzle. The simulation results show that FI-Trickle can use less
power to achieve a similar fairness level as compared to Trickle-F. Also, in terms of the packet delivery
ratio, as the network size grows, FI-Trickle can increasingly outperform Trickle-F, Trickle, Drizzle, and
I-Trickle by up to 1%, 3%, 3%, and 4%, respectively. This result implies that FI-Trickle can be a better
Trickle candidate for the dissemination of RPL messages for large-scale networks.

INDEX TERMS Low-power and lossy networks (LLNs), power consumption, packet delivery ratio, RPL,
trickle algorithm.

I. INTRODUCTION
The Trickle algorithm was first introduced in [1] for code
propagation and maintenance in Wireless Sensor Networks.
It has been proved that the algorithm can scale well with
the network density and can rapidly disseminate packets
with a low cost. For these features, the algorithm has gained
popularity in recent years and has been standardized as RFC
6206 in [2] by the Internet Engineering Task Force (IETF).
Particularly, the IPv6 Routing Protocol for Low-Power and
Lossy Networks (RPL) utilizes the algorithm to disseminate
route construction information among nodes in the network
as stated in RFC 6550 [3].
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The efficiency of the Trickle algorithm is based on two
mechanisms: an adaptive sending rate and a suppression
mechanism. The underlying consistency model of the algo-
rithm guides the transmission policy of the nodes. When
a node encounters an inconsistency, the node will commu-
nicate rapidly to resolve the situation. When a node does
not encounter an inconsistency, the node will slow down its
communication rate exponentially and the communication
rate can go down to a minimum rate if the node keeps
staying in a consistent state. While staying in a consis-
tent state, if a node receives more than a certain number
of packets during a period of time the transmission of the
node will be suppressed. Instead of flooding packets in the
network, the algorithm guarantees that nodes in the net-
work can become consistent with an appropriate number
of packets.
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Fundamentally, the Trickle algorithm does not include a
load balancing mechanism. However, the load distribution of
RPL messages is crucial to the performance of the network.
Some studies have shown that improving fairness among
nodes with respect to the dissemination of RPL messages
can enhance the route formation of the network [9], [10].
In addition to fairness, more RPL messages in the network
can support more robust routes. However, a greater num-
ber of RPL messages can cause the nodes to increase their
power consumption as well. Therefore, this paper proposes an
improved Trickle algorithm that aims for the following goals:
• First, the proposed algorithm can achieve fairness
among nodes with a new approach and can simultane-
ously increase the performance of the network in terms
of the packet delivery ratio (PDR).

• Second, the proposed algorithm can also lower the num-
ber of RPL messages in the network without degrading
the PDR of the network.

The rest of the paper is organized as follows: Section II
gives a detailed description of the Trickle algorithm and
the RPL protocol. Section III presents an overview of
related work. Section IV describes the proposed algorithm,
FI-Trickle. Section V gives a detailed description of the
experiment setting and a detailed analysis of the simulation
results. Finally, Section VI concludes the paper.

II. BACKGROUND OF THE TRICKLE ALGORITHM AND
THE RPL PROTOCOL
This section gives the details about the Trickle algorithm and
the RPL protocol.

A. THE TRICKLE ALGORITHM
The Trickle algorithm runs for a variable-length interval and
has three configuration parameters:
• The minimum interval length, Imin, is defined in units of
time, e.g., milliseconds, seconds.

• The maximum interval length, Imax , is described as a
number of doublings of the minimum interval length.
Therefore, the maximum length of the interval specified
by Imax would be Imin × 2 Imax .

• The redundancy constant, k, is an integer greater than
zero.

In addition to these three parameters, the Trickle algorithm
maintains three variables:
• I, the current interval length.
• t, a transmission time within the current interval.
• c, a consistency counter within the current interval.
The behavior of the Trickle algorithm can be described by

the following six rules:
1) When the algorithm starts, it sets I to a value in the

range of [Imin, Imax] and begins the first interval.
2) At the beginning of the interval I, the algorithm resets

c to 0 and sets t to a random point within the range of
[I /2, I ]. The first half of the interval I is so-called the
listen-only period.

3) Whenever a node senses a consistent transmission, the
algorithm increments the counter c.

4) At time t, the algorithm allows a node to transmit if
and only if the consistency counter c is less than the
redundancy constant k; otherwise, the transmission of
a node is suppressed.

5) When the interval I expires, the algorithm doubles the
interval length and starts a new interval as described
in 2). Note that if this new interval length would be
longer than the length of Imax , the algorithm sets the
new interval length to be Imax .

6) Whenever a node senses an inconsistent transmission
and I is greater than Imin, the algorithm sets I to Imin
and starts a new interval as described in 2). If I is equal
to Imin when a node senses an inconsistent transmission,
the algorithm does nothing. In response to external
events, the algorithm can also reset I to Imin and start a
new interval as described in 2).

Note that the definitions of consistent states, inconsistent
states, and external events depend on how a protocol uses the
Trickle algorithm.

B. THE RPL PROTOCOL
The RPL protocol is a routing protocol designed for the
low-power and lossy network (LLN), in which all the nodes
are resource-constrained devices. The basic idea behind
the protocol is to construct a Destination-Oriented Directed
Acyclic Graph (DODAG) over a network so that the protocol
can support both upward and downward routes. In general,
a data collection node in the network is designated to be the
root node of the DODAG and all the other nodes join the
DODAG by learning a route towards the root node. Specif-
ically, the DODAG is formed in accordance with an objective
function (OF) of the protocol that guides each non-root node
to select a preferred parent when processing the received
DODAG Information Object (DIO) message. Several OFs
have been documented in RFCs, such as the objective func-
tion zero (OF0) [4] and the Minimum Rank with Hysteresis
Objective Function (MRHOF) [5].

In the context of the RPL protocol, the Trickle algorithm
is used to regulate the sending rate of DIO messages for
each node and the construction of the DODAG starts with
the DIO message emitted by the root node. When a non-root
node receives a DIOmessage, the node processes the received
DIO message to select a preferred parent. In addition, the
node joins the DODAG and starts to emit its DIO message
just as the root node does after processing the first received
DIOmessage. TheDODAG is completely formed once all the
nodes have joined the DODAG. After the complete formation
of the DODAG, whenever a non-root node needs to send a
packet to the root node, the non-root node sends the packet to
its preferred parent, which will then forward the packet until
the packet reaches the root node.

Since the RPL protocol uses the Trickle algorithm to dis-
seminate the DIO message, it is up to the RPL protocol
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to decide the consistency or inconsistency of the received
DIO message. The transmission of the DIO message is non-
stop and hence each non-root node could possibly change
its preferred parent at some time in the future. When the
preferred parent does not change after processing the received
DIO message, the received DIO message is considered to
be consistent. However, if the preferred parent changes, the
received DIO message is considered to be inconsistent.

III. RELATED WORK
There are some problems while applying the Trickle algo-
rithm to the RPL protocol, such as the route convergence time,
fairness among nodes, and power consumption. Therefore,
some variants of the Trickle algorithm have been proposed in
the past to tackle the problems. For instance, Ghaleb et al. [6]
proposed a variant called E-Trickle to shorten the route
convergence time by eliminating the need of the listen-
only period. According to the results, this variant improves
the route convergence time but the power consumption and
the PDR almost remain the same as the Trickle algorithm.
Additionally, Djamaa and Richardson [7] proposed a variant
called Opt-Trickle to shorten the route convergence time
after an inconsistency occurred in the network. This variant
can improve the route convergence time as well by only
eliminating the need of the listen-only period on those inter-
vals reset back to the minimum interval length Imin due to
inconsistencies. However, this variant also introduces a little
extra transmission cost. Instead of eliminating the listen-only
period, Jeong et al. [8] proposed a variant called A2-Trickle
to shorten the route convergence time by utilizing three tech-
niques. This variant applies an interval boundary alignment
to the minimum interval Imin for each non-root node so that
the propagation time can be shortened when the transmission
begins. Subsequently, a tiling mechanism is established on
the transmission period for all the intervals after theminimum
interval in order to avoid the collision during the transmission
and hence help in the message propagation. Moreover, the
adaptive suppression scheme of this variant turns the redun-
dancy constant k into a variable and adapts the value of k at
run time by utilizing the neighbor information, and therefore
bottleneck nodes can be released from the suppression for
the message propagation. Based on the results, this variant
improves the route convergence time and the reliability of the
network.

A number of the variants have focused on improving fair-
ness for the Trickle algorithm. At first, Vallati and Min-
gozzi [9] proposed a variant called Trickle-F, which addresses
the fairness problem by utilizing the number of consecu-
tive suppressions. This variant introduces a variable s to
keep track of the number of consecutive suppressions. The
rationale is that a node can get a higher transmission pri-
ority proportional to the number of last consecutive sup-
pressions if the node has been suppressed for a long period
of time. This variant guarantees fairness in the transmis-
sion of DIO messages as a consequence of prioritization.
Subsequently, Meyfroyt et al. [10] proposed another variant

called Adaptive-k to tackle the fairness problem by turning
the redundancy constant k into a variable and dynamically
adjusting the value of k based on the number of received
DIO messages, i.e., the consistency counter c. That is, for
each node, the value of k will be independently adjusted to
a higher or lower value if the number of received DIO mes-
sages during an interval increases or decreases, respectively.
Besides, in case of deadlock, this variant introduces kmin and
kmax constants to be the lower and upper bounds for the
adjusted value of k. The variant called Trickle-D proposed by
Vučinić et al. [11] also utilizes the number of received DIO
messages to dynamically adjust the value of k for each node,
where the adjustment on k is scaled proportionally to the
difference of the number of received DIO messages and the
number of neighbors. In fact, both Adaptive-k and Trickle-
D have to carefully select kmin and kmax constants for a given
network in order to control the total number of DIOmessages
in the network.

Some other variants have focused on reducing unfairness
among nodes and power consumption at the same time. For
instance, Ghaleb et al. [12] and [13] proposed a variant called
Drizzle, which eliminates the need of the listen-only period
and utilizes the corresponding history of a node to decide the
range of the random selection for the time t within the interval
I. As one might notice, the decision on the random selection
for the time t is a major difference between E-Trickle and
Drizzle. The outcome of the decision for Drizzle is that
nodes will compete with each other for the next transmission
on the interval-level when they have the same number of
cumulative transmissions and the same number of elapsed
intervals since the minimum interval length Imin. To further
distinguish between competing nodes for the fairness pur-
pose, Drizzle also dynamically adjusts the reference value of
the redundancy constant k for each node with an adaptive
suppression mechanism based on the suppression history.
One important thing to note here is that the sending rate
will be adjusted to the lowest when Drizzle detects some
inconsistent events. In addition, the variant called I-Trickle
proposed by Goyal and Chand [14] also uses a similar policy
to decide the range of the random selection for the time t
within the interval I, but the decision is based on a variable s
which keeps track of the number of consecutive suppressions.
Overall, these two variants can cause the network to produce
a smaller total number of DIO messages and hence reduce
power consumption.

Table 1 briefly summarizes the Trickle variants described
in this related work section.

IV. FI-TRICKLE
The proposed algorithm is named FI-Trickle in this paper

and a pseudo-code of FI-Trickle is presented in Algo-
rithm 1. In the Trickle algorithm, each of the functions in the
pseudo-code is basically invoked according to the six rules
presented in Section II. A related flowchart that illustrates the
pseudo-code is presented in Fig. 1, where each of the blue
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TABLE 1. Summary of different Trickle variants.

colored rectangles and diamonds can find its corresponding
function in Algorithm 1.

An apparent problem of the Trickle algorithm is the uneven
load distribution of DIO messages among nodes. In practice,
some nodes may emit more DIO messages than others, even
though the algorithm provides each node with equal average
transmission probability in the long run. This problem may
also occur even if the inconsistent transmission does not
happen in the network. Besides, this phenomenon becomes

Algorithm 1 FI-Trickle
Function Initialization()

I ← random(Imin, Imax)
c← 0
s_flag← flase

Function IntervalBegins()
t ← random(I/2, I)

Function ConsistentTransmissionReceived()
c← c+ 1

Function InconsistentTransmissionReceived()
I ← Imin
c← 0
s_flag← flase

Function TimerExpires()
if c < k then
Transmit DIO

else
s_flag← true

end if
c← 0

Function IntervalEnds()
if s_flag == false then
I ← I × 2
if I ≥ Imax then

I ← Imax
end if

end if
s_flag← false

obvious especially when the redundancy constant k is set to
a lower value.

According to the previous observations, two simple modi-
fications are made on the Trickle algorithm. First, an s_flag
variable is introduced to indicate that the transmission at time
t is suppressed or not so that FI-Trickle can decide if it should
double the interval for the next round according to the value
of the flag at the end of the interval. As a consequence of that,
and because a suppressed node will have a shorter interval for
the next round as compared to its neighbors, the node then
will have a higher chance to transmit before its neighbors do
it. Second, the consistency counter c is reset to 0 at time t
during the interval instead of at the beginning of the interval.
This modification aims to eliminate redundant transmissions.
As reported in [6], it is possible to have redundant transmis-
sions in an asynchronous networkwithout applying the listen-
only period. Even though FI-Trickle applies the listen-only
period, the first modification of the algorithm may also cause
the network to produce redundant transmissions. As shown
in Fig. 2, for example, node 2 emits a redundant transmis-
sion on its third interval if the proposed algorithm resets the
consistency counter c at the beginning of the interval.

It is worth to note that the first modification alone has
the effect to balance the load distribution of DIO messages
among nodes. However, the modification also produces a
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FIGURE 1. Flowchart for FI-Trickle algorithm.

FIGURE 2. k is set to 1 and the c is reset to 0 at the beginning of every
interval, while a redundant transmission happened for node 2.

greater total number of DIOmessages in comparison with the
Trickle algorithm. Consequently, the twomodifications has to
be combined together in order to make the load distribution
even as well as simultaneously reduce the total number of
DIO messages.

V. EXPERIMENT DESIGN AND SIMULATION RESULTS
A. SIMULATION ENVIRONMENT AND METHODOLOGY
In general, Contiki OS has two generations: the histori-
cal generation Contiki1 and the new generation Contiki-
NG.2 Both generations share the same protocol stack and
RPL features. Most of the work use Contiki OS to verify
the performance for two reasons. First, it has a practical
RPL implementation that uses the Trickle algorithm. Second,
it comes with a network simulator called Cooja that allows

1https://github.com/contiki-os/contiki
2https://github.com/contiki-ng/contiki-ng

users to conduct experiments on fully emulated hardware
devices. In this work, Contiki-NG is selected to conduct
the experiment. In the experiment, the MAC and adaptation
layers of Contiki-NG are set to use CSMA and 6LoWPAN,
respectively. As for the configuration of the RPL protocol,
MRHOF is chosen as the OF to be used when construct-
ing the DODAG for the network. Additionally, the rpl-udp
application of Contiki OS executes at the same time while
the simulation is running to facilitate the measurement of the
PDR results. The PDR is measured by the ratio of the number
of application packets a sink node receives to the number of
application packets sender nodes inject in to the network. The
power profiling is done along with the application by using
the powertrace library for the sake of power measurement.
The emulated device is Tmote Sky that can be powered by
battery with 2900mAh capacity and we assume the device
operating voltage is 3V.

The experiment is designed to explore how FI-Trickle
will perform on different network sizes and under difference
interference conditions. To this end, the network sizes are set
to be 25, 49, 81, or 100 nodes and for each network size the
RX success ratio is adjusted to be 60%, 80%, or 100%. The
nodes are deployed in a grid topology with a fixed distance
in-between or in a random topology within a 200m × 200m
field size. It is important to note that the network density gets
higher when adding more nodes to the field for the random
topology scenario. In each network, regardless of the grid
or the random topology, one of the nodes is set to be the
sink node which collects the application packets from all
the other nodes. For instance, the sink node is placed in the
center of the grid and random topology as demonstrated in
Fig. 3 and Fig. 4, respectively. The Unit Disk Graph Radio
Medium (UDGM) model of the Cooja simulator is used
to define the characteristics of the transmission range, the
interference range, and the radio propagation for all nodes.

For each experiment, the minimum interval length Imin,
the maximum interval length Imax , and the redundancy con-
stant k of the Trickle algorithm are set to 24, 214, and 2,
respectively. Each experiment with 25, 49, or 81 nodes was
carried out 50 times with different random seeds to get the
average results. The same approach of getting the average
results is applied to each experiment with 100 nodes but
each experiment was only carried out 15 times due to sig-
nificantly longer runtime for each result. The simulation
time of each run is 10 virtual minutes, which is enough
to cover the elapsed intervals from the minimum interval
length Imin to the maximum interval length Imax . Table 2
summarizes the configurations and parameters used in the
experiments.

All the experiments are also conducted on Trickle,
Trickle-F, I-Trickle, and Drizzle for the comparison purpose.
E-Trickle, Opt-Trickle, and A2-Trickle are not considered
in the comparison because their goal is to shorten the route
convergence time which is not the focus of the paper. We also
did not compare with Adaptive-k and Trickle-D because they
need additional setting of the constants, kmin and kmax . The
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TABLE 2. Experimental configurations and parameters.

FIGURE 3. Grid topology with 25 nodes in the network. The green node
represents the sink node.

following subsections will present the simulation results on
the grid and the random topology, respectively.

B. GRID: SIMULATION RESULTS
The first part of simulation results to be examined is the aver-
age summation of DIO messages emitted by sender nodes.
This part of results is to evaluate the behavior of sender nodes
so that the sink node is excluded. From Fig. 5 it can be
seen that Drizzle causes the network to produce the fewest
messages across the network size and across the interference
condition, respectively. The reason is that Drizzle adjusts the
I interval to the maximum interval length Imax for the lowest
sending rate once a node has encountered some inconsistent
events. Besides, I-Trickle also does a lot more suppressions

FIGURE 4. Random topology with 25 nodes in the network. The green
node represents the sink node.

to nodes in the network as compared to Trickle, Trickle-F,
and FI-trickle. Interestingly, the figure shows that the result
of FI-Trickle falls between that of Trickle-F and I-Trickle
for each network size and for each interference condition.
This outcome indicates that FI-Trickle will also do some
more suppressions to nodes in the network as compared to
Trickle-F, but not as much as I-Trickle does.

In general, more DIO messages in the network will lead
to higher power consumption. Fig. 6 explicitly shows that
the average power consumption of sender nodes has a strong
relation with the average summation of DIO messages emit-
ted by sender nodes and Fig. 7 shows the average network
lifetime results based on Fig. 6 for the emulated device with
the operating voltage and the battery capacity assumed in
Table 2. It turns out that nodes can save themost power overall
when nodes use Drizzle to emit DIO messages. However,
one important thing to notice here is that this power saving
characteristic of Drizzle has a side effect of degrading the
PDR. This is because nodes rely on DIO messages to update
their routes and nodes with lower numbers of DIO messages
can result in a relatively rare update of the route for the
network. According to this fact, it appears that there is a
trade-off between the power consumption and the PDR. The
following discussion will focus more on Trickle, Trickle-F,
I-Trickle, and FI-Trickle since they are on a similar level of
emitted DIO message numbers according to Fig. 5.
Trickle-F

and FI-Trickle share the same design goal (i.e., fairness
among nodes). However, there are three major differences
between them that cause different results on the average
summation of DIO messages emitted by sender nodes and
on the average power consumption of sender nodes as shown
in Fig. 5 and in Fig. 6, respectively. The average number
of DIO messages emitted by each node is further examined
to discover the three major differences. For instance, Fig. 8
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FIGURE 5. Grid: the average summation of DIO messages emitted by sender nodes on various network sizes and
under various RX success ratios.

FIGURE 6. Grid: the average power consumption (mW) of sender nodes on various network sizes and under
various RX success ratios.

shows the average number of DIO messages emitted by each
node when the network size= 25 and the RX success ratio=
100% for Trickle-F and FI-Trickle. Each cell in Fig. 8 can find

a corresponding node mapping from Fig. 3. The three differ-
ences between Trickle-F and FI-Trickle: First, the sink node
in FI-Trickle emitted fewer DIO messages than in Trickle-F.
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FIGURE 7. Grid: the average network lifetime (hours) on various network sizes and under various RX success
ratios.

FIGURE 8. Grid: the average number of DIO messages emitted by each node when the network size = 25 and the RX success
ratio = 100%.

Secondly, most of the nodes at the edge in FI-Trickle emitted
fewer DIO messages than in Trickle-F. Lastly, the intermedi-
ate nodes in FI-Trickle can effectively disseminate the DIO
messages to their neighbors with fewer collisions due to the
first two differences. These three differences can be seen
across the network size and across the interference condition
for Trickle-F and FI-Trickle. The differences are due to the
mechanism within FI-Trickle that keeps the interval length
unchanged for the next round when a node is suppressed. The
mechanism will cause the asymmetry on the interval lengths
between the sink node and the intermediate nodes (i.e., the
neighbors of the sink node), and the effect of this asymmetry
will further cause the sink node to be highly suppressed since
the period of every two consecutive times ts of the sink node

will be overlapped with time ts of the intermediate nodes
most of the time. Subsequently, more suppressions will be
added to most of the nodes at the edge since the intermediate
nodes gain more opportunities over the sink node to transmit
more DIO messages. Specifically, the highly suppressed sink
node will not damage the network. In fact, it is unnecessary
for the sink node to tell its neighbors about the parentship all
the time since the sink node is always the preferred parent
of its neighbors. Fig. 8(c) summarizes the differences, cell
by cell, by subtracting the corresponding value of the cell in
Fig. 8(b) from the corresponding value of the cell in Fig. 8(a).
According to Fig. 8(c), the summation of all cells except
the cell related to the sink node exactly explains that the
DIO messages of FI-Trickle are fewer than those of Trickle-F
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FIGURE 9. Grid: the average standard deviation of the average numbers of DIO messages emitted by sender
nodes on various network sizes and under various RX success ratios.

FIGURE 10. Grid: the average PDR (%) on various network sizes and under various RX success ratios.

both in Fig. 5 and Fig. 6. Most importantly, the decreased
number of DIO messages emitted by the sink node and the
decreased numbers of DIO messages emitted by nodes at the
edge can result in a more effective update of the route for the
network.

The average standard deviation of the average numbers of
DIO messages emitted by sender nodes is used to evaluate
fairness among sender nodes. As shown in Fig. 9, Drizzle
has the lowest standard deviation across the network size
and across the interference condition. This is because its
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FIGURE 11. Grid: the average difference in PDR (%) as the network size grows and under various RX success ratios when comparing FI-Trickle to
Trickle, Trickle-F, I-Trickle, and Drizzle, respectively.

FIGURE 12. Random: the average summation of DIO messages emitted by sender nodes on various network sizes
and under various RX success ratios.

mechanism of random selection for the time t can well dis-
tribute the time t between nodes on the interval-level. On the
other hand, I-Trickle has the highest standard deviation across
the network size and across the interference condition. This
high value of standard deviation indicates that some sender
nodes emit either a lot more or a lot fewer DIO messages
than the average value of all sender nodes. In contrast to
Trickle and I-Trickle, Trickle-F and FI-Trickle both have
lower standard deviations, which justify the improvement in
fairness among sender nodes. Moreover, the result also shows
that FI-Trickle can achieve fairness among sender nodes as
much as Trickle-F does.

Fig. 10 shows the results of average PDR for each algo-
rithm across the network size and across the interference con-

dition. As can be seen, I-Trickle has the lowest PDR. Accord-
ing to Fig. 5, both I-Trickle and Drizzle have lower numbers
of DIO messages which result in a relatively rare update of
the route. However, the PDR of Drizzle is slightly better than
that of I-Trickle because Drizzle can achieve fairness among
sender nodes. On the other hand, FI-Trickle has the best
PDR result. This can be explained with previous observations
obtained from Fig. 8 which show that FI-Trickle can cause
intermediate nodes to have a more effective update of the
route for the network. Additionally, it is important to note that
FI-Trickle breaks the trade-off between the power consump-
tion and the PDR when compared to Trickle-F because of
the three major differences between FI-Trickle and Trickle-F.
Overall, through out the results from Fig. 5 to Fig. 10, it shows
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FIGURE 13. Random: the average power consumption (mW) of sender nodes on various network sizes and
under various RX success ratios.

FIGURE 14. Random: the average network lifetime (hours) on various network sizes and under various RX
success ratios.

that FI-Trickle produces the best PDR result with a power
consumption less than the power consumption of Trickle-F.
In addition, Drizzle uses the least power consumption to
produce a PDR result better than the PDR of I-Trickle.

Finally, Fig. 11 shows the average difference in PDR as
the network size grows and under various RX success ratios
when comparing FI-Trickle to Trickle, Trickle-F, I-Trickle,
and Drizzle, respectively. It can be seen that as the network
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FIGURE 15. Random: the average number of DIO messages emitted by each node when the network size = 25 and the RX success
ratio = 100%.

FIGURE 16. Random: the average standard deviation of the average numbers of DIO messages emitted by
sender nodes on various network sizes and under various RX success ratios.

size grows the differences show a tendency to increase for
all the results, i.e., the gray, red, green, and blue lines in
Fig. 11. According to IETF RFCs, LLN application scenarios
will involve high numbers of wireless devices [15]–[18]. The
increasing trend of the differences in PDR results implies that
FI-Trickle can be a better candidate for the dissemination of
the RPL message for large-scale networks.

C. RANDOM: SIMULATION RESULTS
In the random topology scenario the nodes are deployed
within a 200m × 200m field size therefore the network
density gets higher when adding more nodes to the field.
It is expected that more collisions can be observed when the
network density gets higher and the network performancewill
eventually be impacted by the collisions if the network size

grows over a threshold, such as the results are impacted and
becomes chaotic when the network size = 100 in the exper-
iment. Consequently, the following discussion will focus on
network size = 25, 49, and 81.
As in the case of the grid topology, the first part of sim-

ulation results to be examined is the average summation
of DIO messages emitted by sender nodes. From Fig. 12
it can be seen that for the same reason found in the grid
simulation results, Drizzle still causes the network to produce
the fewest messages over all network sizes and interference
conditions, respectively. However, when the network size
grows the average summation of DIO messages given by
FI-Trickle becomes close to the average summation of DIO
messages given by I-Trickle, which is different to the results
of the grid case, as can be seen by comparing Fig. 12 with
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FIGURE 17. Random: the average PDR (%) on various network sizes and under various RX success ratios.

FIGURE 18. Random: the average difference in PDR (%) as the network size grows and under various RX success ratios when comparing FI-Trickle
to Trickle, Trickle-F, I-Trickle, and Drizzle, respectively.

Fig. 5. The reason behind this difference will be discussed
in the following paragraph. In addition, when putting Fig. 12
and Fig. 13 side by side, it can be seen that a strong relation
still exists between the average summation of DIO messages
emitted by sender nodes and the average power consumption
of sender nodes. Fig. 14 shows the average network lifetime
results based on Fig. 13 for the emulated device with the
operating voltage and the battery capacity assumed in Table 2.
The result that FI-Trickle produces fewer DIO messages

in the random topology can be explained with Fig. 15. Each
cell in Fig. 15 can find a corresponding node mapping from
Fig. 4. Fig. 15(a) and Fig. 15(b) present the average number
of DIO messages emitted by each node for FI-Trickle and
Trickle-F, respectively. In Fig. 15(c), it can be seen that each
node running with FI-Trickle produces fewer DIO messages
as compared to Trickle-F. This phenomenon can be further
identified by comparing Fig. 3 and Fig. 4. In the grid topol-

ogy for instance Fig. 3, nodes will have a neighbor count
between 3 and 8. On the other hand, in the random topology
for instance Fig. 4, some nodes can have a neighbor count
more than 10, showing a situation of the network clustering.
It appears that in the random topology FI-Trickle remains
the capability of effective route update but has slightly more
suppressions as compared to the grid topology due to the net-
work clustering. In the random topology, even though more
suppressions happened to FI-Trickle the average standard
deviation of DIO messages of FI-Trickle remains similar to
the results of Trickle-F as shown in Fig. 16.

Fig. 17 presents the results of average PDR for each algo-
rithm over various network sizes and interference conditions.
When excluding the network size = 100, these results are
consistent with the results presented in Fig. 10 thanks to
the effective route update capability of FI-Trickle. Overall,
through out the results from Fig. 12 to Fig. 17, it shows again
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that FI-Trickle produces the best PDR result with a power
consumption less than the power consumption of Trickle-F.
In addition, Drizzle uses the least power consumption to pro-
duce a PDR result better than the PDR of I-Trickle. Finally,
Fig. 18 shows the increasing average differences are noticed
in PDR as the network size grows and under various RX suc-
cess ratios when comparing FI-Trickle to Trickle, Trickle-F,
I-Trickle, and Drizzle, respectively.

VI. CONCLUSION
This paper proposed an improved Trickle algorithm called
FI-Trickle to achieve fairness among nodes with a new
approach. The new approach allows each node to double
or remain their interval length for their subsequent interval
based on their suppression information in order to give each
suppressed node a higher chance to transmit before the trans-
missions of its neighbors. Also, the suppression mechanism
of FI-Trickle is enhanced in order to eliminate redundant
transmissions.

The performance of FI-Trickle is verified with extensive
experiments over various network sizes, interference con-
ditions, and network topologies. The obtained simulation
results show that FI-Trickle can achieve a similar fairness
level as compared to Trickle-F. In addition, FI-Trickle can
improve the PDR of the network and the power consumption
of nodes at the same time. The reason is that in FI-Trickle
most nodes emit fewer DIOmessages and intermediate nodes
can effectively disseminate the DIO messages to their neigh-
bors with fewer collisions for the route update. Finally, the
results further show that FI-Trickle can increasingly outper-
form Trickle, Trickle-F, I-Trickle, and Drizzle in terms of
PDR as the network size grows. Since LLN applications will
involve high numbers of wireless devices, the final result
of the experiments implies that FI-Trickle can be a better
candidate for the dissemination of the RPLmessage for large-
scale networks.
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