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ABSTRACT Ultrasonic scanning is the most commonly used method for detecting breast cancer. Traditional
breast ultrasound mainly relies on manual examination, which requires doctors with rich clinical experience.
The scanning path planning of the robot for breast ultrasound examination based on binocular vision and
non-uniform rational B-Splines (NURBS) is proposed in this paper to solve the limitations of traditional
examination methods. First, breast images are acquired by the binocular camera. The depth information of
the images is obtained through stereo matching, and the 3D point cloud reconstruction of the breast model
is completed. Second, the spatial index algorithm based on the K-dimension tree (Kd-tree) and uniform
samplingmethod are selected to denoise and down-sample the point cloudmodel to complete the preliminary
optimization of the model. The point cloud information for the scanning path is extracted according to the
method of point cloud extraction and the principle of normal vector calculation. Then, the interpolation
optimization of the scanning path based on the NURBS curve is completed. The optimized scanning path
is transformed into the robot motion path. Finally, the robot motion is simulated and analyzed, and the
experimental results show that the rationality of robot operation and the smoothness of robot motion meet
the requirements of path planning defined in this paper. The error analysis experiment shows that the path
planned by this method can ensure the efficiency and accuracy of ultrasound examination.

INDEX TERMS Ultrasound examination, binocular vision, NURBS, scanning path planning, point cloud
reconstruction, robot path planning.

I. INTRODUCTION
Breast cancer is a cancer with high morbidity and mortality
worldwide. Its morbidity ranks first among female malignant
tumors [1]. According to the 2020 cancer incidence statistics
from the International Agency for Research on Cancer, there
were approximately 2.3 million new cases of female breast
cancer, accounting for 11.7% of new cases of cancer [2].
Early detection and timely treatment are the keys to curing
breast cancer and increasing the survival rate [3], [4], [5].

The associate editor coordinating the review of this manuscript and

approving it for publication was Yangmin Li .

Ultrasound examination is an important means to discover
breast cancer [6], [7], [8]. However, ultrasound examination
has higher requirements for the medical image analysis abil-
ity of doctors and is more dependent on clinical judgment
experience. Different doctors often operate in different ways
during ultrasound examination, which will lead to inconsis-
tent diagnosis results. In addition, repetitive operations will
cause serious fatigue damage to the doctor, and continuous
probe pressure will aggravate the damage to the joint mus-
cles of doctors [9]. The operation of ultrasonic scanning is
relatively free. The examination process and operation are
not standardized, resulting in inconsistent results. Robots can
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assist doctors in completing breast ultrasound examinations,
thus reducing the work intensity of doctors. Robots can accu-
rately complete repetitive scanning operations to improve
examination efficiency, standardize operation processes and
reduce labor costs [10], [11], [12]. The robot for breast ultra-
sound examination requires high precision and efficiency to
meet the scanning requirements. Therefore, it is very impor-
tant to plan the scanning path of the robots [13], [14], [15].
The planned scanning path can more accurately detect the
diseased position. In addition, doctors can pay more attention
to ultrasonic diagnosis and treatment under the guidance of
ultrasound images to ensure the operation effect.

In terms of robotic ultrasound examination,
Abbasimoshaii et al. designed a new robot mechanism for
ultrasonic imaging, and developed a new wiring mechanism
to create the motion center for ultrasonic imaging [16]. Mon-
faredi et al. designed a new 6-DOF parallel robot [17]. The
robot can be used to complete remote ultrasonic scanning
operations. Sandoval et al. developed a new prismatic com-
pliant joint (PCJ) coupled to the end-effector of cooperative
robot for Doppler ultrasound examination [18]. Kojcev et al.
compared the ultrasonic imaging of robots with that of expert
system, and the results showed that the robotic ultrasound
imaging can achieve more repeatable measurements [19].
Giuliani et al. proposed a user-centered method to develop
a tele-operated robot for remote echocardiography [20]. The
above systems have made beneficial progress for ultrasonic
examination, but none of them has investigated the robot for
breast ultrasound examination based on binocular vision and
NURBS algorithm.

Traditional imaging systems use a single camera to gen-
erate two-dimensional images. The images lack necessary
depth information. The systems rely too much on the
experience of doctors, so the safety and stability of the oper-
ation cannot be guaranteed. Xu and Xia. designed a medi-
cal acupuncture robot for clinical treatment [21]. The robot
mainly relies on real-time visual feedback from binocular
camera when inserting needles. The automatic positioning
of hundreds of acupuncture points requires the integration of
robot and binocular camera. Lin et al. developed a 6-DOF
prostate intervention serial robot, and established a binocular
vision system (BVS) to evaluate the placement accuracy
of the puncture needle and accurately locate the puncture
point [22]. Zhang et al. designed a special binocular vision
system, and put forward a tool center point (TCP) cali-
bration method [23]. Xu et al. proposed an unsupervised
learning method to reconstruct the accurate depth map for
binocular 3D laparoscopy [24]. Wang et al. designed a new
binocular vision registration method to develop a naviga-
tion robot based on CT images [25]. Jiang et al. studied
the robot-assisted puncture process based on optical posi-
tioning technology [26]. Binocular camera is used for image
acquisition in the system. All the above studies have made
beneficial progress in the research of binocular vision in
medical robots. Binocular vision can better obtain the depth
data of relevant information. The breast model in the real

scene is transformed into a 3D point cloud model in the visual
interface.

NURBS curves are often used in robot path gener-
ation algorithms. Compared with other algorithms, the
NURBS algorithm is more conducive to the generation
and processing of multidimensional and irregular curves.
Jahanpour et al. proposed a path planning method for par-
allel processing robots based on parametric NURBS curves
[27]. Hashemian et al. proposed a reparameterization method
of smooth trajectory curve based on jerk minimization,
and introduced reparameterization function as unidirectional
NURBS curve of the system time variable [28]. Wu et al.
proposed a path planning method based on the NURBS curve
with optimal robot performance [29]. By solving a multi-
objective optimization problem, the optimal curve parameters
and the execution time distributed along the curve segments
can be obtained simultaneously. She and Tian. proposed a
path control method for underwater robots based on NURBS
curves [30]. These studies have promoted the application of
the NURBS curve in robot path planning. NURBS algorithm
makes the path smoother, and the curve fitting process does
not deviate from the real line information. The NURBS algo-
rithm can be used to better generate and optimize the scanning
path of robots.

FIGURE 1. The complete robot system for breast ultrasound examination
based on binocular vision.

In order to solve the above problems, the scanning
path planning method of the robot for breast ultrasound
examination based on NURBS and binocular vision is inves-
tigated. The complete ultrasonic scanning system is estab-
lished, as shown in Figure 1. The depth information of the
breast model is obtained by stereo matching with a binocu-
lar vision system, and then 3D point cloud reconstruction is
carried out. The reconstructed 3D point cloud model of the
breast is denoised and down-sampled. According to the opti-
mized point cloud model, the normal vector is calculated, the
ultrasonic scanning path is extracted by using normal vector
information and spatial coordinate information, and the path
is optimized and interpolated based on the NURBS curve.
The optimized scanning path is transformed into the motion
path of the robot, and the accuracy of the path planning result
is proved by experiments.
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II. THREE-DIMENSIONAL RECONSTRUCTION
A. BINOCULAR VISION CALIBRATION AND CORRECTION
The camera calibration can determine the internal relation-
ship and transformation parameters among the world, camera
and image pixels [31]. In the actual production process, the
production, installation and other factors impact the accuracy
of the camera, resulting in camera distortion. Therefore, the
binocular camera should be calibrated [32].

A total of 30 shots were taken with binocular cameras for
the calibration board with different angles. The position of
the calibration board should be adjusted in the field of view
of the binocular camera for each shot. The left-eye and right-
eye cameras are calibrated separately, and the final rotation
matrix R and translation vector T can be obtained through
calculation. The calibration process is as follows:

1. The checkerboard calibration board is used. The calibra-
tion board consists of 8 × 6 squares, and the pixels of each
square block are 25 mm × 25 mm.
2. The captured photos are imported into MATLAB cal-

ibration toolbox. The corner information of the photos
obtained by the left and right cameras is extracted, as shown
in Figure 2.

FIGURE 2. The corner information of left and right pictures.

3. The corner information is detected, and the calibration
button is operated for calibration, so as to obtain the re-
projection error information, as shown in Figure 3. The data
with excessive re-projection error can be judged as singular
values and deleted, and then the camera calibration can be
performed again.

FIGURE 3. The re-projection error histogram of binocular camera.

4. The camera center calibration result diagram is obtained,
as shown in Figure 4. The camera parameters can be exported
from the workspace of the program operation results by click-
ing the Export button in the software operation interface.

FIGURE 4. The camera center calibration result diagram.

TABLE 1. The camera calibration parameters.

The calibration results are the parameters and distor-
tion coefficients of binocular cameras. The camera distor-
tion mainly comes from the radial and tangential direction,
as shown in Equation (1). The internal parameter matrix,
radial distortion parameter matrix and tangential distortion
parameter matrix of the left and right cameras are shown in
Table 1.

σx(x, y) = x(k1r2 + k2r4 + k3r6 + . . .)
+ 2p2xy+ p1(3x2 + y2)

σy(x, y) = y(k1r2 + k2r4 + k3r6 + . . .)
+ 2p1xy+ p2(x2 + 3y2)

(1)

where (x, y) represents the actual coordinates in the case of
distortion. r2 = x2+ y2, Ki is the i-order radial deforma-
tion coefficient, and Pi is the i-order tangential deformation
coefficient.

The external parameters of the left and right cameras are
put into the same coordinate system to calculate the rotation
parameters and translation parameters between the left and
right cameras. The solution results of the binocular camera
parameters are shown in Table 2.

The comparison before and after distortion correction is
shown in Figure 5. Figure 5 shows that the corresponding
points in the left and right images after distortion correction
are on the same horizontal line.
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TABLE 2. The binocular camera parameters.

FIGURE 5. The distortion correction comparison experiment. (a) Before
correction, (b) After correction.

B. STEREO MATCHING
Stereo matching is one of the important steps for obtaining
a 3D point cloud model. Through stereo matching, the depth
information can be obtained, thus obtaining the depth image.

1) MATCHING COST BASED ON CENSUS
For stereo matching, it is necessary to calculate the matching
cost first. The purpose is to measure the similarity between
the left and right image pixels. The smaller the matching cost,
the better the similarity. The theoretical core of the census
transformation method is to compare the gray values of the
central pixel point P with those of the pixel point Q in its
corresponding neighborhood. If the neighborhood pixel data
in the gray value are larger than the center pixel data, the
decision value is 0, otherwise it is 1. The value of bit strings is
determined by the mapping relationship between them. The
central pixelCs is equal to the number of bit strings, as shown
in Equation (2).

Cs(u, v) =
w
⊗

i=−w

h
⊗

i=−h
ξ (I (u, v), I (u+ i, v+ j)) (2)

where w and h represent half of the width and height of
the window, respectively. Cs represents the census transform
value of the center pixel. According to the census transforma-
tion value in Equation (2), the Hamming distance between the
left and right images can be calculated.

Cs(u, v, d) = Hammin g(Csl(u, v),Csr (u− d, v)) (3)

whereCsl(u, v) is the pixel transformation value of left image,
and Csr (u − d, v) is the pixel transformation value of right
image.

2) COST AGGREGATION BASED ON PATH AGGREGATION
Because the calculation results are greatly affected by noise,
the images should be filtered after cost matching. Therefore,
through cost aggregation, the calculated matching cost can
more accurately reflect the relevance between image pixels.
Through the cost aggregation algorithm based on semi-global
matching (SGM), the cost value under the path can be solved
by aggregation on the path. The calculated total cost is the
cost aggregation value. The calculation of the path cost of
pixel p along path r is shown in Equation (4).

Lr (p, d) = C(p, d)+min


Lr (p− r, d)

Lr (p− r, d − 1)+ P1
Lr (p− r, d + 1)+ P1
min
i
Lr (p− r, i)+ P2


− min

i
Lr (p− r, i) (4)

where p is the pixel position and C(p, d) is the initial cost
aggregation value.

The calculation equation of total path cost S is

S(p, d) =
∑
r

Lr (p, d) (5)

3) PARALLAX CALCULATION AND OPTIMIZATION
After cost aggregation, the calculation and optimization of
image parallax should be completed on this basis. The winner
takes all (WTA) algorithm is used to calculate parallax, and
the calculation method is shown in Equation (6).

dp = argmin
d∈Rd

[C(p, d)] (6)

where Rd is the allowable range of parallax and C(p, d) is the
matching cost of pixel p when the parallax is d .

The calculation result of parallax is optimized with the
concept of minimum cost. The optimized result is taken as
the optimal solution of the parallax calculation. In order to
distinguish and remove the singular error value, it is necessary
to judge the consistency between the left and right image lines
of the parallax image after the parallax calculation, as shown
in Equation (7).

Dp =

{
Dbp if

∣∣Dbp − Dmq∣∣ ≤ 1
Dinv otherwise

(7)

where Dbp and Dmq are the disparity values corresponding to
the pixels in the left and right images and Dinv is an invalid
value.

The parallax algorithm based on the SGM is combined
with the quadric interpolation process to improve the calcu-
lation precision. The quadratic curve can be fitted to approx-
imate the optimal parallax result and the generation value
on both sides. The algorithm also uses median filtering to
suppress noise and ensure the edge accuracy. The disparity
map of the breast model is shown in Figure 6.
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FIGURE 6. The disparity map of breast model.

C. RECONSTRUCTION OF 3D POINT CLOUD MODEL
According to the disparity map, the coordinate information
corresponding to each pixel in the images can be calculated.
The method based on spatial points is beneficial to realize
rapid 3D point cloud reconstruction of breast model [33].
In the world coordinate system, there is a point P, and its
corresponding spatial information is (Xw, Yw, Zw). p1 and p2
are the projection points of the coordinate points P on the left
and right images. The corresponding coordinate information
is p1(u1, v1) and p2(u2, v2), respectively.

Zcl

u1v1
1

 =

m1
11 m1

12 m1
13 m1

14

m1
21 m1

22 m1
23 m1

24

m1
31 m1

32 m1
33 m1

34



Xw
Yw
Zw
1

 (8)

Zcr

u2v2
1

 =

m2
11 m2

12 m2
13 m2

14

m2
21 m2

22 m2
23 m2

24

m2
31 m2

32 m2
33 m2

34



Xw
Yw
Zw
1

 (9)

where (u1, v1, 1) and (u2, v2, 1) represent the homogeneous
coordinates of the left and right imaging points p1 and p2 of
point P, respectively. (Xw, Yw, Zw, 1) represents the homo-
geneous coordinate of space point P. Zcl and Zcr are the z
coordinate values in the left and right coordinate systems.
miab represents the element in row a and column b of the
perspective projection matrixM i.
The matrix equation (10) is obtained by deducing Equa-

tion (8) and (9).
(u1m1

31 − m
1
11) (u1m1

32 − m
1
12) (u1m1
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1
13)
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14 − u1m

1
34
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1
34

m2
14 − u2m

2
34

m2
24 − v2m

2
34

 (10)

Equation (10) is further simplified to obtain Equation (11).

AX = B (11)

The three-dimensional coordinates of space point P in the
world coordinate system are obtained by solving the pseudo
inverse of matrix A. According to the calculated 3D coordi-
nates, the point cloud data can be reconstructed, as shown in
Figure 7.

FIGURE 7. The 3D point cloud image of breast model.

III. PATH EXTRACTION
A. POINT CLOUD DENOISING
There are a lot of noise points in the point cloud model
obtained by the 3D reconstruction. If all the point cloud
data are directly used to plan the scanning path, it will not
only have redundant information, but also seriously affect
the real-time performance of the system. It is necessary to
denoise the reconstructed point cloud model to extract the
path points more accurately. The Kd-tree spatial index algo-
rithm is used to filter and denoise point clouds. For any
point pi in point cloud p =

{
pi, i = 1, 2, 3 . . . , pi ∈ R3

}
,

the k neighborhood search method can be used. The set of
selected points in the k neighborhood is denoted as pij =
{pi1, pi2, pi3, pi4, . . . , pik}. According to the average distance
from point pi to the neighboring points, the point cloud noise
is removed, as shown in Equation (12).

p∗ =
{
p∗i ∈ P

∣∣∣(µN − ασN ) ≤ di∗ ≤ (µN + ασN )
∣∣∣} (12)

where di
∗
is the average distance from point pi to all points

in the k neighborhood. α is the adjustment factor of the
control threshold. µN is the average distance of the whole
point cloud. σN is the standard deviation of the distance of
the whole point cloud. If the relationship between di

∗
and

µN±ασN meets the requirements of Equation (12), the points
will be reserved, otherwise, the points will be removed. The
denoising process of Kd-tree algorithm is shown in Figure 8.

When k = 10, 15, 20, the denoising effect of the breast
model is shown in Figure 9. The denoising process is car-
ried out on the point cloud models with k values ranging
from 2 to 20. The experimental data of denoising of the point
cloud model are shown in Figure 10.

The results show that the calculation time is prolongedwith
the increase of k value. The number of point clouds increases
with the increase of k value, and it is in a stable state after
reaching a certain value. Considering the experimental results
and filtering effect, k = 15 is used for filtering.
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FIGURE 8. The flow chart of Kd-tree point cloud denoising.

FIGURE 9. The effect diagram of breast model denoising with different k
values. (a) The original point cloud image, (b) k = 10, (c) k = 15,
(d) k = 20.

FIGURE 10. The experimental data of denoising of point cloud model.
(a) The diagram of k value and time, (b) The Graph of k value and number
of point clouds.

B. DOWN-SAMPLING
Down-sampling refers to reducing the number of point clouds
while ensuring that the geometric structure of point clouds

does not change. Because the number of point clouds after
filtering and denoising is still large, the subsequent path
extraction and other related processing are time-consuming,
which affects the real-time performance of the system. There-
fore, it is necessary to perform down-sampling processing
to improve the computational efficiency. The commonly
used down-samplingmethods include grid sampling, uniform
sampling and geometric sampling. The comparison diagram
of point cloud models obtained by several point cloud down-
sampling algorithms is shown in Figure 11. The comparison
of the several methods is shown in Table 3. When dealing
with the point cloud model by grid sampling, the number of
sampling points in each grid cannot be accurately controlled,
whichwill lead to uneven distribution of point clouds. To keep
the point cloud evenly distributed, smaller grid points need
to be used for down-sampling. However, this method will
make the sampling effect unobvious and time-consuming.
When the point cloudmodel is processed by geometric down-
sampling, the distribution density of the point cloud changes
with the curvature, which leads to the uneven distribution of
point clouds.

FIGURE 11. The comparison diagram of point cloud models obtained by
several point cloud down-sampling algorithms. (a) The original point
cloud image, (b) Grid sampling, (c) Uniform sampling, (d) Geometric
sampling.

It can be seen from Figure 11 and Table 3 that uniform sam-
pling should be selected for the down-sampling. The obtained
point cloud data are uniformly distributed, which is conve-
nient for subsequent path extraction and planning.

C. NORMAL VECTOR CALCULATION
Generally, doctors need to ensure that the ultrasonic probe
keeps vertical contact with the skin surface. The normal
vector of the breast surface can determine the pose of the
ultrasound probe. The normal vectors of point clouds are
calculated by the method based on local surface data fitting
to reduce the calculation time. According to the point cloud
data in a certain range near the calculated point, the surface
normal vectors are calculated. Themethod has good real-time
performance and ensures the processing speed and accuracy,
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TABLE 3. The sampling characteristics under point cloud.

as shown in Equation (13).

k∑
i=1

x2i
k∑
i=1

xiyi
k∑
i=1

xizi

k∑
i=1

xiyi
k∑
i=1

y2i
k∑
i=1

yizi

k∑
i=1

xizi
k∑
i=1

yizi
k∑
i=1

z2i




a

b

c

 = γ

a

b

c

 (13)

Equation (13) can be simplified to Equation (14).

Ax = γ x (14)

According to the eigenvalue solution and eigenvector anal-
ysis of matrix A, the normal vector of this point is equiv-
alent to the eigenvector of the minimum eigenvalue of the
covariance matrix. The problem of uncertainty of normal
direction can be solved by completing the operation of the
unified direction. The unified optimization is carried out by
using the line-of-sight direction characteristic, as shown in
Equation (15). The calculation result of the normal vector of
the breast model is shown in Figure 12.{

−→v = (−x,−y,−z)T
−→v · −→n > 0

(15)

D. PATH EXTRACTION METHOD
According to the reconstructed 3D breast model, the extrac-
tion method of the scanning path is obtained.

FIGURE 12. The calculation results of normal vector of breast model.

1. The selected point cloud data can form a closed loop
on the X-Y projection plane. The point cloud data should
be outside or on the surface of the breast. The number of
point clouds should be properly selected. The coverage of
the point cloud should be reasonable, not too close to the
top or bottom of the breast. The extracted point cloud data
should be prevented from being distributed in a larger range in
the z-axis.

2. The 3D point cloud model was imported into MATLAB.
Then, the coordinate information of each point cloud under
the rectangular coordinate system is calculated, as shown in
Figure 13.

FIGURE 13. The point cloud distribution map of breast model in cartesian
coordinate system.

3. Half of the height of the breast in the z-axis is
selected as the plane of the scanning path. All coordinate
information of the 3D point cloud model in the z-axis is
derived. The z-axis median of the point cloud model is
the average of the z-axis maximum and the z-axis mini-
mum. A suitable scanning range can be obtained in this
way. Moreover, the scanning path can form a closed loop
on the X-Y projection plane in the subsequent process-
ing. The formed point cloud data are conducive to smooth
processing.

4. The scanning path is extracted inMATLAB according to
themedian value of the z-axis. The normal vector information
is generated in the extracted 3D point cloud model, as shown
in Figure 14.

IV. PATH PLANNING BASED ON NURBS CURVE
The NURBS curve is an improved non-uniform rational
B-spline curve based on B-spline curve. Its core improve-
ment lies in adding the weight factors corresponding to
the control points, so that the fitting and smoothing pro-
cess of the polyline does not deviate from the real line
information [34].
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FIGURE 14. The normal vector of breast ultrasound examination path.

A. GENERATION OF NURBS CURVES
The equation for NURBS curve is

p(u) =

n∑
i=0
ωidiNi,k (u)

n∑
i=0
ωiNi,k (u)

(16)

Among them,

Ni,0 =

{
1 u ∈ [ui, ui+1]
0 other

Ni,k (u) =
u− ui

ui+k+1 − u
Ni,k−1(u)

+
ui+k − u

ui+k − ui+1
Ni+1,k−1(u)

0
0
= 0

(17)

The recursive method in Equation (17) mainly deduces the
method of directly solving Ni,k (u). Using the direct solution,
the solution of any point needs to be recurred (n+ 1)(2k − 1)
times. This method will make it necessary to calculate the
coordinate value of any point on the NURBS curve, which
is unfavorable to the real-time performance of the whole
system. However, the De Boer recursive method only needs
to convert the calculated high-dimensional coordinate value
into the low-dimensional spatial coordinate value through the
central projection. The algorithm can avoid a large number of
calculations. The recursive equation is (18), as shown at the
bottom of the page.

In Equation (18), ωi is the weight factor corresponding to
the control vertex di(i = 0, 1, . . . . . . , n). The k-th B-spline

basis function Ni,k (u) can be calculated by the node vector
u = [u0, u1, . . . . . . , un+k+1]. i is the serial number, and k is
the spline order. The NURBS curve is an open curve, and has
the characteristic of an unclosed data link. The repeatability
of nodes at both ends is set as r = k + 1 in the adjustment
process. The generation of curves is determined by the cal-
culation of node vectors, the determination of boundary con-
ditions and the inverse calculation of corresponding control
vertices.

The cumulative chord length parameterization algorithm
is the commonly used algorithm to calculate and deter-
mine node vectors. The accumulated chord length parameter
method can faithfully show the distribution of data points
without being limited by chord length. Moreover, the inter-
polation curve of the cumulative chord parameter method has
good smoothness, which can reflect the curve shape of data
points more accurately and truly. The specific parameteriza-
tion method of cumulative chord length is as follows.


u0 = u1 = u2 = u3 = 0
un+3 = un+4 = un+5 = un+6 = 1

i = 1, 2, . . . . . . , n− 1
ui+3 = i/n

(19)

Then the boundary conditions of the curve are determined.
The tangent vector condition is used to calculate the position
of the control points. The tangential direction of the first and
last breakpoint should be fixed. The tangent vector condition
is


d1 − d0 =

13

3
p′
0

dn+2 − dn+1 =
1n+2

3
p′n

(20)

where1i = ui+1−ui. p′0 and p
′
n are the tangent vectors of the

head and end point. The repetition degree of the end point of
the cubic NURBS curve is set to 4. The control points at both
ends of the curve are equivalent to the data points, that is, d0 =
P0, dn+2 = Pn. Because the extracted path is a closed curve,
the data points are closed. Therefore, n + 1 control vertices
can be obtained by n − 1 equations. The inverse calculation



q(u) =
i−l∑

j=i−k

d ljNj,k−l(u) = . . . = dki−k , u ∈ [ui, ii+1] ⊂ [uk , un+1]

d lj =

{
dj, l = 0
(1− αlj )d

l−1
j + αljd

l−1
j+1 , j = i− k, . . . , i− 1, l = 1, 2 . . . ., k

αlj =
u− uj+l

uj+k+1 − uj+l
,

0
0
= 0

(18)

VOLUME 10, 2022 85391



X. Zhang et al.: Scanning Path Planning of the Robot for Breast Ultrasound Examination

result of the control vertices of the cubic curve is as follows.

1
a2 b2 c2

· · ·

· · ·

· · ·

an bn cn
1





d1
d2
·

·

·

dn
dn+1


=



e1
e2
·

·

·

en
en+1


(21)

where di is the control vertex. 1i = ui+1 − ui(i =
0, 1, 2, . . . , n). The meaning of each parameter in Equa-
tion (21) is

ai =
(1i+2)2

1i +1i+1 +1i+2

bi =
1i+2(1i +1i+1)
1i +1i+1 +1i+2

+
1i+1(1i+2 +1i+3)
1i+1 +1i+2 +1i+3

ci =
(1i+1)2

1i+1 +1i+2 +1i+3

ei = p0 −
13

3
p′0

en+1 = pn −
1n+2

3
p′n

ei = (1i+1 +1i+2)pi−1

(22)

where 1i = ui+1 − ui, i = 1, 2, . . . , n. All control vertex
values can be obtained by solving Equation (22).

B. NURBS CURVE INTERPOLATION
NURBS curve interpolation is one of the important steps in
path planning. Its main function is to calculate the movement
distance required for each interpolation cycle according to
the given movement speed. Part of the coordinate values on
the motion path are calculated as interpolation values. The
realization process optimizes and fits the chord length of two
adjacent interpolation points into the actual curve [35]. Dur-
ing the interpolation process, it is necessary to segment curves
quickly and calculate the coordinate values of interpolation
points accurately.

The principle of the NURBS interpolation algo-
rithm is to solve the interpolation coordinate point
{C(u0),C(u1), . . . ,C(un−1),C(un)} based on time series
{t0, t1, . . . , tn−1, tn} and corresponding parameters
{u0, u1, . . . , un−1, un}. The interpolation point C(ui) and its
corresponding parameter ui, the interpolation point C(ui+1)
and its corresponding parameter ui+1 are known. The curve
length between two interpolation points is1Si, and the actual
feed length is the chord length 1Li. The calculation method
is

1Li = V (ui)Ts = ‖C(ui+1)− C(ui)‖ (23)

where Ts is the interpolation cycle and V (ui) is the current
feed speed. The direction of the current feed speedV (ui) is the
direction of movement along the chord length1Li. The direc-
tion of the actual moving speed should be along the direction

of curve 1Si. There will be corresponding errors when cal-
culating the parameters of the next interpolation point. The
errors will lead to a certain deviation between the actual value
and the expected value of the next interpolation point ui+1.
The actual feed speed is expressed by Equation (24).

Vr (ui) =
1Li
Ts
=
‖C(ui+1)− C(ui)‖

Ts
(24)

There is an inherent error between the actual feed speed
and the desired feed speed. The error will lead to velocity
fluctuation, and the fluctuation degree is described by using
the speed fluctuation ratio δ, as shown in Equation (25).

δi =
Vr (ui)− V (ui)

V (ui)
× 100%

=
‖C(ui+1)− C(ui)‖ − V (ui)Ts

V (ui)Ts
× 100% (25)

Excessive speed fluctuation will make the robot shake
greatly in the process of motion, which will lead to the
decrease of system stability. Therefore, the speed fluctua-
tion should be restrained at all times in the interpolation
process. The interpolation accuracy of the NURBS curve is
often described by the chord error. The chord error is the
maximum difference between chord length and actual curve
in the interpolation period. The smaller the chord error, the
closer the chord length is to the actual curve. The smaller the
velocity fluctuation ratio is, the more stable the ultrasound
examination is.

The arc approximation method is used to calculate the
chord error. The curve segment is approximately equivalent
to the arc. The arc height error is the distance between the
arc and chord length. The curvature will influence the chord
error. The chord length 1Li is related to the feed speed.
Therefore, the feed speed will be limited by the curvature and
chord error. If the maximum allowable chord error hmax is
introduced as the error control standard, the feed speed at the
parameter ui of any interpolation point is

Vc(ui) =
2
Ts

√
ρ2i − (ρi − hmax)2 (26)

where ρ is the curvature of the approximate arc.
In the process of interpolation, different curvatures will

produce different centrifugal forces. The centrifugal force
will partially affect the accuracy of ultrasonic examination.
The centrifugal force can be controlled by controlling the
normal acceleration. The limitation value of the feed speed
can be expressed as

V (ui) = min
{
2
Ts

√
ρ2i − (ρi − hmax)2,

√
ρiAn,max ,Vmax

}
(27)

where An,i is the normal acceleration and An,max is the maxi-
mum normal acceleration. Equation (27) shows that the limit
of the feed speed is mainly related to the maximum chord
error, curve curvature, normal acceleration and maximum
allowable speed of the system.
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The second-order Taylor expansion is used to determine
the relationship between the interpolation time t and corre-
sponding parameter u, denoted by u(ti) = ui and u(ti+1) =
ui+1. The relationship between interpolation time and corre-
sponding parameters can be converted into the relationship
between ui and ui+1. The Taylor expansion equation of u at
time ti is

u(t) = u(ti)+ u(t)(t − ti)+
u
′′

(t)
2!

(t − ti)2 + O((t − ti)3)

(28)

The relationship between parameters ui and ui+1 is shown
in Equation (29).

ui+1 = ui +
V (u)Ts
‖C ′(u)‖

−
V 2(u)T 2

s [C
′(u)− C

′′

(u)]

2 ‖C ′(u)‖2
(29)

where C ′(u) and C
′′

(u) are the first and second derivatives
of the curve, respectively. The calculation process can be
expressed as (30) and (31), shown at the bottom of the page.

FIGURE 15. The schematic diagram of the robot motion path after
interpolation.

The extracted path points are interpolated and optimized
by NURBS curves. The interpolation results are shown
in Figure 15.

V. EXPERIMENTS AND RESULTS
A. HAND-EYE CALIBRATION EXPERIMENT
Through the hand-eye calibration experiment, the coordi-
nate relation between the binocular camera and robot can

FIGURE 16. The schematic diagram of single and multiple hand-eye
calibration. (a) The schematic diagram of hand-eye calibration system,
(b) The schematic diagram of multiple hand-eye calibration.

be established. The calibration experiment was carried out
according to the requirements of breast ultrasound examina-
tion, as shown in Figure 16(a). The robot should be moved
at least twice to calculate the results of hand-eye calibration
data, as shown in Figure 16(b). The spatial position informa-
tion between the binocular camera base and the robot base is
relatively fixed. The matrix A represents the spatial position
of the end-effector in the coordinate system of the robot base.
The spatial position of the calibration plate in the robot end
coordinate system can be expressed by matrix B. The matrix
C represents the spatial position of the camera in the calibra-
tion plate coordinate system, that is, the external parameters
of the camera. The matrix D represents the spatial position
of the camera in the coordinate system of the robot base,
that is, the parameters to be solved for hand-eye calibration.
Moreover, it is necessary to ensure that both positions can
make the calibration plate within the shooting range of the
binocular camera. The hand-eye calibration process is shown
in Figure 17.

The chessboard calibration board is installed at the end
of the robot. The coordinate information of the vertices of
the calibration board relative to the coordinate system of
the robot base under different robot postures is calculated.
According to the internal and external parameters of dis-
tortion correction, the spatial information of the vertices in

C ′(u) =

n∑
i=0
ωidiN ′i,k (u)− C(u)

n∑
i=0
ωiN ′i,k (u)

n∑
i=0
ωiNi,k (u)

(30)

C
′′

(u) =

n∑
i=0
ωidiN

′′

i,k (u)− 2C ′(u)
n∑
i=0
ωiN ′i,k (u)− C(u)

n∑
i=0
ωiN

′′

i,k (u)

n∑
i=0
ωiNi,k (u)

(31)
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FIGURE 17. The hand-eye calibration experiment. (a) Position 1,
(b) Position 2, (c) Position 3, (d) Position 4.

the camera coordinate system is solved. Through multiple
measurements, the spatial coordinate data of the vertices are
obtained. Using the obtained data, the transformation matrix
between the robot and binocular camera can be obtained,
as shown in Equation (32).

B =


0.972 0 0 0.152
0 0.965 −0.196 0.003
0 0.196 0.965 −0.540
0 0 0 1

 (32)

B. ROBOT PATH PLANNING EXPERIMENT
1) SIMULATION EXPERIMENT OF MOTION PATH
Fifteen point cloud coordinates are chosen to represent the
obtained ultrasonic scanning path. The fifteen point cloud
coordinates are connected end to end with a closed curve
as the initial movement path of the robot in MATLAB.
NURBS curves are used to optimize the path. The optimized
motion path is shown in Figure 18. It can be known from
Figure 18 that a smoother path curve can be obtained by
extracting the ultrasonic scanning path points with NURBS
curve interpolation.

Before the actual operation, it is necessary to set themotion
parameters of the robot and analyze the speed parameters,
so as to verify the rationality and compliance of the robot
movement under the set path planning. The UR5e robot
model is imported into Vrep. After adding Dummy tracking
points, the inverse kinematics are solved. Then, the smoothed
path and human model are imported into Vrep. The path is
presented in the form of a three-dimensional closed curve.
The positional relationship among the path, breast model and
robot is set, as shown in Figure 19(a). The motion speed and
acceleration of the robot are set to 0.025 m/s and 0.02 m/s2

respectively in the path execution code. The graph grab points
are added to each joint of the robot. When the robot joint
moves, it can track and acquire the motion information. The
changes of the joint angle and joint angular velocity are
shown in Figure 19(b) and Figure 19(c). The postures of
the calculated motion path points all meet the range of joint

motion. The joint changes continuously and steadily, and
there is no sudden change of the joint angle. The peak value
is the result of joint 6 swinging back and forth when the robot
moves along the path, as shown in Figure 19(c). During the
movement of the robot, the rotation and swing amplitude of
joint 6 are large. Although the peak value appears, the speed
of joint 6 does not exceed the speed constraint limit.

The simulation results show that the speed parameters are
set properly and the robot motion is smooth. The acceleration
setting enables the robot to have sufficient real-time response
capability. The motion effect of the robot is consistent with
the path planning scheme. The robot can complete the sched-
uled operation in a reasonable way.

FIGURE 18. The results of motion path planning. (a) The comparison
diagram of path curves before and after interpolation, (b) The path model
diagram after interpolation.

2) ERROR ANALYSIS EXPERIMENT
After completing the above experiments, the experimental
platform of breast ultrasound examination based on the UR5e
robot is built, as shown in Figure 20. The platform is com-
posed of UR5e robot and controller, 3D printed breast model,
computer, ultrasonic probe (C1-7/60R) and binocular vision
system (two CMOS cameras, DFK 33UP1300, 1.3 million
pixels, 95fps).

The breast model photos obtained by the binocular camera
are sent to the computer. The computer reconstructs the three-
dimensional point cloud model, processes the point cloud
data, and extracts the ultrasonic scanning path. Then, the
NURBS curve is used to optimize the ultrasonic scanning
path and plan the motion path of the robot. Finally, the rele-
vant control instructions are transmitted to the control cabinet
through the Ethernet, so as to control the robot to complete the
operation of breast ultrasound examination. The path coordi-
nate information and errors are obtained through the actual
experiment, as shown in Table 4.
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FIGURE 19. The motion simulation of the robot for breast ultrasound
examination. (a) The simulation scenario configuration, (b) The joint
angle change graph, (c) The joint angular velocity change graph.

FIGURE 20. The robot experimental platform for breast ultrasound
examination.

The theoretical path is the path generated by optimizing the
path extracted from the 3D point cloud model by the inter-
polation algorithm. If only the 3D reconstruction model is
used to determine the extracted scanning path, the rationality
and smoothness of the scanning path cannot be guaranteed,
and the scanning time and efficiency will also be affected.
The NURBS curve algorithm is used to optimize the path
interpolation to improve the scanning efficiency. The actual
path is the actual movement path of the robot. In the process

FIGURE 21. The coordinate error between the theoretical path and actual
path in XYZ direction. (a) The histogram of coordinate error of XYZ-axis,
(b) The error between theoretical coordinate and actual coordinate in
XYZ-axis.

of ultrasonic scanning, the robot may have great jitter because
of the speed fluctuation, which leads to the decrease of the
system stability. It is easy to cause damage to the human
body during ultrasonic examination. Therefore, the NURBS
curve algorithm is used to improve the interpolation accuracy
to suppress the speed fluctuation all the time, so that the
robot can hold the ultrasonic probe more smoothly for detec-
tion. When the robot moves along the planned trajectory, the
interactive force between the ultrasonic probe and the breast
will be generated. The robot system for breast ultrasound
examination needs the function of real-time force feedback.
A six-dimensional force sensor is used to collect the contact
force signal between the ultrasonic probe and tissue. The
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FIGURE 22. The path comparison between original coordinates and
actual coordinates.

FIGURE 23. The structural block diagram of force feedback pose
adjustment.

TABLE 4. The path coordinate information and error.

six-dimensional force sensor can detect the magnitude and
direction of the constantly changing three-dimensional force
and three-dimensional moment of force in real time. The
force direction of the sensor is consistent with the pointing
direction of the end-effector, that is, the normal direction of
the breast surface. The collected force data are transmitted
to the computer. The data are not constant but are constantly
changing. A flexible force/position control strategy is used,

and the position and posture of the ultrasonic probe are cor-
rected in real time through the feedback information of the
six-dimensional force sensor, so that the closed-loop feed-
back control is realized. Due to the fluidity of breast tissue,
the breast model is easily disturbed in the scanning pro-
cess, thus affecting the change of the actual path. Therefore,
to reduce the error of the force feedback signal in the experi-
ment, the fuzzy PD algorithm is used to reduce the magnitude
of the dynamic deviation. Figure 23 is the structural block
diagram of force feedback pose adjustment. In Figure 23,
S and S ′ represent position control matrix parameters and
force control matrix parameters, respectively. X is the posi-
tion input value, 1X is the position deviation value, and Xe
is the expected pose of the final output. Fe is the expected
contact force, F is the actual contact force, and 1F is the
contact force deviation value. θe is the expected joint angle.

Figure 22 is a comparison diagram of the theoretical path
and the actual path. The experimental results in Table 4 show
that there is little error between the actual motion effect
and the theoretical motion effect. The errors of X, Y and Z
axis are very small. However, Figure 21 shows that the error
between the theoretical coordinates and actual coordinates
in the z direction is greater than the errors in the x and y
directions. In order to reach themaximum scanning range, the
x-y plane is used as the projection plane, and the influence
of the z coordinate is mainly considered in the process of
3D reconstruction and path planning. Through the calculation
of experimental data, the average errors of the theoretical
motion path and the actual motion path in XYZ directions are
0.79 mm, 0.49 mm and 0.89 mm, and the standard deviations
are 0.90 mm, 0.58 mm and 1.04 mm. The actual results are
basically consistent with the theoretical results. The robot can
complete the breast ultrasonic scanning operation according
to the preset path planning results.

VI. CONCLUSION AND FUTURE WORK
In this paper, we studied the scanning path planning of
the robot for breast ultrasound examination and proposed a
method for extracting breast ultrasonic scanning path based
on binocular vision andNURBS. The binocular vision system
is utilized to obtain the image information. The calibration
and distortion correction are carried out for the binocular
camera. The stereo matching process is defined. According
to the matching cost, cost aggregation and parallax calcula-
tion, the 3D point cloud reconstruction of the breast model is
completed. The scanning path extraction based on the breast
point cloud model is accomplished, and the model is opti-
mized. Then, the ultrasonic scanning path is interpolated and
optimized according to the interpolation optimization ability
of the NURBS curve. The smoothly fitted ultrasonic scanning
path is set as the motion path of the robot. The experimen-
tal platform for breast ultrasound examination based on the
UR5e robot was built to obtain the actual motion path and
to carry out an error analysis experiment. Analysis of the
experimental data suggests that the actual motion effect is
consistent with the theoretical motion effect. The average
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errors of the actual motion path and the planned motion path
are 0.79 mm, 0.49 mm and 0.89 mm, and the standard devia-
tions are 0.90 mm, 0.58 mm and 1.04 mm. The experiments
verify the accuracy of the scanning path planning results of
the robot.

This paper solves the path planning problem of breast ultra-
sound examination robots, and improves the automation and
intelligence of breast ultrasound examination. Future work
will focus on the following aspects.

1. The stereomatchingmethod should be further optimized
to improve the accuracy of image matching. According to
breast feature points, we will develop a more adaptive match-
ing method to solve the problem of stereo matching delay.

2. The force feedback device is added to the robot to
improve the perception ability of the robot in breast ultra-
sound examination. This device can improve the safety of the
operation and enhance the medical effect of breast ultrasound
examination. We will further study the force control strategy
in the future.
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