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ABSTRACT Self-driving car plays a crucial role in implementing traffic intelligence. Road smoothness in
front of self-driving cars has a significant impact on the car’s driving safety and comfort. Having potholes
on the road may lead to several problems, including car damage and the occurrence of collisions. Therefore,
self-driving cars should be able to change their driving behavior based on the real-time detection of road
potholes. Various methods are followed to address this problem, including reporting to authorities, employing
vibration-based sensors, and 3D laser imaging. However, limitations, such as expensive setup costs and the
danger of discovery, affected these methods. Therefore, it is necessary to automate the process of potholes
identification with sufficient precision and speed. A novel method based on adaptive mutation and dipper
throated optimization (AMDTO) for feature selection and optimization of the random forest (RF) classifier
is presented in this paper. In addition, we propose a new adaptive method for dataset balancing, referred
to as optimized hashing SMOTE, to boost the performance of the optimized model. Data on potholes in
different weather conditions and circumstances were collected and augmented before training the proposed
model. The effectiveness of the proposed method is shown in experiments in classifying road potholes
accurately. Eleven feature selection methods, including WOA, GWO, and PSO, and three machine learning
classifiers were included in the conducted experiments to measure the superiority of the proposed method.
The proposed method, AMDTO+REF, achieved a pothole classification accuracy of (99.795%), which
outperforms the accuracy achieved by the other approaches, WOA+RF of 97.5%, GWO+RF of 98.6%,
PSO+RF of 98.1%, and transfer learning approaches, AlexNet of 86.8%, VGG-19 of 87.3%, GoogLeNet
of 90.4%, and ResNet-50 of 93.8%. In addition, an in-depth statistical analysis is performed on the recorded
results to study the significance and stability of the proposed method.

INDEX TERMS Potholes classification, dipper throated optimization, particle swarm optimization, adaptive
mutation, optimized SMOTE, feature selection, random forest.
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I. INTRODUCTION

One of the most essential solutions for implementing traffic
intelligence in intelligent transportation is self-driving cars.
Scientific research organizations and vehicle manufacturers
have recently been paying close attention to autonomous
driving. It’s one of the most promising scientific and technical
research areas, as well as a potential solution for improving
driving safety, decreasing traffic congestion, and reducing air
pollution [1].

Self-driving cars must have a high level of safety. High-
level intelligent behavior, such as obstacle avoidance and path
planning for self-driving cars, is predicated on environmental
awareness. Detecting and identifying road potholes is one of
the most crucial activities in environmental perception. The
capture of road data in real-time while driving can give critical
information for real-time course planning, which can help
assure vehicle safety [2].

For self-driving cars, accurate road recognition is challeng-
ing. GPS, sensors, and high-resolution digital map guidance
are all used in the autonomous driving process. A self-driving
car can detect its direction by merging environmental data
collected by digital cameras and light detection and rang-
ing (LiDAR) sensors around the vehicle with GPS coordi-
nates on a high-definition digital map to evaluate the current
road conditions [3].

Various cameras and sensors have been installed on
self-driving cars to collect road information in order to
gather rapid, accurate, and trustworthy road information for
decision-making. The vehicle vision system is the first system
of interest in self-driving cars. Image acquisition devices
collect images, which are subsequently transformed into
digital signals based on pixel distribution, brightness, and
color. Finally, by extracting the features of the digital signals,
the needed information is identified. The second is LiDAR,
which can gather point cloud data constantly while driving to
analyze the surroundings around the vehicle. A LiDAR’s laser
beams scan the surrounding surroundings in a repeated man-
ner, producing road point cloud data. Environmental sensing
also utilizes ultrasonic and infrared sensors [4].

In principle, the most crucial job for self-driving cars
is to determine the drivable region and avoid the garbled
surface. However, because the self-driving vehicle’s planned
control algorithm requires greater lane change space than a
typical driver for safety reasons, the self-driving vehicle may
strive to avoid lane changes in a short distance in practice.
When self-driving cars are in front of and surrounding them,
a follow-up order is likely to be made. The flatness of the
road ahead of the self-driving vehicle becomes a significant
element in limiting the self-driving vehicle’s safety, and sta-
bility [5].

The high-precision map, in combination with LiDAR and
other sensors, allows self-driving cars to perceive their sur-
roundings. However, because the high-precision map only
gets updated once a week, self-driving cars have to get
road information through real-time sensing if there are new
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potholes or bumps on the road. Furthermore, when there is
no high-precision map on the unusual road, real-time road
recognition becomes much more crucial. The radar detection
findings will be influenced if the pothole road is used by other
cars, which is not beneficial to automated driving safety. As a
result, to improve the safety of self-driving cars, it is critical
to detect road information in real-time [6].

A significant number of road accidents and automotive
damage is caused by road potholes. Due to the increase in
vehicle traffic and pollution, potholes of all sizes have lately
developed on highways. In most countries, the states and
municipal governments usually assign a significant amount
of funds to fix potholes; however, major injuries or deaths
still occur as a consequence of the spread of these pot-
holes. Several methods have been employed to detect pot-
holes. Vibration detection and 3D reconstruction methods
are only a few of the options available. Road potholes may
be automatically identified using a variety of technologies,
including sensor systems and 3D reconstruction techniques
(laser and stereo vision-based), image processing techniques,
and model building (machine-learning techniques and deep
learning techniques) [7].

Senor-based approaches employ sensors that sense vibra-
tion to discover potholes. Detecting potholes may be ham-
pered by the vibration sensor’s inability to distinguish
between potholes and road joints. In other order to locate
potholes on the road’s surface, 3D reconstruction methods
collect 3D road data. Setup and configuration cost a lot of
money, and there’s a chance that the cameras may be out
of alignment, reducing their accuracy in detecting things on
the ground. To identify potholes, traditional image processing
algorithms need tedious processes, for instance, manually
extracting features and changing the parameters of image
processing and stages to account for the various conditions
of roads. Model-based pothole detection techniques have
been developed thanks to advances in image processing
and low-cost camera equipment. Traditional algorithms of
machine learning were utilized to locate potholes in 2D dig-
ital pictures. A lot of processing power allows them to get
exactresults [8]. Figure 1 shows the pothole detection process
by the self-driving car. Table 1 presents the challenges of the
existing pothole detection methods.

Machine learning (ML) techniques for identifying potholes
need experts to manually extract attributes in order to improve
their accuracy. For deep learning, deep convolutional neural
networks (CNNs) are used, which can extract and classify
information simultaneously [21], [22]. Single Shot Multi-
box (SSD) and You Only Look Once (YOLO) detectors are
two examples of one-stage pothole detectors that have been
created and published. The primary benefits of employing
this technology are its moderate accuracy and speedy detect-
ing speed. Faster R-CNN, a two-stage pothole detector, has
gotten little attention in the scientific community. They can
achieve high accuracy while still moving at a tolerable pace
because of their moderate detecting speed [23].
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TABLE 1. Challenges of the existing pothole detection methods.

Approach

Challenges

Sensor-based [9, 10, 11]

* It needs special devices

* Road conditions may cause damage to sensors

* The center of the lane results in false-negative potholes

* Road-joints are classified as potholes

* Information about the shape and area of potholes is lacking

3D Reconstruction [12, 13]

* The 3D laser scanner is expensive
* The reconstruction of a surface is computationally expensive
* It needs repetitive camera alignments

Image processing [14, 15]

* Several parameters need to be adjusted
* Complexity of this approach is high
* Hard to be realized in real-time

Model-based [16, 17]

* Large dataset is needed
* Feature extraction is usually performed manually
* The developed models are shallow

* Large dataset is needed

Deep learning [18, 19, 20]

* A balance between detection time and model accuracy is required
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FIGURE 1. Pothole detection by self-driving car.

Feature engineering is a vital process for all machine learn-
ing techniques. This process entails the selection and extrac-
tion of the relevant features that are necessary for machine
learning pipelines [24], [25]. In the literature, the words fea-
ture selection and feature extraction are used interchangeably.
However, there is a distinction between them in essence.
The process of feature extraction focuses on processing the
raw data to extract additional variables that can help the
algorithms of machine learning to work properly [26], [27].
On the other hand, the process of feature selection is inter-
ested in selecting and identifying the relevant features from
the dataset that fulfill certain conditions, such as uniqueness,
consistency, and meaningfulness. To realize the feature selec-
tion process, binary values (0 and 1) are used to constrain
the search space. Consequently, an update is required to be
applied to the continuous values-based optimizers to allow
them to work properly with this issue.
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The feature selection is the most significant step in feature
engineering as it selects the most appropriate features that
enable optimizers to achieve the best performance [28], [29].
The feature selection task can be defined as a binary vector
of n-features, with each feature having a value of 1 or 0,
depending on whether it is included in the solution or not.
A random population of vectors with random features is
usually the starting point for the meta-heuristic algorithms
that are followed by a series of explorations and exploitation
to find the optimum collection of features [30], [31].

Because self-driving cars must make quick decisions, iden-
tifying potholes is important to ensuring driving safety. To the
best of the authors’ knowledge, however, few research efforts
have focused on detecting and identifying potholes in self-
driving cars. Table 2 shows the main research approaches
for pothole detection in self-driving cars. The method in [1]
can only be suitable for real-time systems. Authors in [8]
presented a method that fitted to be used under an edge com-
puting schema. Models deployed in [32] should be run based
on a cloud-based web server. The method in [33] achieved
100% accuracy, but it is limited by the sample size used in this
work. Algorithms deployed in [34] had the issue of limited
hardware/software devices.

Therefore, in this paper, a new method for self-driving cars
to accurately detect road potholes to increase driving safety
is proposed. The proposed method employs a deep convolu-
tional deep neural network that works as a feature extractor.
The extracted features are fed to the random forest classifier
to give the final decision. To boost the performance of the
random forest, an advanced mutation and dipper throated
optimization (AMDTO) is proposed to optimize the param-
eter of the classifier. Several experiments were conducted to
prove the proposed method’s effectiveness. In this research,
we propose three algorithms based on meta-heuristic opti-
mization for detecting road potholes accurately. The main
contributions of this work are listed in the following:
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TABLE 2. Main research approaches for pothole detection.

Paper  Target Methodology Data Acq Results
[1] Classify the road general con-  Train various classification models of machine learning. ~ Accelerometer and GPS data obtained through a  Precision and recall rate exceeds 95%
dition: “normal road” and “pot- purpose-built mobile application.
hole”
(8] Detect potholes, speed bumps, ~ QF-COTE. Threshold detection and sliding window  Legacy datasets, simulated data through Carsim. Method fitted to be used under an edge comput-

and metal bumps. algorithm.

ing schema.

[32] Classify “pothole” and *non-
pothole”, good or bad road con-
ditions.

Use of SVM model to classify good-bad roads and
predict potholes.

Gyroscope and accelerometer data, speed, and GPS
location of the vehicle, using two iOS applications.

Road condition: 93.4% accuracy, Pothole detec-
tion: 78% accuracy and 42% recall

Use of a Neural network based on ReLU activation
function.

[35] Pothole occurrences

Accelerometer and gyroscope data from smartphone
mounted on the windshield.

94% of accuracy and 81% of recall were re-
ported. Suitable for real-time systems.

[33] Pothole detection Implementation of an algorithm based on dynamic
threshold detection, using three-axis accelerometer

data.

Mobile sensing, through accelerometer data normaliza-
tion.

100% accuracy.

[34] Large and small potholes, clus-  Set of algorithms based on accelerometer data and
ters of potholes, gaps, drain threshold definition: Z-THRESH, Z-DIFF, STDEV(Z),
pits. G-ZERO.

Preliminary data gathered from a modified LynxNet
collar device.

Algorithms deployed on limited
hardware/software  devices. True positive
rates as high as 90%.

[36] Potholes, maintenance holes, The obtained signals were de-noised using wavelets,
transverse cracks, longitudinal — and data sets are “time windowed”, The algorithm
cracks, railroad tracks, speed-  applied feature extraction techniques.
bumps, deceleration  strips,
paved roads, and road dents.

Multiple IMUs, GPS receivers, smart devices, low-cost
MEMS, mounted on a testbed.

Multi-level SVM classifier, average TPR per-
formance of 90%

[37] Detect street anomalies using
sensors within the vehicles that
travel daily and connecting
them to a fog-computing archi-
tecture on a V2I network.

Use of neural Network and a K-Nearest Neighbor to
select the best option to handle the acquired data.

An instrumented vehicle obtained the reference through
accelerometry sensors and sent the data through a mid-
range communication system.

Both algorithms had over 90% accuracy during
training, with the KNN having 95.55% accu-
racy and the ANN scoring 96.79% over the

training data.

« A new preprocessing approach for imbalanced the road
potholes dataset based on optimized hash SMOTE
(Synthetic Minority Oversampling Technique) is
proposed.

e A new feature selection algorithm based on binary
advanced mutation for selecting the best set of features
based on the road potholes dataset can boost the classi-
fication accuracy.

o A new hybrid optimization algorithm based on advanced
mutation and dipper throated optimization (AMDTO)
for learning the parameters of a random forest model.

o A one-sample two-tailed t-test and ANOVA test are
employed to assess the statistical significance of the
proposed optimization algorithms.

« Statistical analysis is performed to evaluate the perfor-
mance of the proposed approach for pothole and plain
road classification.

e A complexity analysis of the proposed algorithm is
provided.

« Robust classification of road potholes.

o The generalization capability of the proposed algorithm
to other datasets.

The organization of this paper goes as follows. The litera-
ture review is presented in section 2. The proposed methodol-
ogy is presented and explained in section 3. Then the achieved
results are discussed in section 4. Finally, section 5 concludes
the findings of this research.

Il. LITERATURE REVIEW

The detection of potholes may be accomplished by using one
or more of the following four approaches. 1) sensors, 2) 3D
reconstruction, 3) image processing, and 4) deep learning-
based models. In this section, the recent research attempts
based on these approaches are presented and discussed. These
methods are based on the embedded sensors installed in the
self-driving cars shown in Fig 2.
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A. POTHOLE DETECTION USING SENSORS

Potholes are being found, and the integrity of the pavement
surface is being studied using a variety of vibration sen-
sors (such as an oscilloscope or accelerometer or on bikes,
cars, and buses). Vibration sensors on a computer may be
built-in or installed outside, depending on the application.
Using a machine-learning method, authors in [16] discov-
ered potholes and other major surface imperfections using
GPS sensors and three-axis accelerometers. They looked at
xz-ratio (xz-peak), z-peak, speed, and high-pass vs. z-ratio
(xz-speed). These considerations also ruled out incidents like
walking on railroad wires or beating on a door.

Authors in [38] utilized backward and forwarded selection,
support vector machine, and genetic algorithm with principal
component analysis in an attempt to minimize the number of
attributes. On devices with limited technology, sensor-based
pothole detection techniques are challenging to implement
since potholes in the middle of the lane are impossible to
detect because they aren’t impacted by any car wheels [18].
Potholes in the middle of the lane aren’t touched by any
vehicle wheels; hence the sensors may provide positive or
negative results that are incorrect.

B. POTHOLE DETECTION USING 3D RECONSTRUCTION

There are two types of 3D reconstruction techniques: laser-
based and stereo-vision-based. A 3D laser scanner uses
reflected laser pulses to build exact digital reconstructions
of objects. With these lasers, the depth of potholes can be
measured in real-time. To identify potholes, authors in [39]
developed a system that employs a light source to cast a pat-
tern of laser beams onto the pavement, a camera to capture the
pavement lit by the laser beams, and image processing on the
collected photographs. Procedures including Multi-window
Median filtering, Tile Partitions with shared thresholding,
Laser line deformation, and Template matching were exam-
ined. Potholes may be seen promptly using laser-based tech-
nologies. Installing a 3D laser scanner in an automobile isn’t
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FIGURE 2. A Self-driving car with embedded sensors and central computer.

cheap, to be sure. 3D information can be extracted from
digital photographs using stereo vision techniques. Potholes
may be detected using stereo vision techniques, which are
being applied in various research projects.

Authors in [40] captured images of potholes from both
sides using a stereo camera. The generation of a disparity map
was accomplished by the use of a computationally efficient
strategy. The road surface and potholes can be estimated using
a low-computing bi-square weighted resilient least-squares
strategy. Geometric coordinates for potholes may be used to
access pothole properties, such as volume and size, to aid in
prioritizing repairs. Setup costs are a typical issue with laser
and stereo-vision technologies. (1) Stereo-vision systems are
inefficient due to the large amount of computation necessary
to reconstruct the pavement surface. The movement of the
vehicle and the misalignment of the camera might impair the
quality of the picture.

C. POTHOLE DETECTION USING IMAGE PROCESSING

Object detectors used in image processing rely on low-level
features about objects that are extracted using hand-crafted
representations. Authors in [36] employed edge detection and
morphological processing to identify contours, which were
subsequently processed using the Hough transform algorithm
to extract information. In order to create blurry grayscale
images, they combined many frames. Authors in [41] claim
that potholes in an asphalt pavement may be identified using
fuzzy C-means clustering and morphological reconstruction
methods. Additionally, authors in [38] used image processing
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to find potholes on highways and eliminate irrelevant objects,
such as automobiles and plants. Canny filters and contour
detection are used to find potholes in photos. For the studies,
the accuracy was found to be 81.8%, while the recall rate was
found to be 74.44%.

Testing on various kinds of roads may not provide results
as accurate as those in the images, despite their high accuracy
ratings in those photographs. This is how the authors in [42]
find potholes: Pre-processing to remove dark areas from a
grayscale image, candidate extraction to find the vanishing
point to build virtual lanes, and cascade detection to extract
the pothole region using threshold values. With a 71% recall
rate, an 88% success rate was achieved. Stages 1 through
3 are used to identify potholes. By comparing the properties
of the target and the backdrop, one may determine if a can-
didate area is a pothole or avoid it by comparing its size and
compactness to those of the target. Using image processing
methods to detect potholes may be inaccurate if there is
a pothole on the road or the pothole size changes in size.
To account for different road conditions, these approaches
need time-consuming modifications to the image processing
settings and procedures. These methods can’t be used to
identify potholes in the road in real-time because of their
processing complexity.

D. POTHOLES DETECTION USING MODEL-BASED
APPROACHES

In recent years, machine learning (ML) techniques have
been more popular in the development of trained models
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for identifying potholes in 2D digital pictures. The analysis
of road data to identify the potholes can be achieved by
using a support vector machine (SVM). To find potholes, the
image made use of texture measures based on histograms.
Detection was made using nonlinear SVM. For the purpose
of training an SVM that can recognize potholes in annotated
photographs, authors in [43] employed the SIFT features
they established. These methods have a detection accuracy
of potholes of 91.4%. A pothole identification accuracy rate
of roughly 89%was achieved by Hoang using a neural net-
work and SVM with a steering filter-based feature extraction.
By combining the SVM with the forensic-based investiga-
tion (FBI) metaheuristic, Authors in [44] achieved a 94.83%
success rate in pothole detection. Experts must manually
extract features to support the machine learning approach’s
high processing power in order to increase pothole detec-
tion accuracy. Because of the limits of their gadgets, drivers
cannot take advantage of this computing capability in their
own automobiles. Convolutional neural network (CNN) oper-
ations are used in deep learning approaches to automatically
perform feature extraction and categorization at the same
time.

Ill. BACKGROUND
This section presents the main methods and materials
employed in the proposed methodology.

A. DIPPER THROATED OPTIMIZATION

The Dipper Throated bird, renowned for its bobbing or dip-
ping motions while perched, belongs to the Cinclidsae family
of birds. The ability of a bird to dive, swim, and hunt beneath
the surface sets it apart from other passerines. It can fly
straight and rapidly with no stops or glides because of its
small flexible wings. The Dipper Throated bird has a distinct
hunting style, quick bowing motions, and a white breast.
It rushes headlong into the water to get its prey, regardless of
how turbulent or fast-flowing it is. As it descends and picks
up pebbles and stones, aquatic invertebrates, aquatic insects,
and tiny fish perish. The great white shark uses its hands to
move on the ocean floor. By bending your body at an angle
and traveling down the bottom of the water with your head
lowered, you might be able to locate prey. It can also dive
into the water and submerge itself, using its wings to propel
itself through the water and stay submerged for an extended
period. The Dipper-Throated Optimization (DTO) method
assumes that a flock of birds is swimming and looking for
food. The following matrices can represent the position (A)
and velocities (B) of the birds [45]. As previously indicated,
the binary DTO is used to choose features. The continuous
DTO, on the other hand, is used to improve the parameters of
the classification neural network.

Ay Al Az .. Arg
A1 Axp Az ... Ay

A= |A31 Asp Asz3z ... Asy (D
Am,l Am,2 Am,3 ce Am,d
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B,y Bi2 Biz ... Big

B B> B3 ... Bag
B=|Bs1 B3p B33z ... B3y )

Bm,l Bm,z Bm,3 . Bm,d

where the i bird in the j/ dimension is denoted by A(; j, for
iel,2,3,...,mandj e 1,2,3,...,d. The bird’s speed in
the j dimension fori € 1,2,3,...,mandj € 1,2,3,...,d
is referred to as By j). There is a uniform distribution of the
initial positions of A; ;). For each bird, the values of the fitness
functions h = hy, hp, h3, ..., h, are determined using the
array below.

A, A, Als, . ALg)
hy(Az1,A22,A23,...,A24)
h=| h3(A31,A32,A33,...,434) 3)
hm(Am,lvAm,LAm,& ce »Am,d)

where each bird’s quest for food is reflected in its fitness
score, the mother bird is the superior value. Sorting is done by
ascending the values. Ay, has been proclaimed the first-best
solution. Normal birds A,,; are meant to be used as follower
birds. Agpess has been named the world’s best solution. The
optimizer’s first DTO technique for updating the swimming
bird’s position is based on the following equations that update
the position and speed of the individuals in the population:

X ifR<0.5
A+ D = Y otherwise, @
X = Apest (i) — K1.|K2.Apesi (i) — A(D)] Q)
Y =AG0)+BG@+1) 6)
B(i+ 1) = K3V (i) + Kar1(Apes: (i) — AD))
+Ks57r2(AGbest — A()) )

where i is the iteration number in which A(i) is the average
bird position, and Ap, (i) is the position of the best bird, and
B(i + 1) is the bird’s speed at iteration i + 1. The Kj, K>,
and K3 are weight values and, K4, and K5 are constants. The
r1 and r» are random values in the range [0, 1]. The steps of
DTO algorithm are represented by the flowchart depicted in
Fig. 3. Algorithm 1 shows the DTO algorithm step by step.

B. PARTICLE SWARM OPTIMIZATION

In particle swarm optimization (PSO), the potential solutions,
referred to as particles, are flown in the search space, mimick-
ing the intelligence of bird swarms in nature. The speed of a
particle is the rate at which it changes position. The particles’
positions are updated throughout time. A particle’s speed is
stochastically accelerated to its prior best position throughout
the flight. For a particle i, the position vector is denoted by x (i)
and the speed vector is denoted by y(i). To update the particle
at iteration ¢ + 1 to a neighborhood of the best solution, the
following equations are utilized [46].

xt+ 1) =x@)+y(t+1 ()
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Initialize population with random
position, speed, weight values, random
variables, and R

Update position of the swimming
bird using Eq. (4)

Update position and speed of the flying
bird using Eq. (4) and Eq. (7)

v

> Evaluate the fitness of each bird

¥

Compare the fitness with the previous
overall best solution to obtain the
global best solution

¥

Update weight values, random
variables, and R

T

Stopping
Criterion
met?

FIGURE 3. Dipper throated optimization process.

yi(t + 1) = yi(t) + C1g1(Pbest;(t) + xi(t))
+C282(gbest — Xi(1)) 9)

where g1 and g, are random variables with values in the
range [0, 1], and C; and C; are constants. The steps of PSO
algorithm are represented by the flowchart depicted in Fig. 4.

C. GENETIC ALGORITHM

The most prevalent type of evolutionary computing is
genetic algorithm (GA), which is an adaptive heuristic search
and optimization algorithm inspired by the Darwinian the-
ory [47]. GA uses the “survival of the fittest” notion to
identify the optimal solution, similar to how nature progresses
by mixing and choosing the best people to reproduce the next
generation. The ease with which GA may be implemented
while yet producing excellent results, A basic GA has five
steps, according to [47].
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Algorithm 1 DTO Algorithm [45]

1: Initialization positions of agents A;(i = 1,2,...,n)
with n agents, velocities of agents B;(i = 1,2,...,n),
iterations 7Tj,,y, Objective function f;,, parameters of K,
K>, K3, K4, Ks,r1, 0, R, t =1

2: Calculate f,, for each agent A;
3: Find best agent Ap,y,
4: while ¢t < Tmax do
5: for(i=1:i<n+1)do
6: if (R < 0.5) then
7: Update position of current swimming agent as
A+ 1) = Apesi (i) — K1.|K2.Apesi (1) — A@D)]
8: else
9: Update velocity of current flying agent as
B+ 1) = K3V()& + Kar1(Apes: () — AG)) +
Ks12(AGpest — A(D))
10: Update position of current flying agent as
A+ 1) =AO+BG+1)
11: end if
12:  end for

13:  Calculate f,, for each agent A;
14:  Update K1, K>, R

15:  Find best bird Ap,y;

16: Set AGbest = Abpest

17 Sett=1r+1

18: end while

19: Return best agent AGpesr

1) INITIALIZATION: The first phase entails the estab-
lishment of a chromosomal pool. The chromosomes
are made by mixing several genes in a random order.
As a result, a population with chromosomal varia-
tions emerges. The population will next go through
evolution, which is the process of filtering out the
weaker chromosomes while encouraging reproduction
amongst the fittest chromosomes in order to get the
chromosome with the “best” genes. As a result, the
Population will continue to evolve from the starting
Population until it reaches an end state.

2) FITNESS FUNCTION: The fitness function is a
method for determining the chromosomes’ strength.
In order to classify the chromosomes, the evaluation
of each one in the initial population, is necessary. This
evaluation will foster the selection of the best individual
for the next steps of the genetic algorithm process.
The evaluation is based on the performance of each
individual, in the following objective function:

F = min(error) (10)

1 n
error = |~ Z((Xd —X)/X)? (11)
i=1
where X; and X; are the design variable response and

the target response at instant i, respectively, and n is the
total number of points.
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FIGURE 4. Particle swarm optimization process.

3) CROSSOVER: 1t is a strategy for producing kids by
combining the DNA of two parents. Crossover and
mutation are two strategies for generating new chro-
mosomes from a chosen set of stronger chromosomes
in the Population. As a result, the notion of parent
and offspring evolved, with the children being freshly
formed chromosomes.

4) MUTATION: A chromosomal change is referred to as a
mutation. A chromosome can be represented in a series
of binaries [0,0,0,1,1,1], for example, by viewing it in
binary format. A value of 0 indicates that the gene is not
chosen, whereas a value of 1 indicates that it is chosen.
As a result, when the mutation occurs, the represented
binary sequence flips from O to 1 and vice versa. The
chromosome [0,0,0,1,1,1], for example, can evolve into
[1,0,0,0,1,1]. To keep the GA from being stuck at the
local ideal, the mutation is required. A high mutation
rate, on the other hand, may make it more difficult
for the GA to identify the best answer. This process is
represented by fitting curve shown in Fig. 5.
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FIGURE 5. Potential values of objective function during the optimization
of model parameters.
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FIGURE 6. Random forest model.

5) END CONDITION: Finally, the end condition, also
known as the termination criteria, is a method for deter-
mining if a GA process is converged. The number of
iterations or generations can be specified here. Steps
2 through 4 make up a generation. While GA’s use in
search optimization is comprehensive, we’re interested
in a specific use case in which GA is utilized to choose
the best features or to select features.

D. RANDOM FOREST MODEL

For pothole identification, random forests provide a set of
advantages, although there is still room for growth. This
non-parametric approach is better than the more standard
statistical techniques in dealing with inadequate data [25].
Any missing data is filled up using node-specific variables.
In our case, the random forest classifier enhanced the iden-
tification accuracy the most, although this isn’t necessarily
the case for other applications. As a result, the random forest
technique linked with big data management systems can now
analyze enormous datasets with numerous variables rapidly
and effectively. Thus, if a class in the data is less prevalent
than the others, this technique automatically balances data
sets to achieve an even distribution of the data sets [48].
The variable-handling speed of this approach is well-suited
to complicated tasks. There are additional advantages of
using random forest, such as (i) the addition of catego-
rized data or numeric layers is feasible as this approach is
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FIGURE 7. The process of synthetic minority oversampling technique (SMOTE).

non-parametric; (ii) the interpretation of rules is simple using
the tree algorithm of this approach; (iii) the prerequisite to the
uni-modal training data is not required; and (iv) the process of
classifying potholes is cost and time-efficient when compared
with the other approaches.

E. SYNTHETIC MINORITY OVERSAMPLING TECHNIQUE
When data is imbalanced, it signifies that the prior probability
of several classifications diverges greatly. In an unbalanced
dataset, the majority class or negative class is named after the
class with the highest prior probability, while the minority
class or positive class is named after the class with the lowest
prior probability. Unbalanced data can make a typical clas-
sification model perform poorly in supervised learning. The
decision surface may be skewed in favor of the majority class,
resulting in low minority class classification accuracy. Many
real-world problems have unbalanced data as the sources of
imbalance might be numerous for a practical situation [49].

K-fold cross-validation is one of the most effective meth-
ods for determining the most accurate machine-learning
methodology [50]. For both classification and regression
problems, if the dataset is significantly unbalanced, the model
will strive to modify itself to better model the more pop-
ulated class. Consequently, the model performance of the
low-population classes will be poor. Two approaches have
been developed to overcome this limitation: (1) adding new
instances of low-populated classes or deleting instances of the
most populated classes, and (2) using metrics to evaluate the
model’s performance that weight the performance of different
classes or value ranges to avoid the effect of the dataset
imbalance.
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For the datasets of small size, only one method is avail-
able to artificially balance it: by producing new instances
of the low-represented classes. This is the most common
strategy in problems with small or medium datasets, such
as the one presented in this research. On the other hand,
reduction of instances is primarily used in big data prob-
lems, such as failure detection, due to a large number of
instances of the majority class, such as the non-failure class.
SMOTE is a well-known approach for generating additional
synthetic samples in a dataset’s minority class [51]. It takes
one member of the minority class and chooses one of its k
closest neighbors at random, where k is a SMOTE algorithm
parameter. The new instance is constructed at a random loca-
tion along the segment connecting the selected neighbor and
the original minority-class instance. SMOTE’s procedure is
shown in Figure 7. It’s worth noting that in this implementa-
tion, SMOTE only duplicates one class (the least-populated
one) in order to increase the number of instances in that class.
As a result, if many classes have a low number of instances,
the SMOTE technique should be employed in more than one
iteration, and if the duplication of the number of instances
is insufficient to balance the dataset, more than one iteration
should be performed on the same class.

IV. THE PROPOSED METHODOLOGY

The proposed methodology for detecting potholes is depicted
in Fig. 8. As shown in the figure, the methodology starts
with extracting a set of relevant features from the input image
using the ResNet-50 deep network. The most significant
features are selected using a new proposed binary particle
swarm/dipper throated optimizer (bPSDTO). The selected
features are then balanced using the proposed optimized
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FIGURE 8. The architecture of the proposed methodology.

TABLE 3. Data augmentation of the pothole dataset.

Z
o

Augmentation method

Inverse all pixels
Apply Gaussian kernel to blur image

Random values in the range -40 to 40 are added to all pixels
Medians of neighborhood pixels are used to blur image
Average of neighborhood pixels is used to blur image

O 00 1O\ U B WD =

Translate image from -30 to 30 pixels on x-axis and y-axis, and change image size to 70-130 pixels
Kernel of size 3x3 is Convolved with image

Convert 2% of all pixels to black pixels

Merge the original image with an edge binary of the image

10 Convert p% of all pixels to black pixels (0 < p < 2)
11 merge the original image with the embossed image
12 Convert an image into a Superpixels partial representation

13 Addition of pepper noises at 5% of all pixels

14 Multiplying pixels with a random value between 0.5 and 1.5 to Covert them

15  Flip images horizontally

hashing SMOTE-based algorithm. The balanced dataset is
then used to train a random forest model, which is optimized
using the proposed advanced mutation dipper throated opti-
mization (AMDTO) to classify the input image. More details
about the steps of the proposed methodology are presented in
the next sections.

A. DATA AUGMENTATION

Pothole and plain road images are augmented using vari-
ous methods of data augmentation. The augmentation oper-
ations are listed in Table 3. The table shows that fifteen
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operations were applied to the input images to augment
the dataset. These operations include changing pixel colors,
applying various transformations and convolution operations,
and adding noise fractions. Due to the limited size of the
dataset, we applied the fifteen data augmentation operations
to increase the number of images in the dataset. The dataset
after augmentation contains 15, 000 images, 12, 000 pothole
road images and 3, 000 plain road images. The augmented
dataset is then fed into the feature extraction process, and the
proposed balancing operation is applied, as discussed in the
next sections.
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FIGURE 9. The architecture of ResNet-50 deep network used in feature extraction.

B. FEATURE EXTRACTION

The extraction of the features that accurately represent the
pothole and plain road is performed in terms of the ResNet-
50 deep neural network, which is pre-trained on the Ima-
geNet dataset. The architecture of the ResNet-50 model is
shown in Fig. 9. The ResNet50 model consists of 49 convo-
lutional layers plus a fully-connected layer with 16 residual
blocks [52]. In the residual bottleneck block, the network
model of “Shortcut Connections” may integrate the learned
shallow structure with its mapping’s adding layer. The two
sections are joined, the same as fusing the feature information
from the bottom layer into the higher layer. As a result,
such a network topology can preserve the vital information
of select tiny receptive field targets while preventing deep
neural network performance deterioration and gradient disap-
pearance. The bottleneck structure’s network building blocks,
on the other hand, might increase time complexity and model
size while lowering model training efficiency. ResNet50,
in comparison to AlexNet and VGG16, stacks residual blocks
and addresses network degradation to extract more in-depth
voiceprint characteristics and improve the network’s fitting
capabilities. Figure 6 depicts the network model. The relevant
features are extracted using the convolutional layer conv1 and
four types of residual blocks conv2 conv5. The output of the
convolution is then flattened by the layers that are completely
linked. The resulting features are then fed to the proposed
optimization algorithm to select the most significant set of
features through the feature selection process, which is dis-
cussed in the next section.

C. THE PROPOSED OPTIMIZATION ALGORITHM

Finding global optima is a difficult target to find. For the sug-
gested method, two efficient methods are described. The PSO
is the first algorithm in which individuals are moved based
on their local and global optimal placements. The position
of the best global individual refers to the best position found
by the whole population, whereas the local best position
refers to an individual’s best position thus far. Individuals in
PSO can converge on their global goals thanks to this social
behavior. Nature’s flock of birds and fish school has an impact
on their behavior. We chose PSO for our proposed hybrid
optimizer due to its simplicity, dependability, and strength.
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In the proposed hybrid approach, the second optimizer is
DTO, a swarm-based meta-heuristic optimizer that mimics
the social hierarchy and foraging behavior of dipper throated
birds. The position and speed of the bird agents affect how
individuals travel in the DTO. In the proposed hybrid opti-
mizer, the optimization process starts with a group of random
individuals. Candidate solutions to the problem being solved
have been suppressed by such individuals. For the initial
solution and at each iteration, the fitness function is computed
for all individuals. As previously mentioned, two groups
represent the population, the first of which follows the PSO
method and the second of which follows the DTO process.
Consequently, the search space is thoroughly examined for
potential spots, then exploited utilizing the strong DTO and
PSO algorithms. The steps of the proposed PSDTO algorithm
pseudo-code are shown in Fig. 10.

D. THE PROPOSED BINARY PSDTO (bPSDTO)

The selection of relevant features is naturally a binary prob-
lem. Therefore, a modification to the continuous solutions
resulted from the proposed PSDTO to adapt to the problem
of feature selection. The basic idea of this modification is
to convert the continuous solutions retrieved by PSDTO to
binary solutions. In specific, the position and speed of agents
in the search space are changed continuously in the proposed
PSDTO. However, these movements are changed in binary
for feature selection.

According to the update equations of the speed and
position of the agents in the proposed algorithm in equa-
tions (5, 6, 7, 8, and 9), the updated position the birds in the
search space is performed using the following equation.

1 if Sigmoid(m) > rand

Ap(i+1) = : (12)

0 otherwise,

where Ap(i 4+ 1) is the updated binary position at iteration
t+1, and rand is anumber selected randomly from a uniform
distribution. The speed of the birds as well as the position
and speed of the particles are updated similarly. Sigmoid (m)
function is defined as follows.

m

Sigmoid(m) = 1+ ¢ 10m—05)

(13)
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FIGURE 10. The proposed hybrid PSDTO algorithm.

The steps of the proposed binary optimizer for feature
selection is presented in Algorithm 2.

E. FITNESS FUNCTION

A fitness function is used to measure the quality of each
hybrid PSDTO solution. The fitness function is influenced
by the classification error rate and the number of provided
features. The solution is considered great if it identified
a subset of characteristics that resulted in a lower classi-
fication error rate and fewer selected features. To deter-
mine the quality of each solution, apply the following
formula:

S|

Fitness = viError + vo—

14
7] (14)

where Error represents the error rate of the KNN clas-
sifier. The length of the selected features is denoted by
|S|. The length of the full features is referred to as |T|.
The factors vi and v, are in the range of [0, 1], where
vi=1—w.
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F. THE PROPOSED DATASET BALANCING METHOD

The recently emerged SMOTE approach based on locality
sensitive hashing (LSH), referred to as LSH-SMOTE, has
evolved for effectively and swiftly locating the nearest neigh-
bors of the minority class. The dataset is hashed and divided
into buckets in this approach, with comparable objects with
identical hash codes being allocated to the same bucket,
increasing the likelihood of collision and making the search
for the k-nearest neighbors in each bucket easier. The most
colliding instances from each bucket are then picked. The
Euclidean distance is then used to sort the instances, and
only the K-nearest neighbors colliding instances to the query
instance are selected. Finally, the main SMOTE class receives
a list containing the instances of the k-nearest neighbors,
which are used to generate synthetic instances. Because the
LSH complexity is O (d log n) versus O (d n) for linear
searches like (K-NN), combining the LSH approach with the
SMOTE algorithm will result in a significant time reduction.
Unbalanced data can make a typical classification model per-
form poorly in supervised learning. To achieve more balance
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Algorithm 2 The Proposed Binary PSDTO Algorithm

Algorithm 3 The Proposed Optimized SMOTE Algorithm

1: Initialize PSDTO parameters.
Convert best solutions to binary [0,1].
Evaluate fitness of the current solutions
Train KNN and estimate the fitness
while ¢ < Iter,,,, do
Apply PSDTO algorithm to get best solutions
Convert best solutions to binary using:

NN RN

1 if Sigmoid(m) > 0.5

)

SO .
0 otherwise
1

Sigmoid(m) = T3 01005

:  Calculate Fitness
9:  Update PSDTO parameters

10:  Update Positions and speeds of the best solutions

11:  Updatet=t+ 1

2: end while

: Return best solution

—_
(98]

between the majority and minority classes, we propose two
enhancements to the recently published LSH-SMOTE algo-
rithm. In this section, the proposed enhancements are pre-
sented and discussed.

The proposed method is shown in Fig. 11. As shown in
the figure, the minority dataset is split into a number of
N groups; each group contains a list of instances from the
dataset. The assignment of instances from the minority class
to these groups is achieved through the application of the
proposed PSDTO optimization algorithm. In specific, the

Instances of the

minority class

y bPSDTO \
Instances Instances
Group 1 ooe Group N

LSH LSH

y A4
Bucket 1 Bucket 1
Bucket 2 PSDTO Bucket 2

. —> Optimized <« .

: SMOTE 3
Bucket K; Bucket Ky

Balanced
dataset

FIGURE 11. The proposed dataset balancing approach.
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1: Input P instances of a bucket form LSH buckets
Optimize KNN parameters using PSDTO
while x € P do
Find K-nearest neighbors to x in P
Find y by randomizing one of the K instances
Calculate difference = x — y
Pick gap as a random number between 0 and 1
Calculate n = x + difference * gap
end while
Return new instances

R e A A o

_.
=4

instances are dealt with as feature instances; the top most
significant instances are located in the first group, then the
optimizer is applied to the remaining samples to select the
top most significant instances to be located in the second
group, and so on. Once the groups are filled with instances
from the minority class, the LSH method is applied to allocate
the instances of each group into a set of buckets based on a
hash function and the resulting collisions. The advantage of
the proposed approach is that it can be easily run in parallel,
which can greatly reduce the time needed to balance datasets
of huge sizes.

The steps of the proposed optimized SMOTE are pre-
sented in Algorithm 2. In this algorithm, the process starts
with receiving a bucket from the buckets generated by the
LSH method. On the other hand, based on the instances
of the received bucket, the K value of the KNN algorithm
is optimized using the proposed PSDTO. The instances of
the received bucket are then processed by moving over
each instance and finding its neighbors; then, the differ-
ence between the instance under consideration and a random
instance from its K neighbors is calculated. The resulting
difference is used to find the value of the newly generated
instance, which is then added to the balanced dataset. Bal-
anced data can make a typical classification model perform
better.

G. THE PROPOSED ADAPTIVE MUTATION DTO

Once the dataset is balanced, and the features are selected
properly, the random forest classifier is employed to classify
the input features. However, in this work, we developed a
new optimization algorithm for optimizing the parameters
of the random forest to boost classification accuracy. The
proposed optimization algorithm is based on adaptive muta-
tion of the genetic algorithm, which is applied in conjunction
with the DTO algorithm. Fig. 12 depicts the process of the
proposed approach. As shown in the figure, the process starts
with randomly generating the initial population of dipper-
throated birds, then calculating the fitness of each bird to
select the best private and global solutions. The population
is then split into two groups; the first group is searched using
a genetic algorithm, whereas the second group is searched
using the DTO algorithm. Based on the results of the two
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FIGURE 12. The process of the proposed adaptive-mutation-DTO (AMDTO).

algorithms, the best N solutions were selected. This process
is repeated in iterations until the stopping condition is met.
During the iterations, if the best solution did not improve for
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three consecutive iterations, the best solutions are mutated to
increase the exploration operation of search space and thus
given a higher potential to reach the optimal solution. This
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Algorithm 4 Proposed AMDTO Algorithm

Algorithm 5 The Proposed Binary AMDTO Algorithm

1: Initialization positions of agents A;(i = 1,2,...,n)
with n agents, velocities of agents B;(i = 1,2,...,n),
iterations T}y, Objective function f;,, parameters of k, Ky,
K>, K3, K4, K5, 71,0, R, t =1

2: Calculate f;, for each agent A;

3: Find best agent Ay,

4: while ¢t < Tmax do

5:  Split Solutions to GA group (n1) and DTO group (n7)

6 fori=1:i<n; +1)do

7: Apply GA Crossover Process

8 Apply GA Mutation Process

9:  end for

10 for(i=1:i<ny+1)do
11: if (R < 0.5) then
12: Update position of current swimming agent as

A+ 1) = Apest (i) — Ki1.|K2.Apesi (1) — AG)]

13: else

14: Update velocity of current flying agent as
B(i + 1) = K3V()& + Kari(Apes: (i) — A(D)) +
K5r2(AGhest — A(D)

15: Update position of current flying agent as
A+ 1) =AMO+BG+1)
16: end if

17:  end for

18:  Calculate f, for each agent A;

19:  Find best N agents

20: Set AGbest = Abpest

21:  if (Best f;, is same for three iterations) then

22: Apply the following mutation equation
, 2%k x AGi) * i2
A=1— ———
. A
23:  endif

24:  Updatek, K|, K2, R, t =1t+1
25: end while
26: Return best agent AGpess

mutation is performed using the following equation.

. 2%k A * i2
Al)=1— ————F— (15)
|A)]
where A(i) is the best bird position at iteration i, k is a
number with values decreasing exponentially from 1 and 0,
and |A(7)| is the number of best solutions found at iteration i.

Algorithm 4 shows the proposed AMDTO algorithm in detail.

H. THE PROPOSED BINARY AMDTO (bAMDTO)

To employ the proposed AMDTO algorithm for feature
selection, it should be modified to adapt to this target.
In this section, we proposed a binary version of the proposed
AMDTO in which the continuous solution is converted to
binary (0 or 1), where 0 means the feature is not selected and
1 means the feature is selected. The steps of the proposed
binary AMDTO (bAMDTO) are presented in Algorithm 5.
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1: Initialize AMDTO parameters

Convert best solutions to binary [0,1]

Evaluate fitness of the current solutions

Train KNN and estimate the fitness

while ¢ < Iter,,,, do
Apply AMDTO algorithm to get best solutions
Convert best solutions to binary using:

NN R RN

1 if Sigmoid(m) > 0.5

’

SO .
0 otherwise
1
Sigmoid(m) = T3 o 1005
8:  Calculate Fitness
9:  Update AMDTO parameters
10:  Update Positions and speeds of the best solutions
11:  Updatet=t+1
12: end while
13: Return best solution

Algorithm 6 The Proposed Optimized RF Classifier
1: Initialize AMDTO parameters.
2: Initialize number of trees B.
3: while b € Bdo
4:  Draw a bootstrap sample S* of size N from the train-
ing data
5:  Grow arandom forest tree 7} to the boostrapped data,
by recursively repeating the following steps for each
terminal node of the tree, until the minimum node size
Nyin 1S reached:
6: (i) Select m variables using the proposed AMDTO
algorithm
7: (i) Pick the best variable/split-point among the m
8:  (iii) Split the node into two children nodes
9: end while
10: Output the ensemble of trees {T},}5
11: Let Cp(x) be the class prediction of the b™ random forest
tree
12: Return majority vote {Cp(x)}?

I. THE PROPOSED OPTIMIZED RF CLASSIFIER

To achieve better classification performance, the proposed
AMDTO algorithm is employed to optimize the parameters
of random forest (RF) classifier. Algorithm 6 shows the steps
of the proposed optimized RF algorithm. As shown in the
algorithm, the optimization is performed to select the best
split among the optimized variable m.

J. STRATIFIED K-FOLD CROSS VALIDATION

Cross-validation (CV) is a common practice followed to
improve the generalization of the trained machine learning
models. The operation of CV is based on separating the
dataset into equal parts, known as folds. Therefore, if the
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FIGURE 13. Samples images of pothole and plain roads.

number of folds is five, then the dataset is divided into five
equal halves, training is done using four-folds, and testing is
done with one fold. After that, one fold from training is sent
to testing, and the test set is passed to the training set. This
process is continued until all potential combinations have
been exhausted, guaranteeing that all data has been trained
and tested at least once, allowing the model’s generalization
to be evaluated. On the hand, each fold is stratified to ensure
containing samples representing all the classes of the given
task.

V. EXPERIMENTAL RESULTS

In this work, three experiments were conducted to assess the
proposed algorithms. The first experiment is conducted to
investigate the efficiency of the deep learning networks used
in feature extraction to choose the best network. The second
experiment assesses the effect of the proposed dataset balanc-
ing approach based on optimized hash SMOTE and PSDTO
algorithm. The third experiment is conducted to evaluate the
performance of the proposed AMDTO algorithm.

A. DATASET

The pothole dataset employed in this work is available pub-
licly on Kaggle [53]. The dataset consists of 700 images of
two classes, namely, pothole and plain. To train the feature
extractor and evaluate the proposed method, the dataset is
split into 80% for (training and validation), and the remaining
20% is dedicated to testing. Sample images from the dataset
are presented in Fig. 13. Due to the limited size of this dataset,
we applied the aforementioned data augmentation operations
to increase the number of images in the dataset. The dataset
after augmentation contains 15, 000 images, 12, 000 pothole
road images and 3, 000 plain road images.

B. EVALUATION CRITERIA

The achieved results of the proposed approaches are evalu-
ated in terms of the performance metrics presented in Table 4.
In this table, the first set of metrics is used to measure the
performance of the feature selection process. In contrast, the
second set of metrics is used to measure the performance
of the classification using the proposed optimized random
forest. In the table, the number of runs of an optimizer is
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TABLE 4. Evaluation metrics of the models’ performance.

Metric  Value
Mean S M gt
M 2ai=1 9x
Best Fitness minM gl
: M i
Worest Fitness  max;_, g.

1 M : i
M > iz size(gy)

71 Ej]vil ~ SN mse(Cy, Ly)

Average fitness size

Average Error

Standard deviation \/ ﬁ Ef\i 1 (i —M ean)?

Accuracy %
Pvalue (PPV) TP};%

Nvalue (NPV) TNT;%
Specificity (TNR) 72
Sensitivity (TPR) 720

F1-Score L

TP+0.5(FP+FN)

indicated as M, the best solution at the run number j is denoted
by g;-", size(g;-k) refers to the size of the best solution vector. N
denoted the number of points in the test set, and C; refers to
the output label results from the employed classifier for the
data point i. L; is the label of the class of the point i, and
D refers to the total number of features. TP, TN, FP, and FN
refer to the true positive, true negative, false positive, and false
negative.

C. FEATURE EXTRACTION RESULTS
The extraction of significant features from the input images
is a critical process that affects the performance of machine

learning models. In this work, we tested four deep neural net-
works namely, AlexNet [54], VGG-19 [55], GoogleNet [56],
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TABLE 5. Performance of the deep neural networks used in feature
extraction.

AlexNet VGG-19 GoogleNet ResNet-50
Accuracy 86.8% 87.3% 90.4% 93.8%
TPR 0.625 0.625 0.740 0.789
TNR 0.955 0.951 0.955 0.968
PPV 0.833 0.800 0.833 0.833
NPV 0.876 0.889 0.922 0.957
Fl-score 0.714 0.702 0.781 0.811
Time (S) 677 599 475 312

and ResNet-50 [57] for extracting features from the given
dataset. The performance of these networks is presented in
Table 5. In this experiment, the default parameters are chosen
because the first stage is used to retrieve images’ features
from earlier layers of a deep neural network for use in
subsequent operations for feature selection and balancing.
As shown in the table, the network that achieved the best
results was ResNet-50. Therefore, we adopted this network
for feature extraction in this work.

D. DATASET BALANCING RESULTS

In this experiment, we will compare the results achieved by
the random forest classifier using the selected features based
on three cases 1) without dataset balancing (Imbalanced),
2) with dataset balancing using the original LSH-SMOTE
algorithm [51], and 3) using the proposed optimized SMOTE
approach. The achieved results are evaluated in Table 6.
It can be noted from this table that the results achieved by
the proposed dataset balancing approach outperform those
values achieved by the imbalanced and the LSH-SMOTE-
based approach. The achieved accuracy using the proposed
approach is (96.4%) within less time, whereas the achieved
accuracy by the imbalanced and LSH-SMOTE approaches
are (94.4%) and (95.5%), respectively. The balanced dataset
using the proposed method is used to train the optimized
random forest classifier, and the results are discussed in the
next section.

TABLE 6. Evaluation results of the results achieved using the data
balancing approaches.

SMOTE LSH-SMOTE PSDTO SMOTE

Accuracy 0.944 0.955 0.964
TPR 0.818 0.818 0.818
TNR 0.977 0.982 0.986
PPV 0911 0.921 0.913
NPV 0.955 0.965 0.973
Fl-score 0.857 0.857 0.857
Time (S) 211 178 92

E. FEATURE SELECTION RESULTS

The selection of the most significant features from the
features extracted by ResNet-50 is essential. In this
experiment, twelve optimization methods were employed;
namely, proposed bAMDTO, binary gray wolf optimizer
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(bGWO) [58], binary particle swarm optimizer (bPSO) [46],
bGWOPSO [59], binary genetic algorithm (bGA) [47],
bGWOGA [60], binary bat algorithm (bBA) [61], binary
whale optimization algorithm (bWOA) [62], binary biogeog-
raphy optimization (bBBO) [63], binary Multiverse Opti-
mization (bMVO) [64], binary Satin Bowerbird Optimizer
(bSBO) [65], and binary Firefly Algorithm (bFA) [66].
Table 7 shows the assessment of the results achieved by
these optimization methods. As presented in this table, the
proposed bAMDTO algorithm achieves the best results when
compared to other methods.

The p-values between the proposed feature selection algo-
rithm (bAMDTO) and the other competing algorithms are
calculated using the statistical difference between every two
algorithms to show that the suggested approach is signifi-
cantly different. Wilcoxon’s rank-sum test is employed to
do this analysis. The null and alternative hypotheses are
two primary hypotheses in this test. The mean, values of
null hypothesis represented by HO includes bAMDTO =
bGWO, bAMDTO = bGWO-PSO, bAMDTO = bPSO,
bAMDTO = BA, bAMDTO = bWOA, bAMDTO = bBBO,
bAMDTO = bMVO, bAMDTO = bSBO, bAMDTO =
bGWO-GA, bAMDTO = bFA, and bAMDTO = bGA.
On the other hand, H1 hypothesis does not consider the
algorithms’ means in the comparison. Table 8 presents the
results of the Wilcoxon rank-sum test. The p-values between
the proposed algorithm and the other algorithms are less
than 0.05. These results prove the superiority and statistical
significance of the proposed feature selection method.

The statistical difference between the proposed bAMDTO
algorithm and the other algorithms is investigated using the
one-way analysis of variance (ANOVA) test. The mean,
values of the null hypothesis, designated by HO, include
bAMDTO = bGWO = bGWO-PSO = bPSO = BA =
bWOA = bBBO = bMVO = bSBO = bGWO-GA = bFA =
bGA. Table 9 presents the measured values of the ANOVA
test.

A visual representation of the analysis performed on
the achieved results using based on the proposed feature
selection algorithm is shown in Fig. 14. The first three
plots represent the residual, homoscedasticity, and QQ plots.
As shown in these plots, the residual error falls in the range
of —0.02 and +0.02, and the values of homoscedasticity lay
in the range —0.01 and +0.04, which reflect the robustness
of the proposed approach. In addition, the QQ plot shows
that the predicted results match the actual values, which con-
firms the robustness of the proposed approach. On the other
hand, the last two plots, the heat map and average error plots
show the comparison between the results achieved by the
proposed feature selection method and the other competing
feature selection methods in the literature. The results shown
in these plots clarify the superiority of the proposed method.

F. OPTIMIZED RANDOM FOREST RESULTS

The classification of potholes is performed in terms of the
features selected using the proposed bAMDTO. The adopted
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FIGURE 14. Analysis of the results achieved by the proposed feature selection algorithm.

TABLE 7. Performance measurement of the feature selection algorithms.

(e) Average error plot.

Avg. error  Avg. Select size  Avg. Fitness  Best Fitness = Worst Fitness ~ STD Fitness

bAMDTO 0.48388 0.43668 0.54708 0.44888 0.54738 0.36938

bGWO 0.50108 0.63668 0.56328 0.48358 0.55048 0.37408

bPSO 0.53488 0.63668 0.56168 0.54198 0.60968 0.37348

bGWOPSO  0.54038 0.76998 0.57158 0.52508 0.63508 0.39228

bGA 0.51468 0.57908 0.57468 0.47798 0.59308 0.37568

bGWOGA 0.52118 0.55948 0.56938 0.54718 0.62338 0.37468

bBA 0.54448 0.77608 0.58458 0.47428 0.57588 0.38338

bWAO 0.53468 0.80008 0.56948 0.53358 0.60968 0.37568

bBBO 0.50308 0.80048 0.56738 0.55708 0.64358 0.41838

bMVO 0.51158 0.73318 0.59138 0.51658 0.63458 0.42418

bSBO 0.54318 0.80698 0.60138 0.54448 0.62418 0.43438

bFA 0.53328 0.67118 0.61358 0.53228 0.62988 0.41028

TABLE 8. Wilcoxon signed-rank test of the results achieved by the feature selection algorithms.
bAMDTO bGWO bGWO_PSO bPSO bBA bWAO bBBO bMVO  bSBO bGWO_GA  bFA bGA

Theoretical median 0 0 0 0 0 0 0 0 0 0 0 0
Actual median 0.4839 0.5011 0.5404 0.5349 0.5445 0.5347 0.5031 0.5116 0.5432 0.5212 0.5333 0.5147
Number of values 16 16 16 16 16 16 16 16 16 16 16 16
Wilcoxon Signed Rank Test
Sum of signed ranks (W) 136 136 136 136 136 136 136 136 136 136 136 136
Sum of positive ranks 136 136 136 136 136 136 136 136 136 136 136 136
Sum of negative ranks 0 0 0 0 0 0 0 0 0 0 0 0
P value (two tailed) <0.0001 <0.0001  <0.0001 <0.0001  <0.0001  <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001  <0.0001
Exact or estimate? Exact Exact Exact Exact Exact Exact Exact Exact Exact Exact Exact Exact
Sig?liﬁecam (al;h};:().()S)? Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
How big is the discrepancy?
Discrepancy 0.4839 0.5011 0.5404 0.5349 0.5445 0.5347 0.5031 0.5116 0.5432 0.5212 0.5333 0.5147

classifier is the random forest (RF). To achieve the best
performance using RF classifier, we optimized its parameters
using the proposed AMDTO algorithm. A set of experiments
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was conducted to evaluate the performance of the optimized
RF classifier. To show the superiority of the proposed opti-
mization of RF, a comparison between the performance
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TABLE 9. One-way analysis of variance (ANOVA) test of the feature selection algorithms.

SS DF MS F (DFn, DFd) P-value
Treatment (between columns)  0.06212 11 0.005647 F (11, 180)=96.14  P<0.0001
Residual (within columns) 0.01057 180  0.00005874
Total 0.07269 191

TABLE 10. Analysis of the results achieved by the proposed AMDTO+RF approach and the other approaches.

AMDTO+RF WOA+RF GWO+RF GA+RF PSO+RF

Number of values 19 19 19 19 19
Minimum 0.9955 0.9695 0.976 0.9695 0.9781
Maximum 0.9985 0.985 0.9916 0.985 0.991
Median 0.9965 0.975 0.986 0.975 0.981
Range 0.003 0.0155 0.0156 0.0155 0.0129
25% Percentile 0.9965 0.975 0.986 0.975 0.981
75% Percentile 0.9985 0.985 0.9916 0.985 0.991
10% Percentile 0.9965 0.975 0.986 0.975 0.981
90% Percentile 0.9985 0.985 0.9916 0.985 0.991
95% CI of median

Upper confidence limit 0.9985 0.985 0.9916 0.985 0.991
Lower confidence limit 0.9965 0.975 0.986 0.975 0.981
Actual confidence level 98.08% 98.08% 98.08% 98.08% 98.08%
Std. Deviation 0.001017 0.005131 0.003783 0.005131  0.004926
Std. Error of Mean 0.0002334 0.001177 0.000868 0.001177  0.00113
Mean 0.9971 0.9779 0.9873 0.9779 0.984
Lower 95% CI of mean 0.9966 0.9754 0.9855 0.9754 0.9816
Upper 95% CI of mean 0.9976 0.9803 0.9892 0.9803 0.9864
Coefficient of variation 0.1020% 0.5247% 0.3832% 0.5247% 0.5006%
Geometric mean 0.9971 0.9779 0.9873 0.9779 0.984
Geometric SD factor 1.001 1.005 1.004 1.005 1.005
Upper 95% CI of geo. mean 0.9976 0.9803 0.9892 0.9803 0.9864
Lower 95% CI of geo. mean 0.9966 0.9754 0.9855 0.9754 0.9816
Harmonic mean 0.9971 0.9778 0.9873 0.9778 0.984
Upper 95% CI of harm. mean  0.9976 0.9803 0.9892 0.9803 0.9864
Lower 95% CI of harm. mean  0.9966 0.9754 0.9855 0.9754 0.9816
Quadratic mean 0.9971 0.9779 0.9874 0.9779 0.984
Upper 95% CI of quad. mean ~ 0.9976 0.9804 0.9892 0.9804 0.9864
Lower 95% CI of quad. mean  0.9966 0.9754 0.9855 0.9754 0.9816
Kurtosis -1.253 -1.196 3.463 -1.196 -1.391
Skewness 0.6458 0.6007 -1.177 0.6007 0.7904
Sum 18.94 18.58 18.76 18.58 18.7

TABLE 11. One-way analysis of variance (ANOVA) test the proposed AMDTO-+RF algorithm.

SS DF MS F(DFn, DFd) P-value
Treatment (between columns)  0.004826 4 0.001206 F (4,90)=65.37 P<0.0001
Residual (within columns) 0.001661 90 0.00001846
Total 0.006487 94

of the AMDTO and other four optimizers, namely, WOA, Table 10 presents a statistical analysis of the results achieved
GWO, and PSO. All the optimizers are used to optimize the by the RF classifier when optimized using the proposed
parameters of RF and the results are recorded and analyzed. algorithm and using the other optimizers. As shown in the
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TABLE 12. Wilcoxon signed-rank test of the results achieved by the optimized RF using five optimization methods.

AMDTO+RF WOA+RF GWO+RF GA+RF PSO+RF
Theoretical median 0 0 0 0 0
Actual median 0.9965 0.975 0.986 0.975 0.981
Number of values 19 19 19 19 19
Wilcoxon Signed Rank Test
Sum of signed ranks (W) 190 190 190 190 190
Sum of positive ranks 190 190 190 190 190
Sum of negative ranks 0 0 0 0 0
P value (two tailed) <0.0001 <0.0001 <0.0001 <0.0001  <0.0001
Exact or estimate? Exact Exact Exact Exact Exact
Pvalue Summary sekeskosk sfekeoksk sfekskosk sekeskosk sfekeosksk
Significant (alpha=0.05)? Yes Yes Yes Yes Yes
How big is the discrepancy?
Discrepancy 0.9965 0.975 0.986 0.975 0.981
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FIGURE 15. Analysis of the results achieved by the proposed optimized random forest algorithm (AMDTO+RF).

table, the results achieved using the proposed optimization
algorithm are better than those achieved by the other algo-
rithms in all statistical criteria included in this analysis. This
analysis is performed in terms of the achieved accuracy.

On the other hand, the one-way analysis of vari-
ance (ANOVA) test is performed to show the effectiveness of
the proposed approach. Table 11 presents the results of this
test. As shown in the table, the difference in the mean values
is less than (0.0001), which statistically means the efficiency
of the proposed approach.

In addition, the statistical Wilcoxon test is performed to
measure the difference between the proposed approach and
the other approaches based on the other four optimization
methods. Table 12 presents the test results. In this table, the
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results show the significance of all optimizers in classifying
the pothole and plain roads. In addition, it can be noted
that the discrepancy value using the proposed approach is
(0.9965), which is better than those achieved by the other
optimizers. These results confirm the effectiveness and supe-
riority of the proposed approach.

Moreover, an analysis of the achieved results using RF
classifier based on the proposed optimization algorithm is
depicted in Fig. 15. In this figure, six plots are shown. Three
plots in the top level, depicts the analyses of the achieved
results using the proposed approach. Whereas the three plots
in the bottom level compare the results of the proposed
approach to the results achieved by the other four optimiza-
tion methods. Based on these results, it can be clearly shown
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TABLE 13. Performance metrics of the achieved results.

Metric AMDTO+MLP AMDTO+GAP AMDTO+SVM  Proposed AMDTO+RF

Accuracy 0.978571428 0.94285714 0.96428571 0.997950637
TPR 0.971428571 0.92857142 0.95714285 0.997506234
TNR 0.985714285 0.95714285 0.97142857 0.998003992
PPV 0.985507246 0.95588235 0.97101449 0.983606557
NPV 0.971830985 0.93055555 0.95774647 0.999700091
F1-score 0.978417266 0.94202898 0.96402877 0.990507635
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FIGURE 16. AUC of the achieved results based on the optimization of four classifiers using the proposed AMDTO algorithm.

that the proposed approach achieves the best performance (99.8003992%), PPV (98.3606557%), NPV (99.9700091%),

among the other optimizers. F1-score (99.0507635%). These results are better than those
achieved by the other optimized models, which confirms the
G. COMPARISON WITH OTHER MODELS superiority of the proposed approach. On the other hand, the

The last set of conducted experiments targets comparing the area under curve (AUC? plots are shown in Fig. 16. From
proposed optimizer with three classifiers, namely multi-layer these plots, it can be e.asﬂy noted that the proposed approach
perceptron (MLP), global average pooling (GAP), and sup- can robustly differentiate between the pothole and plan road
port vector machines (SVM), in addition to the adopted clas- 1mages.

sifier, RF. The proposed optimization algorithm, AMDTO,

is used to optimize the parameters of these classifiers and VI. CONCLUSION AND FUTURE WORK

the classification results are recorded and analyzed. Table 13 In this paper, we proposed a new approach for classifying
presents the evaluation of the achieved results. As shown in potholes and plain roads. The proposed approach is based
the table, the proposed approach, AMDTO+REF, achieved on employing the deep network ResNet-50 for extracting
accuracy (99.7950637%), TPR (99.7506234%), TNR high-level features from the input image. In addition, the
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significant features are selected using the binary dipper
throated optimization algorithm. On the other hand, the
dataset is balanced using a proposed optimized SMOTE algo-
rithm. Moreover, the random forest classifier is employed for
classifying the selected features. This classifier is optimized
using the continuous dipper throated optimization algorithm
to achieve the best performance. To prove the superiority of
the proposed approach, several experiments were conducted
to compare the proposed approach to other optimization
methods and three classifiers. In addition, a statistical anal-
ysis is performed to assess the stability and efficiency of the
proposed approach. The results emphasized the effectiveness
and superiority of the proposed approach.
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