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ABSTRACT Tool wear can cause dimensional accuracy and poor surface quality in milling process. During
the operation of tool wear, it can also cause breakage and damage of the workpieces. To prevent these
conditions, it’s important that the tool wear is monitored and the remaining useful life (RUL) is predicted
in real time. In this paper, time domain and frequency domain statistical features are firstly extracted using
multi-sensory fusion method, including the cutting force, vibration and acoustic emission sensor. Seven
eigenvectors are selected as the input of the prediction model based on the distance correlation coefficient
between 140 feature vectors and the wear value, which provide the most sensitive features to wear faults.
The paper establishes a nonlinear relationship between high-dimensional feature vectors and tools wear
based on the evolving connectionist system (ECoS), which uses the incremental learning algorithm to
realize real-time prediction of the tools wear. Finally, using the wear value predicted by ECoS as hidden
state sequence of Hidden Semi-Markov Model (HSMM), the RUL prediction of the tool based on HMM is
established. The 2010 PHM challenge data were used to train the model. The experimental result shows
that in comparison with artificial neural network, the ECoS model has higher prediction accuracy, and
its mean RMSE error for three tools is 14.8. In comparison with the RUL prediction of HMM model,
Probability-based RUL prediction of HSMM is more stable.

INDEX TERMS Multi-sensor fusion, evolving connectionist system, incremental learning algorithm,
HSMM, remaining useful life prediction.

ABBREVIATIONS I. INTRODUCTION

RUL  Remaining useful life. A. BACKGROUND AND SIGNIFICANCE
HMM H1ddep markov HTOd?l' At present, the number of workpieces, which requires high-
ECoS Evolvmg' conr(lie}cltmnlllst system. precision processing is getting larger. This especially applied
PHM Pr.ognostlc an calth management. toaerospace industry. As the most important component of
HSMM  Hidden semi-markov model. the milling process, the quality of the tool directly affects
RMSE  Root mean square error. the quality of the processed workpiece, and the tools wear
is the direct cause of poor quality of the workpieces and high
The associate editor coordinating the review of this manuscript and rejection rate. If tool wear cannot be accurately measured,
approving it for publication was Zhaojun Steven Li . it is likely to bring out two issues: Firstly, Premature
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replacement of tools that are still in their life span will lead
to waste of tools and increase unnecessary costs. Secondly,
the tool is not replaced in time, and the failed tool is
used to process the workpiece, resulting in poor surface
quality of the workpiece. [1] Hence real-time monitoring and
accurate RUL prediction of tool wear are much important
for manufacturing companies to improve the stability of the
processing environment and the precision of the workpiece,
to protect the machine tool and processing safety, and to
enhance the production efficiency of the enterprise and cut
down production costs. Some researches show that accurate
prediction of tool wear is helpful for timely replacement of
tool and doing necessary predictive maintenance, which will
effectively reduce unplanned downtime by 75%, increase pro-
duction efficiency by 10%-60% [2], and reduce production
costs by 10%-40 % [3], [4].

B. LITERATURE REVIEW
At present, there exist two main monitoring methods of
tool wear, including direct monitoring methods and indirect
monitoring methods. The direct method mainly monitors the
reflective intensity of the tool wear surface, e.g., changes
of the blade displacement, radioactivity of cutting surface,
contact resistance and workpiece size to measure the wear
of the tool [5]. The indirect method mainly monitors
signals to indirectly reflect the wear of the tool, such
as workpieces temperature, ultrasonic signal, acceleration
vibration signal, cutting force, the change of torque, motor
power or current. Then statistical features are extracted
through signal processing technology, which are not sensitive
to different tool cutting conditions and noise, but to a certain
degree of sensitivity to tool wear status, such as initial wear,
stable wear and severe wear. Therefore, by monitoring the
changes of these feature parameters, the status of the tool
wear can be monitored. In terms of the existing monitoring
technology of tool wear, the direct method has strong
operability, obtaining intuitive data, avoiding complicated
data analysis, but it is easily affected by cutting temperature,
cutting fluid, and machine tool movement accuracy, with
poor real-time performance. However, the indirect method
can relatively collect accurate data, but it can’t directly reflect
the wear status of the tool. Therefore, it is a new development
trend to establish a nonlinear relationship between direct and
indirect methods by a complex mathematical model.
Current Al technology is extensively introduced to mon-
itoring the tool wear and RUL. Fig.1 shows different moni-
toring method of tool wear [6]. Zhao et al. [12] introduced
the Convolutional Neural Network (CNN) based on the
one-dimensional signal converted into image to research fault
diagnosis. Liu et al. [13], [14] used stochastic degradation
model to predict machine RUL. Sohyung et al. [15] used the
maximum value extracted from the cutting force as the eigen-
vector, and applied SVM to predict RUL. Letot et al. [16]
selected four kinds of sensor signals to predict RUL of the tool
wear with cutting force, vibration, acoustic emission (AE)
as labelled data. The result indicated that model prediction
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accuracy using force signal was the best. Jauregui et al. [17]
used the force and vibration signal to define the state of
tool wear. They discovered that compared with based on the
vibration signal, the prediction results based on the force
signal were better. Dong et al. [18] selected 16 eigenvalues
extracted from the force signal, the predicted the tool wear
based on the ANN model and obtained good experimental
results. Shi and Gindy [19] used principal component analysis
(PCA) to process a variety of sensor signals, and utilizing
a LS-SVM model to achieve a better result. Yu et al. [20]
introduced a weighted hidden Markov model (WHMM) to
predict tool wear. Niaki et al. [21] introduced extended
Kalman filter (EKF) to monitor tool wear under machin-
ing conditions of different feed rate. In comparison with
estimating tool wear area, it can improve the estimation
accuracy. He et al. [22] built a probability model based on
Particle Learning (PL). This model has perfect robustness
and computationally efficient. Penedo er al. [23] applied
mixed approach of fuzzy KNN and least squares regression to
monitor tool wear. This approach has better performance than
the traditional fuzzy neural network. Traditional ANN has the
following disadvantages: (1) unchanging topology structure
during training, which indicates that their network structure is
rigid and predefined; (2) requesting all data samples to offline
train; and (3) requires multiple passes during training process.
However, ANN is unstable to remember information about
old samples if new samples are learned. The trained neural
network topology is a supervised learner, which extracts
features from a network whose ground truth values are
known. If new data become available, a new offline training
process must be carried out to add new samples to the training
data set. Therefore, adding the new samples to the training
dataset is of great importance, when processing tasks with
complex non-stationary data is a typical condition [24].

C. PROBLEM STATEMENT

At present, tool wear monitoring technology is only focused
on theory. A single sensor monitoring cannot fully and
accurately reflect the characteristic information of tool wear.
Therefore, it cannot have the advantages of high sensitivity,
high fault tolerance and high reliability. At the same time,
it cannot be adapted to the actual processing environment.
Due to the changes of the working conditions in the actual
machining process, there may be multiple failure modes for
tool wear. The traditional non-evolutionary neural network
performs well in predicting performance where the tool
wear pattern does not significantly change during the test.
However, when the fault status changes suddenly, the
predictive performance will decrease. This article introduces
an online detection method of tool wear. The main goal
is to find new fault information in training sample based
on online incremental learning algorithm [25]. Evolving
neural networks, e.g., evolving connectionist system (ECoS),
do not have fixed network topology structure different from
traditional neural network [26]. The ECoS network can adjust
the structure online, and the evolving layer allows to change
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its connectionist structure so as to dynamically adapt to new
sample information. The advantages of the ECoS model
are listed as follows: (1) Fast learning through a single
incremental training; (2) Strong resistance to catastrophic
forgetting; (3) Strong generalization ability. Since the state
of the actual signal can change over time, the predictive
performance of ‘“‘non-evolved” traditional neural networks
may be greatly reduced [24], [27].

This paper sets up an evolving neural network prediction
model of tools wear based on online incremental learning
algorithm. The result shows that the proposed ECoS is a
quite appropriate approach to monitor tool wear online. The
process steps of tool wear monitoring and RUL prediction are
as follows: collecting three kinds of sensor signals, extracting
140 eigenvectors from time domain, frequency domain and
time-frequency features. Then seven eigenvectors sensitive
to the tool wear are selected as the input of the prediction
model based on the distance correlation coefficient between
140 eigenvectors and the wear. Finally, apply an incremental
learning algorithm of ECoS to establish predictive model of
tools wear. according to the wear value predicted, the RUL
prediction of the tool based on the Hidden Semi-Markov
Model (HSMM) is established.

The structure of the paper is arranged as follows.
Section 2 addresses the tool wear prediction based on evolv-
ing connectionist system (ECoS). In Section 3, Remaining
Useful Life prediction of HMM is given. In Section 4,
Experiment set-up and procedure are provided to demonstrate
the applicability and superiority of the proposed algorithm.
In Section 5, comparative results and discussion are given.
Then, the paper is concluded in Section 7.

Il. TOOL WEAR PREDICTION USING EVOLVING NEURAL
NETWORK
A. EVOLVING NEURAL NETWORK
Evolving connectionist system (ECoS) represent a family
of constructive ANN algorithms, which were proposed by
Kasabov [28], [29]. ECoS consists of three-layer neural
network. Fig.2 shows its structure.

Layer 1 and layer 3 represent input and output,
respectively.

The k;, neuron activation in the evolving layer is calculated
by

Ax =1— Dy (D

where Dj; € [0, 1]Vj, k, indicates a normalized distance,
considering the input vector and, a weight vector, both

m dimensional column vectors. The Manhattan distance
between and can be calculated as follows:

m
2 [ Wik = I
Dy = @
> Wik + 1|
i=1
where m indicates the number of input features. Activation
functions based on equations (1) and (2) suggest that samples
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that match a pattern can lead to complete activation of a
neuron in contrast, samples that are far away from a pattern
can cause an activation value closing to zero.

B. ONLINE INCREMENTAL LEARNING ALGORITHM

Online incremental learning of ECoS includes in fitting new
data samples as weights of the EcoS evolving layer [27].
The connection weights are modified or a new neuron is
added to the evolving layer. The decision about establishing
a new neuron and adjusting weights depends on the novelty
of the input sample data. The degree of novelty of the data
is determined by comparing the activation level of the most
active neuron with a predefined threshold. Or by comparing
output error with predefined error threshold, new neurons are
added to the evolving layer of ECoS. No neurons are added to
network structure if the activation values or error are less than
predefined threshold values. In this case, online increment
learning can adjust the connection weights of neuron to fit
new sample information, which is the most activated.

The input weights are calculated by

Wike+1) = Wikey + mUig+1) — Wik@)) 3)
The output weight is calculated as follows:
Wiia+1) = Wi + m2(AkEr) @

Equations (3) and (4) represent recursive calculation.
Parameters, denote the learning rates.

Ey =y = %)

where is the estimation errors.

Firstly, a new neuron added can be placed using minimum
distance (MD) approaches to facilitate potential further
aggregations, which means that new neurons are placed in
the position. Output weight vector of the neuron is the closest
to the real output vector.

Since new sample data can lead to a large number of
neurons to be added to the evolving, ECoS can increase
rapidly in size, which can lead to memory issues if
aggregation algorithm is not used. Neuron aggregation means
that two or more neurons are aggregated into one [27]
Neurons are aggregated if the calculated distance is less
than the given threshold. Input and output distances among
two neurons in evolving layer during aggregation, namely,
neurons o and p, are calculated as

m
> }Wio - Wip|
. =
Dy, =5 ©)
Z }Wiu + Wip|
i=1
and
m
> |W01 - Wp1|
i=1
pu =2l @
Z |Woi + Wpi]

Il
-
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Before training starts, because of no Neurons existence
in the evolving layer, the network structure does not
need initialization and no weights need to be set. Online
incremental learning algorithm of ECoS can be summarized
as follows

Set Awr, Esnr, Dine and learning rates 0y, 12
foreach ( ),y ()),j=1,2,...,do
Propagate I (j) through the ECoS
Find the most activated neuron k in the evolving layer
Calculate the error E1 between y (j) and ¥ (j)
if Ay < ApVk or Ej < Egp then
Add a neuron based on the MD approach

else
Update weights W; Vi, Wy 1
end if
if max (Df, Dg;;f) < Dy then
Aggregate neurons
end if
end for

C. PERFORMANCE EVALUATION OF PREDICTIVE MODEL
The following four error indicators are selected to calculate

the accuracy of ECoS prediction result:
Mean Absolute Error (MAE)

1< A
MAE = — 3 [y; — 5 ®

i=1

Root Mean Squared Error (RMSE)

€))

-1 n
. > i-5)’  10)

”Zizl i—y =1
SCORE
s I i<y
ETO) Qhiwi/10 L, %>y
n
SCORE = Zsi (11)

i=1

where J; is the predictive value, y; is the real value and
y is the mean value. The higher the value, the lower
the prediction accuracy of the model, n is number of
samples.

Ill. RUL PREDICTIVE ALGORITHM OF HSMM
If it is assumed that the tool wear degradation process
needs to go through N states, s = {s{,s2,..., sy} is the
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hidden state set as constitutes the HSMM model; The multi-
sensor fusion feature is composed of a vector ([Fx-Ku, Fy-
RMS, Fz-RMS, Vx-PI, Vy-SD, Vz-KF, VE-RMS]) as the
observation sequence of the HSMM model. The structure of
the HSMM-based tool RUL prediction model is shown in
Figure 3. For each wear state, multiple cutting experiments
may be required. The resulting observations form a sub-
sequence {01, 02, . . . , Oj }, all observation sub-sequences of
the wear state constitute an observation sequence set.

According to this model, the tool wear migration process is
random, which is represented by state transition probability
matrix A. The process of generating observation values
for each tool wear state is also random. Because the
observation values change continuously, the observation
probability matrix B cannot be used to description, using
a multivariate Gaussian distribution (u;, Y ;) description.
Among them, since tool wear is a one-way process, its
state transition probability matrix A can be expressed as
follows:

ajl  anp 0 0 0
0 ann ans 0 s 0

0 0 0 0  aw-nw-1 aw-nn
0 0 0 0 0 1

Tool wear always occurs from the first wear state, and
its initial state probability vector can be expressed as: m =
1,0,...,0).

The tool RUL algorithm steps of HSMM are as follows:

Step 1. Tool wear discretization. According to the size
of the tool wear value, the tool wear process is divided
into N discrete states, denoted as si,s2,...,Sy, And
record the tool wear value at the beginning of each state
wi, wo, ..

Step 2. Model training with labelled data. Analyzing the
monitoring signal of each sensor, the characteristic vector
sensitive to the change of tool wear is extracted as the
observation value of HMM. A tool has a wear states sequence
St = (s1,82,...,s7,), and a observation sequence of signal
feature O = (01,02, ..., o0r). Carrying out M times of tool
life experiment, M observation sequences and corresponding
state sequences are got (0!, S1), (0%, 5?),..., (O, sM).
The maximum likelihood estimation method is applied for
training the model parameters A = (7, A, u;, ;).

Step 3. Model testing. For the new tool, the observation
sequence at the current time t and model A is known, and we
need to calculate the probability distribution y; (i) of the tool
state at t time. Then calculate the expectation of the current
wear value.

Step 4. According to the state transition matrix A, the
probability distribution ;1 (i) of the tool state for the next
moment can be obtained.

Step 5. Computation of the tool wear value w (¢') for next
moment in time ¢’

., WN.
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FIGURE 1. Classification of tool wear prediction.

Input layer

Evolving layer Output layer

FIGURE 2. ECoS network structure.

Step 6. Estimating of the time # to the failure threshold.
The RUL can be calculated as follows: RUL = #; — 1.

IV. EXPERIMENTAL VALIDATION

A. EXPERIMENTAL SETUP

Experimental sample data were obtained from Roders Tech
RFM760 milling cutting center [30]. Schematic representa-
tion of the experimental platform if depicted in Fig. 4. The
cutting parameters of each tool during the processing are
unchanged. Experimental parameters in the milling process
are shown in Table 1. Flowchart of tool wear prediction
is shown in Fig.2 [31]. The dynamometers for measuring
cutting force of three directions were installed on the
machining table. Three Kistler Piezo accelerometers were
installed on the workpiece so as to measure the tool vibration
in three directions. DAQ NI PCI1200 was used to save
sensor data with a SOHZ sampling frequency. The sensor data
includes: cutting force (Fx, Fy, Fz), acceleration vibration in
three directions (Vx,Vy,Vz) and acoustic emission (AE). The
LEICA MZ12 microscope is used to measure VB value of
three flutes offline after finishing each surface, which will be
the target output. The goal is to predict actual VB value The
test tools were recorded named c1, c4, and c6 as our dataset.
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Each tool includes 315 data samples, while each data sample
has a corresponding wear value.

B. TOOL WEAR MEASUREMENT

Each tool needs complete 315 processing and the length of
each pass is 108 mm. The flank wear value of each cutting is
measured and recorded. Analyzing the experimental full-life
wear data of Tools, the VB wear curves of Tool 1, 4 and
6 are shown in Fig.5, showing the relationship between the
VB value and the number of cuts. Fig. 5 shows three stages
change of tool VB value. In the initial stage, due to the
sharpness of the new cutting edge, tool wear rises rapidly.
As the contact area between the tool and the workpiece gets
larger, the wear enters a steady stage and starts to increase
slowly. When the threshold is achieved, the tool wear enters
the Sharp stage. In this study we use the maximum value of
the wear among the three flutes.

Fig.6 shows a flowchart of the tools condition detection and
RUL prediction in the milling process. The flowchart mainly
includes the following steps: (1) obtaining multi-sensor
original signals, including cutting force, vibration and
acoustic emission signals; (2) feature extraction methods and
dimension reduction algorithm; and (3) detection of tools
wear and RUL prediction.

C. SIGNAL ANALYSIS

1) MULTISENSOR FUSION SIGNAL ANALYSIS

Analyzing the experimental full-life sensors data of Tool 1,
Tool 4, Tool 6 with 315 cuts, Visual analysis of the cutting
force signals in z-directions based on the whole life data
of tool 1 are shown in Fig.7(a), which indicates that the
cutting force signal is more sensitive to the steady wear stage
and severe wear of the tool. Original signals of acceleration
vibration in x-directions are shown in Fig.7(b), which reveals
that vibration signal is the most sensitive to sharp wear of
the tool. Acoustic emission (AE) signal is shown in Fig.7(c),
which shows that AE signal is more sensitive to the initial
wear and severe wear of the tool. Due to the various forms
of tool status failures in the milling process and the limited
monitoring conditions, this paper uses multi-sensor data
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FIGURE 3. Tool wear monitoring structure based on HMM.

FIGURE 4. PHM 2010 competition platform.

TABLE 1. Experimental parameters of PHM 2010 competition.

‘ Offline measure of
Tool -7 tool wear

Cutting force sensor

&

1 sensor DAQ NI PCI
1200
Data acquisition card

VN

Charge amplifier

b. the flowt chart of data process

Parameters Values Parameters Values
Machine type Roders Tech RFM 760 Radial depth in y-direction 0.125mm
Workpiece material Radial depth Axial depth in z-direction 0.2mm
Tool tungsten carbide ball head Class of sensors 3
Cutting speed 10,400 rpm/min Number of sensor channels 7
Feed rate in x-direction 1555 mm/min Sampling frequency 50kHz
Milling mode Down milling Number of cuts 315
20— 1 ‘ ‘ 2) MULTIDOMAIN CANDIDATE FEATURE PARAMETERS
*EZ}‘; | } In order to avoid the shortcomings of single-domain feature
200 ! | / parameters containing incomplete tool status information,
| hreshold ! multi-domain combination method was used to construct
resho! .
R R e T T : a candidate feature parameter sets. Let A total of 20 fea-
z | tures are extracted from each channel signal, including
> . . . . . .
2 100 | ! _ . 8 dimensional features of time domain, 8 dimensionless
//—//} } time domain features, and 4 frequency domain features.
ol | Steadystage | Therefore, a total of 140 features from 7 sensor signals
nitial stage | ! were extracted through frequency domain and time domain
. L ‘ | ‘ . analysis. The dimensional features of time domain include
0 50 100 150 200 250 300

Number of cuts

FIGURE 5. The relationship between tool wearVB and number of cuts.

fusion method to improve the accuracy and reliability of tool
condition monitoring.
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max, mean, mean of absolute values(AM), Peak-to-peak
value(P2P), variance (Va), standard deviation(SD), root-
mean square(RMS)and peak index(PI) [30]; the dimen-
sionless features of time domain have skewness (SK),
kurtosis(KU), margin factor(MF), crest factor(CF), impulse
factor(IF), waveform factor(WF), skewness factor(SF)and
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FIGURE 6. Flowchart of the tools condition detection in milling process.
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FIGURE 7. Full life data of Fz, Vx, AE sensors of tool 1.

jumping factor(JF) [32]; the frequency domain features
are vibration velocity energy(VE), vibration intensity(VI),
the amplitude at the pass 520Hz frequency of the power
spectrum(PSA_520Hz) and the mean of the power spectrum
amplitude(PSAM). Analyzing the features of the cutting
force signals in y-directions of tool 1, tool 4 and tool 6,
Fig.8 shows the relationship between dimensional features
and number of cuts; Fig.9 shows the relationship between
dimensionless features and number of cuts; Fig.10 shows the
relationship between frequency domain features and number
of cuts.

It can be seen from Figs.8-10 that different statistical
features in the time domain reflect tool health conditions from
different stage. In different wear levels, it is different for each
indicator to contain wear information. Even many indicators
cannot reflect the changes of wear to some extent. Therefore,
more features should be extracted to effectively monitor the
wear of tool and moreover sensitive features should also be
further screened out from them.

3) SELECTION OF CHARACTERISTIC QUANTITY

The above candidate feature parameters are not all useful
for predicting wear value and further feature selection is
required. Distance correlation coefficient (DC) was used to
measure the degree of correlation between 140 features quan-
tity of tool 1 and VB value. Features with large correlation
coefficients are selected as predictor variables. [33] defined
DC concept. DC overcomes disadvantages of the traditional

VOLUME 10, 2022

Pearson correlation coefficient, which can measure the rela-
tionship between nonlinear correlation variables. The DC cal-
culation formula is as follow between random vectors x and y:

v (x,y)

V2 (x, )2 (v, y)

where v2 (x, y) is defined as follows:

1 n
=) AijBij

Ji—1
1 n
I =50, = — 3 o =l
k=1
1 n
== lxi =l
n
=1

1 n
+;5§:Hw—xM2
k=1

R (x,y) = (12)

Vv (x, ) (13)

ij

(14)
1 n
Big = [y =xly = 5 22 v =il
1 . k=1
—=Y lyi—yil,
n =1

1 n
+5 2 =l
k,[=1

15)
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FIGURE 9. The relationship between frequency characteristics and number of cuts.
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Similarly, ones have:

1 n
2 2
LX) = — A
Ve, ) n2 Z ij

(16)
ij=1
1 n
2 2
==Y B 17
Ve () ”Zij=1 i A7)

where x indicates a certain feature vector of sensor signal
and y indicates wear value (VB) of the tool. R? indicates
DC value which is between 0 and 1. The larger the R? is,
the stronger the correlation is. There is no correlation when
R =01t represents a weak correlation when R? € (0, 0.6];
It represents a strong correlation when R” € [0.6, 1].

It is critical for improving prediction accuracy to ensure
a strong correlation between eigenvectors and the wear
value. Table 2 shows eigenvectors with the strong correlation
coefficient for tool 1, x, y, and z indicate three different
directions. RMS-Fy is root mean square feature extracted
from the cutting force sensor of y direction.

V. RESULTS AND DISCUSSION

A. PERFORMANCE EVALUATION OF THE ECoS MODEL
Fig. 11 shows RMSE result, tool 1 as training data. The
signal characteristic vectors of multi-sensor fusion [Fx-KU,
Fy-RMS, Fz-RMS, Vx-PI, Vy-SD, Vz-JF, VE-VE] are used
to predict wear value in this section. The ECoS can keep
on learning new samples signals so as to increase the
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FIGURE 11. The results of training RMSE for tool 1.

prediction accuracy of trained model. The fast learning of
online increment can adaptively update the weight of input
and output based on the novelty of input sample.
Cross-validation method was used to verify the prediction
accuracy of the ECoS model. The max wear value is 150 when
the tool wear achieves the threshold. Firstly, using tools 4 and
6 as the training tools, tool 1 as the test tool to predict
the corresponding tool wear values using seven input signal
eigenvectors. The prediction results are shown in Fig. 12
(a). Then the tool 4 is used as the test set, and the other
two tools as the training set for verification. The results are
shown in Fig. 12(b) and Fig. 12(c). Optimal parameters of in
the training ECoS model are respectively set to 0.9, 0.001,
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TABLE 2. R2 between characteristic quantity and wear value for tool 1.

Characteristic R2 Characteristic RZ Characteristic RZ Characteristic RZ

Fx-KU 0.812 Fy-P2P 0.728 Vx-SD 0.761 Vz-SD 0.821
Fx-PSAM-520Hz 0.757 Fz-RMS 0.884 Vx-AM 0.722 Vz-RMS 0.741
Fx-RMS 0.732 Fz-AM 0.793 Vy-SD 0.977 Vz-VA 0.695
Fx-SK 0.712 Fz-SD 0.732 Vy-AM 0.826 VE-VE 0.785
Fy-RMS 0.854 Fz-VA 0.651 Vy-RMS 0.791 VE-VI 0.607
Fy-AM 0.811 Vx-PI 0.851 Vy-VA 0.754 VE-AM 0.571
Fy-SD 0.741 Vx-Max 0.848 Vz-JF 0.857 VE-RMS 0.568

The bold portion is a larger distance correlation coefficient as input eigenvector of tool wear monitoring model.

TABLE 3. The RMSE error for the testing tools using ECoS and traditional ANN.

Testing tools Tool 1 Tool 4 Tool 6 Mean RMSE
ECoS 18.13 14.15 12.14 14.80
ANN 51.56 30.23 42.31 41.37
200 250
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FIGURE 12. Predicted results of tool wear VB: a) wear estimation for tool 1 using tools 4 and 6 as training tools; b)
wear estimation for cutter 4 using tools 1 and 6 as training tools; c) wear estimation for tool 6 using tools 1 and 4 as

training tools.

and 0.5. When the result of ECoS training model keep stable
and not change, the number of neurons in the evolving layer
is 340. Compared with ANN predict model, the prediction
accuracy of ECoS model is higher. The error results on
different test tools based on the ECoS prediction model are
shown in Figure 13. The good generalization performance of
the prediction model is verified. Since the new tool is very
unstable in the initial stage of wear, the prediction accuracy
is not high. In the stable wear stage, the cutting force increases
rapidly, resulting in a rapid increase of the tool wear rate.
Table 3 shows the RMSE error results of different prediction
models.

VOLUME 10, 2022

To verify the predictive influence of different sensor
characteristics on the ECoS model, the tool 4 is used as
the test set, and the other two tools as the training set for
verification. Compared with using the force, vibration and
VE single sensor features, using multi-sensor fusion feature
as the input vectors of ECoS can improve prediction accuracy.
Seven feature parameters from 60 candidate parameters of
single force sensor signal were selected based on larger
distance correlation coefficient as input vectors, including
[Fz-RMS, Fy-RMS, Fx-Ku, Fy-AM, Fz-AM, Fx-PSAM,
Fy-SD]. Correspondingly, the feature parameters of single
vibration sensor signal selected are [Vy-SD, Vy-JF, Vx-PI,
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TABLE 4. Evaluation index of VB value prediction results in different sensor signals for tool 1 using tools 4 and 6 as training tools.

Feature classification MAE RMSE AMSE SCORE
Force 16.56 19.45 2.73 653.9
Vibration 18.43 40.23 3.56 856.1
VE 30.65 53.45 9.21 970.3
Multi-sensor fusion 15.23 20.13 1.11 580.2
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FIGURE 13. The error results of wear prediction.
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FIGURE 14. Predicted results of ECoS using single sensor and
multi-sensor fusion.

Vx-Max, Vy-AM, Vy-RMS, Vx-SD]. The results are shown
in Fig. 14. The prediction results based multi-sensor fusion
features prove the high-precision prediction of the ECoS. The
prediction result based vibration sensor features is the worst
because vibration signals are susceptible to noise, therefore
the prediction accuracy reduces. The prediction result based
force features is better than based VE sensor because the
force signal is more sensitive to changes of tool wear in
the milling process. Table 4 shows comparison of ECoS
prediction results using different features.

B. RUL PREDICTION WITH HSMM

The predicted value of RUL is the estimated number of
time steps that the degradation path first passes the critical
threshold. The wear threshold in this article is set to using
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tools 4 and 6 as the training tools, tool 1 as the test tool to
predict the tool RUL. The number of hidden states of the
HSMM model has a greater impact on the model prediction
accuracy. It is vital to set the number of tool wear states before
training. The training errors (RMSE) of the HMM model are
calculated under different numbers of wear states. The results
are shown in Fig. 15. When the number of wear states reaches
15, the training error decreases slowly. When the number of
wear cycles is large, the sample points in each wear state
also decrease. Therefore, the least tool wear state is selected
within the allowable error range. From this, it is determined
that the number of tool wear states is 15.

The failure threshold of VB wear is set to in this paper.
Firstly, using the tools 4 and 6 as the training set, the tool 1 as
the test is set to predict the RUL sequence of the tool at the
current moment. The prediction results of the HSMM-based
model and the ECoS-based model are shown in Fig. 16. using
cross-validated method verifies the accuracy of the above
models. Then using the tools 4 and 6 as the test set and the
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TABLE 5. Comparison of model prediction accuracy using cross-validated method.

RUL Prediction model MSE MRE
Verification I HSMM 150.45 23.42%
HMM 160.58 24.21%
Verification II HSMM 73.41 6.31%
HMM 120.23 14.36%
Verification IIT HSMM 130.54 20.12%
HMM 170.62 17.53%

other two tools as the training is set for verification. The
prediction results show that when the observation sequence
is less, the accuracy of the model is lower. As the time
sequence increases, the probability-based RUL prediction of
the HMM is more accurate. The predicted RUL curve is
close to the actual RUL curve. The prediction accuracy in
the later period is higher than that in the early period, which
has greater significance for predictive maintenance of tool.
Compared with RUL prediction of ECoS model, Probability-
based RUL prediction of HSMM is more stable and quantify
the uncertain effects of noise and state change to some extent.
In order to compare the accuracy of the two tool remaining
prediction methods, the mean square error MSE and the
average absolute percentage error MAPE are used as the
criteria to compare the results of the three cross-validation.
The results are shown in Table 5.

VI. CONCLUSION
This paper uses multi-sensor information fusion technology
to establish online tool wear monitoring based on ECoS
neural network, and establishes the dynamic complex non-
linearity between the signal characteristics of each sensor that
indirectly reflects tool wear and the flank wear value VB of
direct tool wear. Relationship, continuous tool wear values
can be obtained, which more intuitively reflects the law of
performance degradation of actual tools. Then a residual life
prediction model based on HSMM is established. Through
accurate prediction of the number of remaining passes of the
tool, it provides decision-making theoretical support for tool
maintenance and the optimal replacement time of the tool.
The main conclusions of this paper are highlighted as follows:
1) ECoS builds a complex non-linearity relationship
between seven characteristic quantities (Fx-KU, Fy-RMS,
Fz-RMS, Vx-PI, Vy-SD, Vz-JF, VE-VE) of multi-sensor
fusion signals and VB values so as to timely monitor tool
wear online. The above seven features can distinctly reflect
the severe degree of the wear as tool wear becomes more and
more sever. and the wear rate in the sharp stage is significantly
larger than the wear rate in the initial stage. When the wear
rate changes significantly, there are sudden changes for ECoS
prediction result, which can reflect the current state of the tool
to some extent. Compared with conventional ANN, ECoS
prediction model has higher prediction accuracy and its mean
RMSE is 14.8. The evolving neural network (ECoS) provides
anew modeling method for non-linear complex systems with
multiple outputs and single output.

VOLUME 10, 2022

2) Four error indicators (MAE/RMSE/NMSE/SCORE)
were used to measure the prediction accuracy of the
ECoS with single sensor features and multi-sensor fusion
features. The prediction performance of the tool wear
based multi-sensor fusion method is better than single
Sensor.

3) Considering the uncertainty impact of environmental
changes on tool wear, our study proposes RUL prediction
model of tool based on HSMM. The wear output information
of the ECoS evolutionary neural network is used as the
hidden state sequence of the HSMM model for training model
parameters. Different from the HMM model, the HSMM
model considers the residence time of the historical state
into the current life prediction. The life prediction is more
realistic and the prediction result is more accurate than
the HMM model. Accurate prediction of RUL provides a
decision-making analysis basis for tool predictive mainte-
nance or changing new tool.
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