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ABSTRACT A solar cell defect detection method with an improved YOLO v5 algorithm is proposed for
the characteristics of the complex solar cell image background, variable defect morphology, and large-scale
differences. First, the deformable convolution is incorporated into the CSP module to achieve an adaptive
learning scale and perceptual field size; then, the feature extraction capability of the model is enhanced by
introducing the ECA-Net attention mechanism; finally, the model network structure is improved and one
tiny defect prediction head is added to improve the accuracy of target detection at different scales. To further
optimize and improve the YOLO v5 algorithm, this paper uses Mosaic and MixUp fusion data enhancement,
K-means++ clustering anchor box algorithm, and CIOU loss function to enhance the model performance.
The experimental results show that the improved YOLO v5 algorithm achieves 89.64% mAP for the model
trained on the solar cell EL image dataset, which is 7.85% higher than the mAP of the original algorithm,
and the speed reaches 36.24 FPS, which can complete the solar cell defect detection task more accurately
while meeting the real-time requirements.

INDEX TERMS Deep learning, YOLO v5, solar cell, defect detection, EL image.

I. INTRODUCTION
At the present stage, under the dual pressure of environmental
pollution and the increasingly prominent traditional energy
crisis, people have turned their attention to the development
and utilization of new energy sources [1]. Due to the advan-
tages of a wide range of applications, low cost, safety, and
reliability, solar energy has become one of the mainstream
new energy sources with high-speed development. Solar
panels are important components of photovoltaic power
generation, silicon crystal plates are fragile and fragile,
and defects are easily produced by improper operation in
production and installation [2], these defects cannot only
affect the efficiency of solar cell power generation but
also seriously threaten people’s life and property safety [3].
Therefore, the study of solar cell defect detection methods is
of great significance [4].

The associate editor coordinating the review of this manuscript and
approving it for publication was Chuan Li.

Electroluminescence (EL) imaging involves injecting a
forward bias current into the PV module to put it in
an excited state and then using a silicon charge-coupled
device (CCD) or an InGaAs camera to capture the infrared
light generated by the solar cell in the excited state for
imaging. With the advantages of nondestructive and non-
contact, electroluminescence imaging cannot only effectively
detect tiny cracks, finger interruption, and other process
defects that cannot be observed by conventional imaging
systems, but also avoid blurring of imaging caused by
lateral thermal propagation [5], [6]. Based on its excellent
performance, electroluminescence imaging has become the
main way of solar cell defect detection.

Traditional visual inspection requires operation and main-
tenance engineers to carry instruments to inspect solar
cells one by one, which is a high workload, low effi-
ciency, and overly dependent on the subjective experience
of O&M engineers, and the inspection accuracy cannot
be guaranteed. To automatically and accurately identify
defects in images, researchers have proposed traditional
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computer vision based on manual feature extraction and
classifiers [7]–[10]. Tsai et al. proposed a method for
detecting defects in polysilicon solar cells based on the
Fourier image reconstruction technique, which removes
possible defects in EL images by setting the frequency
components of line and strip defects to 0 [11]. Demant et al.
proposed a classification recognition method based on local
descriptors and support vector machines, which achieves
effective detection of photoluminescence (PL) images and
infrared (IR) images of small-grain silicon wafers [7].
However, traditional computer vision relies on manual
extraction of descriptors, which requires a large number
of parameter adjustments and has poor robustness and
generalization capabilities.

In recent years, deep learning models represents by
convolutional neural networks have been widely used in the
fields of target detection, image classification, and semantic
segmentation [12]–[15]. However, most convolutional neural
networks are designed for natural scene images, and the direct
application of mature deep learning models to detect surface
defects in solar cell EL images has inapplicable problems,
mainly because (1) solar cell defect detection is susceptible
to interference from complex backgrounds (2) solar cells
have diversity in the shape of the same class of defects (3)
as network training progresses and downsampling continues,
micro defect features such as cracks and finger interruption
tend to disappear. The above problems make solar cell defect
detection challenging. Deep learning-based solar cell defect
detection is faced with the above difficulties. Therefore,
two-order detection models based on the idea of candidate
regions are widely used in the early stage of the research,
such as the R-CNN series and R-FCN, etc. These algorithms
have high detection accuracy but relatively slow detection
speed. With the continuous efforts of scientific researchers,
the first-order detection model represented by YOLO series
algorithms is constantly improving the accuracy and speed of
target detection, and the detection effect is increasing day by
day.

The YOLO family of algorithms is a typical first-order
target detection algorithm that uses an anchor box to combine
classification and target localization. To date, five versions
of the YOLO family of algorithms have been released,
including YOLO v1, YOLO v2, and YOLO v3, all of which
are proposed by the YOLO research team, and YOLO v3
is considered to be a milestone in the performance and
speed of the YOLO family of algorithms with significant
improvements, while YOLO v4 andYOLO v5 are released by
different research teams. YOLOv5 detectionmodel is smaller
and faster than the other four generations of models and
is fully implemented by Python (Pytorch), which is widely
welcomed by the target detection field. It is noteworthy that
researchers in different research directions have improved the
original YOLO v5 model based on the characteristics of their
detection targets, making the improved YOLO v5 algorithm
excellent in many research areas. Among them, Li et al.
proposed an improved YOLO v5 target detector for infrared

images by adding the cross-stage-partial-connections (CSP)
module to the improved model and introducing an improved
attentionmodule in the residual module, making the detection
model reduce the network parameters while ensuring the
detection accuracy [16]. Luo et al. proposed an improved
YOLO v5-based aircraft target detection method to achieve a
large improvement in detection accuracy and detection speed
by incorporating centering and scale calibration, improving
the cross-entropy loss function, and adding the CSandGlass
module to the residual module [17]. Zhu et al. achieved
a large improvement in detection accuracy and detection
speed by replacing the original prediction head with the
Transformer prediction head and increasing the number of
prediction heads and incorporating an attention mechanism
to form the TPH-YOLO v5 model, the improved model
detection performance improved by about 7% over the
original performance [18]. Kim et al. proposed an online
copy-and-paste and hybrid data enhancement method to
alleviate the class imbalance of the dataset during training
and effectively improve the classification performance of
the YOLO v5 detection model [19]. Mseddi et al. proposed
a lightweight YOLOv5 detection model to detect visited
networks and loop closures by introducing a Siamese network
for binary classification at the neck [20].

After the above analysis and demonstration, the first-
order detector YOLO v5 plays an important role in target
detection with powerful real-time processing capability
and low hardware requirements, which can be ported to
mobile devices for real-time monitoring. Based on this, this
paper proposes an improved YOLO v5 model for three
different characteristics of solar cell surface defects, namely,
cracks, black core, and finger interruption. In the design of
the improved YOLO v5 network, deformable convolution
is introduced into the CSP module to achieve effective
extraction of defects of different sizes and shapes; and
the ECA-Net attention module is introduced in the Neck
part to achieve improved detection performance through
cross-channel interaction; meanwhile, the model structure
is optimized and the prediction head is added to achieve
four-scale feature defect detection and improve the detection
accuracy of tiny defects. Finally, the detection effect of
the improved model in this paper is objectively evaluated
through experiments such as ablation experiments and a
comparison of mainstreammethods, and the results show that
the improved model improves the detection accuracy of solar
cell defects while ensuring the real-time detection.

The main contributions of this paper can be summarized as
follows:

1) Part of the conventional convolution in the CSP module
is replaced with deformable convolution to realize the
detection network adaptive learning of feature point receptive
fields and effectively extract defect features of different sizes
and shapes;

2) Adding the Neck part to the ECA-Net of the deep
convolutional network to achieve considerable performance
improvement by adding only a small number of parameters
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through a local cross-information interaction strategy without
dimensionality reduction.

3) Improving the network structure and optimizing the
parameters of the YOLO v5 detection model, and increasing
the number of prediction heads from 3 to 4. The new pre-
diction heads use shallow features to achieve the detection of
micro defects, making the improved model more applicable
to solar cell surface defect detection.

4) Using the K-means++ algorithm for anchor box
clustering, the improved clustering anchor box size is more
in line with the data set, effectively reducing the impact of
initial points on the clustering results and speeding up the
convergence of network training; at the same time replacing
the loss function of the detection network with the complete
loss function (CIOU), making the improved prediction box
more in line with the real box.

5) The mosaic data augmentation and Mixup data aug-
mentation are proportionally fused for data expansion, which
effectively reduces the memory loss of data augmentation
while satisfying the demand for data expansion.

The remainder of this paper is organized as follows,
Part II introduces the work related to solar cell defect
detection, Part III introduces the improved YOLO v5 model
framework and implementation details, Part IV conducts
evaluation experiments and analyzes the experimental results
accordingly, and Part V elaborates the conclusions.

II. RELATED WORK
A. CLUSTERING ANCHOR BOX ALGORITHM
The original YOLO v5 model uses the K-means algorithm
to cluster the detection dataset, using the boundaries of the
training set as a benchmark, and setting the feature mappings
of three different sizes as three anchor boxes, using the anchor
boxes as a priori boxes to assist in predicting the target sizes.
However, the clustering centers of the K-means algorithm
in the initial clustering are randomly selected, which may
result in the initial clustering center being far away from the
optimal clustering center location, which will not only affect
the convergence speed of the model but also lead to poor
detection results [21].

Therefore, to obtain an anchor box with a larger average
intersection over union (avg-iou), in this paper, we use the
K-means++ algorithm to perform multidimensional clus-
tering of labeled target frames, taking one sample in the
dataset as the initial cluster center, then calculate the distance
between each sample and the existing cluster center, and
categorize the sample into the category corresponding to the
cluster center with the smallest distance from it, and calculate
the probability of each sample being set as the next cluster
center, select the sample with the largest probability value
as the next center, and repeat the above process until no
object is assigned to other clusters, and finally filter out K
cluster centers. Although the K-means++ algorithm takes
slightly more time to select the initial cluster centers than
the K-means method, the convergence speed after the cluster
centers are selected is faster than the original method, and the

local optimum problem can be effectively avoided by using
the improved method.

The K-means++ algorithm flow is shown in Table 1.

TABLE 1. K-means++ algorithm flow.

B. MULTI-MODEL INTEGRATION METHODS IN TARGET
DETECTION
Deep learning is a kind of collection of highly complex
data modeling through multi-layer nonlinear transformation.
Deep neural network can effectively realize multi-layer
nonlinear transformation and expand in proportion according
to the amount of training data, thus having strong flexibility.
However, it will cause that deep neural network is very
sensitive to the details of training data set. As a result,
the weight sets of each training are different and the
prediction results are different, which makes the stability of
deep neural network poor. In order to solve this problem,
researchers replace the original single-model training with
multi-model training, and combine the training results of
multiple models to make predictions, which significantly
improves the stability of the deep neural network model.

In the post-processing of target detection, the prediction
boundary box processing methods of different target detec-
tion models mainly include NMS, soft-NMS, GIOU, CIOU,
and so on. The original YOLO v5 uses GIOU as a regression
loss function, which can effectively solve the situation where
the prediction box and the real box do not intersect. However,
when the two boxes are contained or the union of length to
width is different, the GIOU function cannot accurately judge
the position relationship of the two boxes, resulting in a large
error in model positioning. The improved YOLO v5 model
uses CIOU [22] as a regression loss function. CIOU function
can provide movement direction for boundary frames when
they do not overlap. Meanwhile, the distance of the center
point, overlap area, and aspect ratio of overlapping boundary
frames are taken into account. Its performance is higher
than other methods. The calculation formula of CIOU is as
follows:

IoU = IoU −

(
p2
(
b, bgt

)
c2

+ αv

)
(1)
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v =
4
π2

(
arctan

wgt

hgt
− arctan

w
h

)2

(2)

α =
v

(1− IoU)+ v
(3)

LossCIoU = 1− IoU+
p2
(
b, bgt

)
c2

+ αv (4)

In the above equation, b and bgt denote the centroids of the
prediction frame and the real frame, respectively, c denotes
the square of the diagonal length of the minimum enclosing
frame, p denotes the Euclidean distance between the two
centroids of the prediction frame, and the real frame, α is the
weight factor, v denotes the similarity of the aspect ratio, wgt

denotes the width of the labeled frame, hgt denotes the height
of the labeled frame, w denotes the width of the prediction
frame, and h denotes the height of the prediction frame.

C. DATA EXPANSION
Deep neural networks need to be trained with a large
amount of data to have good performance. Since PV plants
are mostly located in the middle of nowhere, in remote
and harsh environments, it is difficult to collect images,
so data augmentation can effectively solve this problem.
Offline data augmentation expands a large amount of data
by augmentation factor calculation, but it occupies a large
storage space; online data augmentation is to expand data
within the deep learning framework during model training,
which can effectively improve the training effect of the
network by obtaining a large amount of data at the cost of
very small memory consumption.

At present, online data augmentation methods are widely
used in machine learning for data expansion, among which
mosaic data augmentation and Mixup data augmentation
are the most widely used. Mosaic data augmentation is
performed by randomly selecting four images in the dataset
for cropping and scaling operations, and then randomly
arranging them into one image; MixUp augmentation is
performed by randomly selecting two images in the dataset
for weighted summation, and the labels of the images are
weighted and summed accordingly. The improved YOLO v5
detection model combines the mosaic data enhancement and
MixUp data enhancement methods for data expansion and
uses the mosaic data enhancement in 50% probability and the
MixUp data method in 25% probability during the training
process, and only 280 training generations (70% of the total
training generations) are used for data augmentation, which
effectively reduces thememory consumption of data augmen-
tation while meeting the data expansion requirements.

III. IMPROVED THE YOLO v5 MODEL
A. YOLO v5 OVERVIEW
YOLO v5 model has four different models, YOLO v5s,
YOLO v5m, YOLO v5l, and YOLO v5x. The four models
have depth and width parameters set as shown in Table 2.
YOLO v5s is the model with the smallest network depth
and width, while the other three models are products that

deepen and expand based on YOLO v5s. The smaller the
network model, the lower the performance requirements on
mobile terminals and the easier the deployment. YOLO v5
uses the CSPDarknet53 architecture with the SPP layer as the
backbone and PANet as the YOLO v5 prediction head.

TABLE 2. Parameter settings for depth and width of YOLO v5 models of
four different models.

B. IMPROVING THE YOLO v5 MODEL
The original YOLO v5 target detection model has high
accuracy in many target detection tasks, but it is not ideal
for detecting objects with large differences in categories such
as solar cell defects. Therefore, in this paper, the following
parts of the detection model are improved according to the
characteristics of solar cell defects.

1) DEFORMABLE CONVOLUTIONAL CSP MODULE
The original YOLO v5 detection model for solar cells
defect inspection of rupture, solid black shapes such as
changeable shortcomings because conventional convolution
of rectangular structure can only be fixed sampling the input
characteristic figure of the fixed position and feature points
of the receptive field is fixed, but in different locations in
the same feature layer corresponds to the different scale
and shape of the target, Therefore, target detection has
certain limitations. By introducing deformable convolution,
the shortcoming of sampling of fixed rectangular structures
can be overcome effectively and adaptive learning of scale
and receptive field size can be realized.

Deformable convolution can improve the transformation
modeling capability of the target by learning the offset from
the previous feature mapping through parallel convolution
layers [23], and the sampling points of the convolution kernel
are shifted thus the sampling network is freely deformed to
achieve sampling points focused on the target or region of
interest. Figure 1 shows the schematic diagrams of sampling
locations for conventional and deformable convolution.
Figure (a) shows that conventional convolution only has a
sampling network with a fixed rectangular structure, and
figures (b), (c), and (d) show that the sampling points of
each convolution kernel are increased with offsets, which can
break through the limitations of conventional convolution and
achieve random sampling near the current location.

Figure 2 shows the illustration of the 3 × 3 deformable
convolutions, using the convolution layer to calculate the
offset to the input feature map, the convolution kernel and the
current convolution layer have the same spatial distribution
and expansion, and the calculated offset and the input features
have the same spatial resolution, and the number of input
channels is 3 times the number of N convolution kernel
sampling points, where N are the sampling point weights and
2N are the offsets in the x, y direction [24].
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FIGURE 1. Schematic diagram of 3× 3 conventional and deformable convolution.

FIGURE 2. 3× 3 deformable convolution illustration.

The conventional convolution operation is divided into ¬
sampling the input feature map using the regular grid R 
weighting the sampled points using the convolution kernel.
Where R defines the size of the perceptual field and the
dilation rate, as shown in (5), which defines a convolution
kernel of size 3 × 3 and a dilation rate of 1.

R = {(−1,−1), (−1, 0), · · · , (0,−1), (1, 1)} (5)

For each position p0 on the output feature map, the output
value y(p0) is calculated by (6).

y (p0) =
∑
pn∈R

w (pn)× x (p0 + pn) (6)

where pn denotes the unknown enumeration listed in R.
In the operation of deformable convolution, the input

feature map F is convolutionally sampled using a regular
network, and the set of sampled positions V is offset by
combining the offset 1pn with a weight 1mn predicted for
each sampled point, where N is the number of pixels in the
grid, and the output value y(p0) for each position p0 on the
output feature map is.

y (p0) =
∑
pn∈R

w (pn) · x (p0 + pn +1pn) ·1mn (7)

1pn = 1, 2, · · · ,N (8)

Since the sampling point is sampled at pn + 1pn after
the offset, but the offset 1pn is usually fractional and the
pixel value at the location cannot be obtained accurately, the

FIGURE 3. Original CSP structure diagram.

value of x is calculated by bilinear interpolation, as shown
in (9)-(11).

g(a, b) = max(0, 1− |a− b|) (9)

G(q, p) = g (qx , px)× g
(
qy, py

)
(10)

x(p) =
∑
q

G(q, p)× x(q) (11)

where p = p0 + pn + 1pn denotes the position after offset,
x(q) denotes the pixel values of the four adjacent integer
coordinates of the feature map F, and G(·, ·) is the weight
corresponding to each of the four coordinates. Through
the above analysis, it can be obtained that the deformable
convolution can realize the adaptive learning perceptual field,
and the sampling position is closer to the shape and size of
the defect itself, which is more conducive to the extraction of
defect features.

Traditional CSP modules divide feature mapping into
two branches to extract features [25] and then merge them
by cross-stage hierarchy to ensure accuracy while reducing
computation. Two CSP structures are designed in the YOLO
v5 network, CSP1_X, and CSP2_X. CSP1_X is applied in the
backbone network, which contains three convolutional layers
and X residual unit modules, and its function is to improve
the capability of the convolutional layers while reducing the
computation. CSP2_X is applied in the neck network, and
the difference between CSP2_X and CSP1 in the backbone
is that the residual modules in CSP2_X are replaced by
ordinary convolutional modules, whose role is to enhance the
capability of network feature fusion.

In this paper, we improve two CSP modules by replacing
the conventional convolution in the conventional CSP1_X
and CSP2_X lower branch CBS modules with deformable
convolution to ensure that the improved CSP module can
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achieve accurate sampling of the size and shape of the target
with only a small increase in computation.

FIGURE 4. Improved CSP structure diagram.

2) EFFICIENT CHANNEL ATTENTION
In addition to the defect information, there is also a large
amount of complex background information in the solar
cell defect image. During the convolution operation, the
iterative accumulation of complex background information
forms a large amount of redundant information to overwhelm
the defect information, resulting in poor detection accuracy.
To solve the above problems, this paper introduces the
Efficient channel attention (ECA-Net) in the YOLO v5model
and adds it to Part of the Neck of the YOLO v5s model for
feature fusion to make the model’s localization as well as
target recognition more accurate [26], [27].

Attention mechanisms are used to obtain more critical
information by focusing on the important regions of the
input object. Mainstream attention mechanisms such as
BAM, CBAM, SE-Net, and ECA-Net have been validated
to lead to improved detection model performance [28]–[30].
It is worth noting that ECA-Net changes the status quo of
obtaining detection performance improvement at the cost of
increasing complexity, and only by adding a small number
of parameters can achieve a considerable performance
improvement. To improve the detection accuracy of the
YOLO v5 model while maintaining detection efficiency and
better embedding in mobile for engineering applications,
the ECA-Net attention module is selected for improving the
detection model.

FIGURE 5. Schematic diagram of ECA-Net.

The ECA-Net attention structure is shown in Fig. 5. The
ECA-Net attention module first performs global average
pooling of the original input feature images, and on this
basis, obtains local cross-channel interactions by fast 1D

convolution of size k. After that, the channel weights are
generated by the sigmoid function, and then the original input
features are combined with the channel weights to obtain
features with channel attention. The adaptive function of fast
one-dimensional convolution of size k is shown in (12).

K = ϕ(C) =

∣∣∣∣ lb(C)γ
+
b
γ

∣∣∣∣
odd

(12)

In the defective target detection task, extracting different
features of the object through different convolutional chan-
nels will result in too many training resources being devoted
to non-defective regions, resulting in inefficient training of
the network. To solve this problem, in this paper, ECA-Net
attention is added to the feature fusion layer of the YOLO v5
target detection model, and the specific network structure is
shown in Figure 6. By adding the ECA-Net attention module,
different weights are assigned to different convolutional
channels to highlight solar cell defective features, and
the complexity of the model is significantly reduced by
appropriate cross-channel interactions to avoid the impact
of dimensionality reduction on the learning channels, and
objective performance improvement is achieved by adding
only a small number of parameters.

FIGURE 6. Schematic diagram of the output part of the YOLOv5 detection
model.

3) MULTI-LEVEL FEATURE FUSION
There are obvious differences between the three types of
defects of solar cells: crack, finger interruption, and black
core, and the three types of defects are shown in Figure 7.
The cracks are mainly fireworks shaped and varied in
shape. Finger interruption mainly show stripes with the
vertical black distribution. The black core mainly shows
an irregular elliptical shape, which is a cluster of darker
black areas relative to the background area. The crack and
finger interruption are usually small, while the black core
are usually large. In the network model, the role of the
convolution layer is to extract the feature information in the
input image, so the first part of convolution can output some
larger feature mappings to capture small-sized defects, and
the later convolution can form some smaller feature mappings
to capture large-sized defects [31]. The three types of defects
contained in the solar cell EL image dataset require different
feature levels, but the original YOLO v5 detection model
has only deep feature extraction networks, and these deep
feature extraction networks are not sufficient to extract all the
features of the three types of defects in the data.
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FIGURE 7. Schematic diagram of the three types of defects (black oval
mark for finger interruption, red oval mark for crack, green oval mark for
black core).

To address the above issues, this paper adds a prediction
head for tiny defect detection to the original YOLO v5
target detection model, and the added prediction head is
generated with low-level, high-resolution feature maps that
are more sensitive to tiny defects. Meanwhile, to make the
prediction head better detect target defects, the improved
YOLO v5 detection model adds a CSP section and a CBS
section, and further up-samples the fused feature map to
generate a larger feature map for detecting tiny defects, and
the improved detection model network structure is shown in
Figure 8.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
A. DATA SET
In this paper, we use the solar cell EL image dataset for
training, which has 2534 images with a size of 300 × 300.
In the training, the dataset is randomly divided into a training
set of 2281 images and a test set of 253 images according to
the ratio of 9:1.

The labeling software LabelImg is used to label the
defect location and category of the dataset in YOLO
format, and there were three labeling categories, crack,
finger interruption, and black core. In the marking process,
the defects in the solar cell EL image are surrounded by
rectangular boxes, which can reflect the specific location and
category of the defects. The annotations are saved as XML
files in PASCAL VOC format.

B. EXPERIMENTAL CONDITIONS AND PARAMETER
SETTINGS
The experimental environment is Windows 10 operating sys-
tem, using NVIDIA GeForce RTX 3070 graphic processing
unit for computing, GPU size is 8GB, CPU configuration is
Intel(R) Core(TM) i7-11800H@ 2.30GHz, CUDNN version
is 11.0, Pytorch version is 1.7.1, and the python language
environment is 3.6.0.

The hyperparameters of the network for this experiment are
configured as follows: in the model training, the parameters
are tuned using the Adma optimizer, the category confidence
threshold of the target is set to 0.5, the initial learning rate is
0.01, the momentum is 0.937, the cosine learning rate decay
is used, and the weight decay coefficient is set to 0.0005 to
prevent data overfitting. In addition, the batch size is set to
16, and a total of 400 epochs are trained.

TABLE 3. Indicator parameters of the four models.

C. EVALUATION INDICATORS
In this paper, recall (R), average precision (AP), mean
average precision (mAP), and frames per second (FPS) are
used to evaluate the performance of the improved detection
model. The above evaluation metrics are calculated as
follows.

AP =
∫ 1

0
PdR (13)

mAP =

N∑
i=1

APi

N
(14)

Recall =
TP

TP+ FN
(15)

Precision =
TP

TP+ FP
(16)

TP(true positive) indicates the number of defects detected
in the defective image, TN(true negatives) indicates the
number of defects detected in the defect-free image, FN(false
negatives) indicates the number of defects detected in
the defect-free image, and FP(false positive) indicates the
number of defects detected in the defect-free image. The AP
value is the area of the P-R curve. The mAP is obtained by
averaging the average accuracy of the three defects of crack,
finger interruption, and black core, the number of categories
of defects in detection N= 3, and the larger the value of mAP,
the better the detection of defects by the detection model and
the higher the recognition accuracy.

D. EXPERIMENTAL RESULTS AND ANALYSIS
1) PERFORMANCE COMPARISON ANALYSIS OF THE BASE
MODEL
This section explores the effects of the depth and width of
the model on the mean average precision of solar cell defect
detection. In deep learning models, usually the more complex
the model structure and the deeper the depth the better the
detection effect. However, small sample data may not show
optimal detection in the most complex model. In order to
design the most cost-effective model, four different models
of YOLO v5s, YOLO v5m, YOLO v5l, and YOLO v5x
are trained, and the metrics of the models are shown in
Table 3.

The experimental results show that both YOLO v5m and
YOLO v5l have better detection results than YOLO v5s, but
the maximummAP difference is only 0.85%. Considering the
hardware requirements and the detection accuracy, we choose
YOLO v5s as the base detection model.
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FIGURE 8. Improved YOLO v5s structure schematic.

2) PERFORMANCE COMPARISON ANALYSIS OF
CLUSTERING ANCHOR BOX ALGORITHM
This section verifies the effectiveness of the improved
clustering anchor box algorithm in improving the size
matching of the prior frame and enhancing the accuracy of
the network in solar cell defect detection through comparative
experiments. The original YOLO v5s network model and the
improved YOLO v5s network model are trained on the same
dataset with the same number of epochs, and the experimental
results are shown in Table 4.

From the analysis in Table 4, it can be obtained that the
clustering anchor box algorithm is improved based on the
original YOLO v5s detection model, the K-means algorithm
is changed to the K-means++ algorithm, and the mAP of
the model is improved by 0.28% and the FPS is improved by
0.02. The improved YOLO v5s detection model is optimized
based on the original model by improving the network

TABLE 4. Comparison of experimental test results.

structure and adding the attention model. FPS and detection
accuracy improved by 7.85% compared to the original YOLO
v5_K-means with mAP. The improved YOLO v5s detection
model changed the K-means algorithm to the K-means++
algorithm, and the mAP of the model improved by 0.43%
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and the FPS improved by 0.03. In summary, the improved
clustering anchor box algorithm generates a more reasonable
size of the prior anchor, which effectively improves the
detection accuracy rate of the detection model for solar cell
defects.

3) COMPARATIVE ANALYSIS OF ATTENTIONAL
MECHANISMS
Figure 9 shows the comparison of the detection results
of different attention mechanisms embedded in the Neck
part of the YOLO v5s detection model, and the solar cell
EL image dataset is used for training in this experiment.
It can be seen from the table that SE-Net and ECA-Net
attention mechanisms can improve the detection accuracy of
the network after the introduction of the YOLO v5 model,
but the detection accuracy decreases after the introduction of
the CBAM attention mechanism compared with the original
algorithm. the ECA-Net attention mechanism achieves the
best result with a 3.82% improvement compared with the
original algorithm. In summary, the ECA-Net attention
mechanism is more suitable for target detection tasks with
a high cross-merge ratio.

In this experiment, ECA-Net attention mechanism is
embedded in different positions of YOLOv5s target detection
model, and the network is trained with solar cell defect EL
data set. The experimental results are shown in Table 5. The
ECA-Net attention mechanism is embedded into YOLO v5s
backbone network, and the detection accuracy is improved
by 2.46% compared with the original model. When the
ECA-Net attention mechanism is embedded in the multi-
scale feature fusion, mAP@0.5 is 85.61%, and the number
of model parameters increases by 1.17m, which has the
most obvious improvement effect on the detection model.
When the ECA-Net attention mechanism is embedded into
the prediction end, mAP@0.5 is 84.21%, and the number
of model parameters increased by 1.35m. By comparing the
experimental results, it can be concluded that the ECA-Net
attention mechanism embedded in the Neck part of YOLO
v5s can locate and identify targets more accurately.

FIGURE 9. Comparison of various attention mechanisms under YOLOv5s.

TABLE 5. Detection results of different regions of the ECA-Net attention
mechanism embedded in the network.

4) PERFORMANCE COMPARISON EXPERIMENTS BETWEEN
THE IMPROVED ALGORITHM AND OTHER ALGORITHMS
In this section, the improved YOLO v5s detection model and
four mainstream algorithms are selected to detect solar cell
defects (including the first-order detection models YOLO v3,
YOLO v4, SSD, and the second-order detection model Faster
RCNN), and the detection results are multivariate analyzed,
and the obtained data are shown in Table 6.

TABLE 6. Performance comparison results between the improved
algorithm and other algorithms.

The improved YOLO v5s model has the best performance
in the structural complexity of all models, and the model
parameters are only 10.94% of SSD model parameters,
and 89.64% of mAP@0.5 model parameters. Compared
with other detection models, the accuracy is improved by
at least 4.89%, and the FPS is 36.24, which can meet
the actual engineering application. Compared with other
algorithms, the second-order detection model Faster RCNN
has a good detection effect, but its detection speed is slow and
cannotmeet the requirements of engineering practice. Finally,
through comparative tests, it can be concluded that the
improved YOLO v5s detection model can effectively detect
solar cell defects and achieve better detection performance.

5) ABLATION EXPERIMENT
In order to visually observe the impact of different improved
modules on the performance of the detection model, this
section uses ablation experiments for verification. Specif-
ically, the K-means++ clustering anchor box algorithm,
hybrid data enhancement, improved CSP module, ECA-Net,
and prediction head is added to the original YOLO v5smodel,
respectively, to ensure that the detection effects are compared
under the same data set and the same number of training
generations.
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TABLE 7. Statistical results of ablation experiments.

FIGURE 10. Improved YOLO v5s and the original YOLO v5s detection results comparison.

FIGURE 11. Improved P/R curve of YOLO v5s detection model.

The experimental results are shown in Table 7. By adding
the K-means ++ clustering anchor box algorithm, hybrid
data enhancement, and improving the CSP module,
ECA-Net, and prediction head, the accuracy index of
defect detection is improved. When YOLO v5s integrated
with five improved modules generated the final defect
detection model, the detection accuracy is better than
that of the five modules alone, mAP@0.5 increased
by 7.85%.

6) ANALYSIS OF DETECTION RESULTS
In this section, different types of solar cell defect images are
randomly selected for testing, and the detection results of
the original YOLO v5s detection model and the improved
YOLO v5s model are shown in Figure 10. Figure 10(a) shows
the detection results of the original YOLO v5s model, and
Figure 10(b) shows the detection results of the improved
YOLO v5 model. From Fig. 10(a), it can be seen that YOLO
v5s shows a missed detection with a low confidence level

VOLUME 10, 2022 80813



M. Zhang, L. Yin: Solar Cell Surface Defect Detection Based on Improved YOLO v5

FIGURE 12. Loss plots of two YOLO v5s detection models.

FIGURE 13. Comparison of two YOLO V5S detection models mAP@0.5.

under the interference of complex background. While in
Figure 10(b), the improved YOLO v5s model in this paper
is not disturbed by the non-uniform, complex background,
and 100% of the defects in the picture are detected, the
detection box is surrounded by a more accurate position, and
has a higher confidence level. The comparison shows that
the improved YOLO v5s model has more accurate detection
results, can capture the key information of defects, and has
excellent generalization performance.

The P/R curves of the improved YOLO v5s inspection
model for three common defects in solar cells are shown
in Figure 11. The horizontal and vertical axes indicate the
recall and precision, respectively, and the mAP value for
each type of defect is the area enclosed by the curve and
the two axes. The point at which Recall = Precision is the
equilibrium point, and the detection effect is proportional to
the equilibrium point value. From Figure 11, it can be seen
that the mAP value of solid black defects is close to 1 due to
their large area and simple texture, etc. The detection effect
is also good due to the fixed vertical black line shape of
the broken fence, which has a single shape. However, the
crack defect shape is diverse, the defect area is small, and
the detection effect is relatively poor.

Figure 12 and 13 respectively show the loss curve and
mAP@0.5 curve of the YOLO v5s detection model in the

training process before and after improvement. In Figure 12,
the loss value of the improved YOLO v5s network is
lower, the inflection point occurred earlier than the original
detection model and became smoother after 200 epochs,
indicating that the improved YOLO v5s network could
converge faster and more smoothly. It can be seen from
Figure 13 that the improved YOLO v5s curve is above the
original YOLO v5s curve, which means that the detection
accuracy of the improved YOLO v5s network is higher than
that of the original YOLO v5s network on the whole, and
the learning curve of the improved network is smoother,
indicating that the improved model has better stability.
In general, the improved YOLO v5s detection model in
this paper has a high accuracy and optimized the network
detection performance, which can better meet the needs of
solar cell defect applications.

V. CONCLUSION
In this paper, an improved YOLO v5 target detection
model is proposed for the characteristics of solar cell
defects, introducing deformable convolutional CSP module,
ECA-Net attention mechanism, improved network structure
and adding prediction head to enhance the feature extraction
capability to achieve defect detection at different scales.
Meanwhile, in order to optimize and improve the model, this
paper usesmosaic andMixUp scale fusion data enhancement,
K-means++ clustering anchor box algorithm, and invoking
multi-model integration methods. The comparison experi-
ments and ablation experiments show that the improved target
detection model achieves an average accuracy of 89.64%,
an improvement of 7.85% over the mAP of the original
detection model, and a speed of 36.24 FPS, with significant
enhancement effects. The next work direction is to reduce
the complexity of the model and achieve high detection
speed by processing the detectionmodel network pruning and
distillation to achieve a lighter improvement of the model.
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