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ABSTRACT Numerous high-accuracy neural networks for object detection have been proposed in recent
years. Creating a specific training dataset seems to be the main obstacle in putting them into practice. This
paper aims to overcome this obstacle and proposes an automatic dataset creation method. This method first
extracts objects from the source images and then combines them as synthetic images. These synthetic images
are annotated automatically using the data flow in the process and can be used directly for training. To the best
of our knowledge, this is the first automatic dataset creationmethod for object detection tasks. In addition, the
adaptive object extraction method and created natural synthetic images make the proposed method maintain
strong adaptation and generalization ability. To validate the feasibility, a dataset that includes 44 categories
of objects is created for the object detection task in a vending supermarket. Under the strictest metric AP75,
both the trained EfficientDet and YOLOv4 achieve higher than 95% in accuracy on the common difficulty
testing set and higher than 90% in accuracy on the high difficulty testing set.

INDEX TERMS Object detection, dataset creation, deep learning, computer vision, artificial intelligence.

I. INTRODUCTION
Recent advances in deep learning have contributed
significantly to the performance improvement of many com-
puter vision tasks [1]–[5]. Some of the notable achieve-
ments happened in the area of image classification [6], [7],
object detection [8]–[10], and image segmentation [11], [12].
This paper focuses on the ultimate goal of putting deep
learning-based object detection methods into practice and
proposes an automatic dataset creation method to save time
in manual labeling.

Object detection is a computer vision task for locating
objects and identifying them in an image. It has a wide
application in the industry, including face detection, object
counting, and driving system. In the past decade, many neural
networks have been proposed to achieve higher accuracy and
more efficient object detection, such as YOLO [13]–[16],
EfficientDet [17], and RetinaNet [18]. Those neural networks
can perform well in both complex and simple environments.
Especially in environments with a simple background, higher
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than 90% accuracy can be achieved. Fortunately, the back-
ground is simple and can be controlled well in most industry
applications, such as vending supermarkets, and the assem-
bly workshop. Applying these high accuracy methods to the
industry is the future trend of the automation era.

The main difficulty in applying these object detection
neural networks to practice is the training of deep learning
models. Deep learning-based object detection is a supervised
problem. The performance of the trained model depends
heavily on the corresponding annotated training dataset. Usu-
ally, the pre-trained models provided by the proposer are
trained on the public datasets or the proposed datasets, which
can only detect these categories belonging to the training
datasets and cannot be used directly for any other applica-
tions. Therefore, creating a corresponding training dataset
is the pre-condition to applying these methods in practical
applications. This leads to another challenge. How to annotate
objects in these images efficiently? Can new datasets with
annotations be created automatically?

Currently, the feasibility of most object detection neu-
ral networks is proved on popular public datasets, such as
MS COCO [19] and PASCAL VOC [20]. Meanwhile, some
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datasets [21]–[23] for special situations have also been pro-
posed to put object detection networks into practice. How-
ever, almost all these datasets are annotated manually with
annotation tools, which require human annotators to spend
20-30 seconds per object in one image. In addition, the
performance of the trained model in the testing set heavily
depends on the amount and quality of the training dataset.
Therefore, the annotationwork is finished from coarse to fine.
If practical applications use the same annotation methods as
public datasets, it will be an extremely time-consuming and
high-cost task.

Cityscape [24] is a popular synthetic dataset for
autonomous driving, which artificially integrates different
weather conditions into the images. In this way, creating
datasets with various weather conditions by image processing
saves a lot of time to prepare the training dataset.

Inspired by Cityscape, this paper explores the possibility
of automatically creating object detection datasets through
image processing. Considering the difficulty of creating
undistorted synthetic images with complex backgrounds and
the ease of controlling most industrial applications’ back-
grounds, this paper proposes a novelmethod to create datasets
automatically for object detection applications with simple
backgrounds. The dataset created with the proposed method
consists of a set of synthetic images and a corresponding
annotation file. The creation of the synthetic images follows
the process of first extracting objects from the source images
and then combining them.

The contributions of this work are summarized as follows:
1 Inputting only a set of source images, the output syn-

thetic images with annotations can be used directly
for training the network. All the processes are done
automatically.

2 Adaptive extracting objects from source images makes
the proposed method with strong adaptability to differ-
ent conditions.

3 Creating natural synthetic images makes the trained
model with strong robustness in practice.

To demonstrate the practicality of the proposed method,
we created training datasets for a vending supermarket. Fur-
thermore, the popular object detection networks, EfficientDet
and YOLOv4, are trained on this dataset. The present results
are encouraging and sufficient to prove the practicality.

II. RELATED WORKS
A. OBJECT ANNOTATION
The annotation of an object entails both stating its specified
class and localizing it in the image [25]. Almost existing
object detection datasets are annotated manually [19], [20].
The accurate annotation relies on a coarse to fine pipeline
that labels objects step by step. In the end, the professionals
check all the annotations to ensure the quality. These results
in the annotation to being a complicated and extremely time-
consuming task.

To simplify manual annotation, some label tools have been
proposed, such as labelme [26] and coco annotator. With

these tools, anyone without professional knowledge can com-
plete the annotation work. However, although these tools
make the annotation work easier, it is still a time-consuming
task since the multi-step pipeline. What’s more, due to a large
amount of data, it cannot be finished by one or several persons
in a short time. In this way, the workers from the famous
Amazon’s Mechanical Turk (AMT) are employed for all the
crowd-sourcing tasks.

For complex object detection tasks, it is difficult to create
artificial datasets. These label tools and crowd workers plat-
forms can help annotate objects faster and easier. However,
the cost of labors is high for tasks with simple backgrounds.
Synthetic datasets are a good alternative. This paper proposed
a method of automatically creating annotated datasets by syn-
thesizing datasets for applications with simple background.

B. OBJECT EXTRACTION
Extracting objects from images is a practical and critical
task in many computer applications. Various methods, such
as interactive approaches [27], [28], background model-
ing [29], [30], and edge-based approaches [31], [32], have
been proposed in this domain in the past decades. Nonethe-
less, accurate extracting objects is still a tricky problem since
a multitude of challenges, such as illumination changes, auto-
matic camera adjustments, and shadows. What’s more, the
requirements are unique for different applications.

Interactive approaches always extract objects based on
the user-specified features. For example, Magic Wand [33]
distributes foreground and background by adjusting the tol-
erance of color statistics in a specified region. Intelligent
Scissors [34] trace the object’s boundary by calculating the
minimum cost based on specified seeds. GrabCut [35] extract
object by comparing the pixels inside and outside the selec-
tion bounding box. These methods can accurately extract
objects from complex scenes. But they are inefficient since
the requirement for human intervention.

The general idea of background modeling is to make
a pixel-wise comparison based on the built background
model, so as to maintain the foreground pixels and elimi-
nate the background pixels. Although many effective back-
ground modeling approaches have been proposed [36], [37],
accurate foreground segmentation is still a problem due
to the typical challenges, such as illumination changes
and automatic camera adjustments. These challenges con-
fuse the background modeling, and hence, cause incorrect
segmentation.

Edge-based approaches generally produce a contour for
object extraction by introducing image gradients into a pre-
defined energy function [38], [39]. These approaches are
sensitive to noises in the image. Conversely, they perform
well on objects with high contrast.Moreover, the computation
cost of edge-based approaches is low. In this paper, we extract
the object with the mask that is conducted according to the
distance of rich edges. Therefore, noises that have a few edges
can be ignored well.
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FIGURE 1. Pipeline of synthesizing image with multiple objects from several source images with a single object.

C. IMAGE FUSION
The goal of image fusion is to create a fused image, which
gathers important information from multiple images [40].
In most cases, image fusion is a preparatory step to
widespread computer vision applications, such as medical
diagnostics [41] and image synthesis [42]–[44]. Since it
is an important technique for various image processing,
a large amount of image fusion methods have been proposed
[45]–[47]. These methods usually are broadly classified into
two groups: spatial domain methods and frequency domain
methods.

Spatial domain methods directly fuse images with the
intensity of pixels. These methods have a high efficiency by
passing filters. But direct operation on intensity causes spatial
distortion, which is a negative factor for further processing
such as object detection.

Frequency domain methods first transfer the image from
the spatial domain to the frequency domain with Fourier
transform. after fusing, the result is obtained by inverse
Fourier transform. Although the spatial distortion is well
solved, it leads to high computational complexity. In this
paper, image fusion is operated only in the boundary area of
the object, and most of the image area is merged directly from
the source image. Considering these, spatial distortion has
almost no impact on object detection. So, we use the spatial
domain method to fuse the combined image.

III. METHOD
The dataset for object detection consists of two parts, a set
of images and a corresponding annotation file. This method
proposes annotating while synthesizing images to enable the
automatic creation of datasets. The pipeline of synthesizing
image is shown in Fig. 1. The input is some source images

with a single object, and the output synthetic image is a natu-
ral combination of these objects. The details are described in
Sec. III-B, III-C, III-D. The automatic annotation depends on
the data flow during synthesizing image, which is described
in detail in Sec. III-E. Additionally, the collection of source
images and the utilization of created dataset are introduced in
Sec. III-A and III-F.

A. SOURCE IMAGES COLLECTION AND PREPARATION
The proposed method focuses on creating datasets with
simple backgrounds. The ‘simple’ refers to solid-color.
Since objects are extracted according to edge information
(Sec. III-B), it is better to use a solid-color that has a gap with
all objects. Additionally, to create a comprehensive dataset,
multiple source images for each object taken from different
viewpoints is necessary.

For situations with multiple conditions, such as multiple
solid-color backgrounds, and multiple illuminations, each
object should be taken the same amount of source images
under each condition. In this way, a comprehensive and bal-
anced dataset leads to good network learning.

After collecting the source images, preparation work is
necessary to create a dataset. As the title described, the cre-
ated dataset is annotated automatically. This is accomplished
through the data flow from the source images to the synthetic
image. The category information of each object in the source
image comes from the corresponding file name. Therefore,
naming each source image as a combination of its category
information and a unique number is the key to starting the
data flow.

For multiple condition cases, source images taken under
different conditions should be saved in different folders. This
presetting ensures that source images for a synthetic image
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FIGURE 2. Adaptive masking and extracting object from source image according to the statistic result of pixel intensity.

come from the same condition. In more detail, the surface of
objects located on a blue background is bluish due to light
reflection. Likewise, the intensity of the image that takes for
the same object under different illumination is different. If an
object that extracts from one image with blue background is
put into another image with a red background, the combined
image will look unnatural. So, objects for one synthesized
come from the same condition is necessary to avoid color
distortion.

B. OBJECT MASKING AND EXTRACTION
Synthesizing images by combining several objects based on
the method described in Sec. III-C, the first step is to extract
these objects from source images. The background of the
source image is solid-color with no edge information, while
the object is colorful and full of edge information. Therefore,
objects are extracted from the source images based on edge
information. This paper uses Canny edge detector. It is feasi-
ble to replace it with other edge detectors.

The pipeline of object extraction is shown in Fig. 2. The
RGB image is converted to Gray first. This operation, on the
one hand, satisfies the input requirement of Canny edge
detector, on the other hand, reduces the computational cost
by processing one channel gray-scale image instead of three
channels RGB image.

Canny algorithm detects edge according to the image
gradients, and whether there is an edge is determined by
its double thresholds [48]. If the pixel’s gradient is larger
than the high threshold, it is a strong edge pixel. If that
is smaller than the high threshold but larger than the low
threshold, it is a weak edge pixel. Otherwise, it locates at
no edge region. Therefore, adaptive finding the background

and keeping a distance from the background is the key to
achieving automatic edge information detection. Especially
for source images from different conditions, adaptive deter-
mining the two thresholds is essential for automatic object
extraction.

Considering the source images have a large solid-color
background, their intensities have the same distribution even
if the source images are from different conditions. The inten-
sity distribution of a sample source image is shown in Fig. 2.
It is a Gauss distribution with a small standard deviation. The
background’s intensity distribution is concentrated, while the
object’s intensity distribution is un-concentrated. Addition-
ally, the relatively small area size of the object does not affect
the distribution of the whole image. The median value of the
background is assumed to be that of the full image. In this
way, the two thresholds are determined adaptively by keeping
a distance from the median value of the full image.{

t1 = 0.5 ∗ E
t2 = 0.7 ∗ E

(1)

where E is the median value of pixels intensity in the gray
image. t1 denotes the low threshold and t2 denotes the high
threshold. Pixels with an intensity gap greater than 0.5E from
the background are considered as possible edges, and those
greater than 0.7E are considered directly as edges.
The edge information output from the Canny edge detector

is a series of pixels that denotes the boundary and location
of the object. However, what object extraction require is
a region corresponding to the object. Therefore, a multi-
directionmethod is proposed to convert the scatted edge point
to a mask region. The edges are checked from directions 0◦

and 90◦ to obtain an initialized mask. In addition, a distance
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FIGURE 3. Randomly locating objects into the synthetic image and making a reasonable combination for all objects according to their masks.

constraint is set to avoid the effect of edge caused by noise.

‖a− b‖ < µ (2)

where a and b denote two edge pixels. If the distance between
the two edge pixels is smaller than µ, all pixels that locate
between them are in the region of the object and should be
masked as the object. This ensures that small texture-less
regions on the object are not ignored and the object is com-
pletely masked.

However, due to the reflection of light, the shadow of
the object, and overexposure, pixels’ intensity gap in the
object-background boundary area is small. As a result, parts
of edge pixels cannot be detected, resulting in an uneven
boundary. Furthermore, the combination of objects is per-
formed based on the mask of objects, as described in
Sec. III-C. Eventually, the uneven borders lead to unnatural
synthetic images created. Therefore, it is important to pre-
serve the boundary of the mask.

Considering the object’s shape is regular, the mask’s shape
should be regular too. Thus, the mask is further modi-
fied in another two directions 45◦ and 135◦. Of course,
more or fewer directions can be considered to obtain better
performance.

Finally, the object can be extracted accurately from the
source image according to the mask.

C. OBJECT LOCATION AND COMBINATION
This method creates the synthetic image by combining sev-
eral extracted objects. The natural distribution of objects in
the synthetic image is the key. Inspired by some region-based
image segmentationmethods [49], [50], which first divide the
whole image into many grids, and then adjust these grids to
segment the whole image. In this work, to obtain a well initial
state, the whole combined image is also divided into s ∗ s
grids according to the number of objects in the corresponding
synthetic image.

s =
{√

N
}

(3)

whereN denotes the number of objects in the synthetic image,
{·} operation returns the minimum integer that is larger than
itself. Therefore, the number of grids is more than objects.
Each object can be assigned a unique grid randomly.

Since the absorption of light is different for objects with
different colors, even if all the other conditions are kept
constant, the background of the captured image is still
slightly different. Thus, no prepared backgrounds are used for
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FIGURE 4. Fusing objects’ boundaries into the background to obtain a natural synthetic image.

synthesizing images to ensure the diversity of backgrounds.
Alternatively, the source image corresponding to any object
in the synthetic image is selected as the initial synthetic
image. In this way, the model trained on the natural dataset
with diverse backgrounds can perform well in the testing
set. A sample is shown in Fig. 3, where the source image
labeled with 2 is selected as the initial synthetic image. The
corresponding object is kept at the original place throughout
the processing. In addition, the grid labeled with 5, whose
center is closest to the object, is assigned to it. The other grids
are assigned randomly to other objects. Therefore, there is a
correlation between objects and grids.

To distribute all other objects in the synthetic image natu-
rally, a region is delineated for each object’s center.
x ∈ [max (

Oxc
2
,Gxc − Gw),min (W −

Oxc
2
,Gxc + Gw)]

y ∈ [max (
Oyc
2
,Gyc − Gh),min (H −

Oyc
2
,Gyc + Gh)]

(4)

where (Oxc ,O
y
c) and (Gxc ,G

y
c) are the coordinate of the object’s

center and grid’s center. Gw and Gh denote the width and
height of the grid, while w and h denote the width and
height of the synthetic image. In this way, each object has
a center region, and the center of each object can be located
randomly in its corresponding center region. Thus, all objects
are located in the synthetic image randomly.

After initiating the location, these objects are merged into
the synthetic image entirely. However, the previous work
about localization only considers the scattered distribution
of objects’ centers and ignores the overlap between them.
As shown in Fig. 3(b), before adjusting the center, some
objects overlap others. Especially in the case of a small object
completely covered by a large one, further adjustments are
necessary.

To avoid large-scale movement and preserve the random-
ness of the initial position, another relatively small region is
set to adjust the objects’ center.{

x ∈ [Oxc − sadj,O
x
c + sadj]

y ∈ [Oyc − sadj,O
y
c + sadj]

(5)

where sadj is the tolerance of the object center’s movement.
This results in a square region for each object’s center as the
adjusting region shown in Fig. 3(b). The size of the adjusting
region is 2sadj. In the adjusting region, the center of the object
is adjusted randomly until it satisfies the requirement.

Inspired by object detection tasks, which use the
Intersection-over-Union (IoU) between the ground truth
bounding box and the predicted one to evaluate the accuracy.
This paper uses the IOU between two objects to control the
overlap. Differently, to ensure the synthetic image with natu-
ral distribution and reduce the impact of object’s background,
the corresponding IoU is calculated based on objects’ mask
rather than their bounding box.

IoUab =
Sa + Sb − Sab

Sa + Sb
(6)

where Sa denotes the mask’s area size of object a, Sb denotes
the mask’s area size of object b, Sab denotes the overlap
region’s area size between object a and b. For any two
objects, if the IoU between them is lower than the maximum
tolerance overlap, it will satisfy the requirement. Otherwise,
one of these objects’ locations is reset again until satisfying
the requirement. After adjusting the center, these objects are
combined with a suitable location in the synthetic image.

D. OBJECT-BACKGROUND FUSION
According to the location, all objects are merged into the
initial synthetic image to create a new synthetic image for
output. A sample is shown in Fig. 4, five objects are placed
in the synthetic image. However, due to the slight difference
between the background of the synthetic image and source
images, sudden color changes appear in the boundary of the
objects. If these images are used for training, the network will
focus on strong boundary features. As a result, the trained
model has a weak perception of the object and shows weak
generalization ability during testing. Thus, eliminating these
sudden color changes is necessary.

To keep the features of the object intact, a fusion operation
is performed on the boundary region between objects and
the background, instead of fusing the entire object into the
synthetic image. For details, this method first erodes object’s
mask, then Gaussian blur the mask. The blurred mask bound-
ary is a gradual change from 0 to 255, instead of a sudden
change. After this operation, the mask is 0 in the non-object
region, 255 in the object region, and between 0 and 255 in
the object’s boundary region. Finally, the synthetic image’s
intensity is reset according to the mask.

P = Pb ∗ m+ Po ∗ (1−
m
255

) (7)
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Algorithm 1 Automatic Annotation Method

Input: Iin = {I i|i ∈ [0,N ]}, [lims, liml]
Output: Iout = {I

j
s|j ∈ [0,M ]}, Fjson

1: ant = [ ]
2: shuffle Iin
3: n = random(lims, liml)
4: j = 0, s = 0, e = n
5: while e ≤ N do
6: objs = [ ]
7: for I ∈ {Ii|i ∈ [s, e]} do
8: obj = { }
9: Mo, Io ⇐ extraction(I ) (Sec. III-B)

10: Co ⇐ source image file name
11: obj[‘‘mask′′] = Mo
12: obj[‘‘category′′] = Co
13: obj[‘‘object′′] = Io
14: obj[‘‘image id′′] = j
15: objs.append(obj)
16: end for
17: for obj ∈ objs do
18: Lo, So ⇐ location(obj) (Sec. III-C)
19: obj[‘‘bbox′′] = Lo
20: obj[‘‘area′′] = So
21: end for
22: objs.uppdate()
23: I js ⇐ fusion(objs) (Sec. III-D)
24: ant.append(objs)
25: s = e
26: n = random(lims, liml)
27: e = min(s+ n,N )
28: j = j+ 1
29: end while
30: Fjson ⇐ ant

where Pb and Po denote the intensity of the background and
the object.m is the correspondingmask. After the fusion oper-
ation, strong features in the boundary region are eliminated.
Meanwhile, objects’ features are preserved perfectly.

E. AUTOMATIC ANNOTATION AND ADDITIONAL
CONSIDERATIONS
The automatic annotation of datasets is done through a data
flow from object’s extraction to synthetic images’ creation.
The pseudocode for automatic annotation is presented in
Algorithm. 1. The input is a set of source image Iin and the
number range [lims, liml] of objects in the synthetic image.
It the beginning, the order of these source images is shuffled,
so that they are combined randomly. Then, each synthetic
image is created following a process of extraction, location,
combination, and fusion. At the same time, the required
annotation information of each object in this synthetic image
is transferred along with the whole process. Thus, synthetic
images are annotated automatically.

In more detail, the data transformation is performed by
using a list objs and a dictionary obj. objs stores the infor-
mation of all the objects, and obj stores that of each object.
For example, to create a synthetic image I js with n objects, the
information of each object that includes the mask, category,
object, and corresponding synthetic image ID is saved in
obj. Before extracting the next object, the information is
transferred to objs, and obj is reset. According to the mask
of all the objects, they are located in the synthetic image
according to the method described in Sec. III-C. Meanwhile,
their location and area size information is added to obj, and
objs is updated to include all the information. After collecting
the information about each object, they are fused into the
background to create a synthetic image. Finally, ant collects
all the information of each synthetic image and is saved as an
annotation file.

Note that if source images are taken from multiple
conditions, this algorithm should be performed in each con-
dition. Also, keeping the balance between each category
and between each condition is important. As we all know,
data augmentation facilitates the expansion of the sample
size. If the same object appears in several different synthetic
images, it is a better data augmentation method compared
with traditional rotation and resize operations. Therefore,
each source image can be used for multi-times to create
different synthetic images. But each source image should be
used the same number of times to keep the balance of the
dataset.

F. DATASET UTILIZING
The created dataset includes a set of synthetic images and a
corresponding annotation file. We follow the same form as
MS COCO to annotate objects. The area size, category, and
location information of each object in the synthetic image
are stored using JSON form [51]. In addition, all the data are
saved with the same data structure as MS COCO. Therefore,
all MS COCO APIs can be used directly for the datasets.

IV. EXPERIMENT
In this section, according to the proposed method, datasets
are created to train the popular EfficientDet and YOLOv4
for the object detection task in the vending supermarket.
These datasets involve 44 categories of objects, including
noodles, snacks, and drinks. Source images are taken from
nine illuminations to train the model’s adaptation to illumi-
nation changes from morning to night. Six source images
are taken for each object at each illumination. In this way,
54 source images for each object in total. When creating the
training dataset, each source image is used 12 times. Each
synthetic image has 3 to 6 objects.

In addition, two testing sets with different difficulties are
annotated manually to evaluate the trained model, as shown
in Fig. 5. The common difficulty testing set is similar to the
training set. The distribution of objects is scattered with little
overlap. Differently, objects in the high difficulty testing set
are concentrated and have relatively more overlap area size.
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FIGURE 5. Two manual annotated testing sets with different difficulty for evaluating the reliability of the proposed method.

FIGURE 6. Component analysis for extracting and masking object from source image.

In the following, the proposed method is analyzed according
to the performance of the trained EfficientDet model on the
two testing sets. Meanwhile, the popular YOLOv4 is trained
to prove the feasibility of the proposed method.

A. OBJECT MASKING ANALYSIS
Masking object accurately is important for creating synthetic
images. Incorrect masking means that too large or too small
regions are considered as the object. E.g., a part of the
background near the object is considered as the object, and
the object cannot be completely masked. These incorrect
masks eventually lead to an unnatural synthetic image being
created. To better demonstrate the effectiveness of the pro-
posed method, we illustrate the contributions of the adaptive
edge detection method and the multi-direction modification
method. Furthermore, we analyze the performance of the
proposed method in terms of its adaptability to different
backgrounds and illuminations and its coping ability to some
classic problems in image capture.

1) EFFECTIVENESS OF ADAPTIVE EDGE DETECTION
METHOD
The object is masked according to the edge information.
So, accurate detecting edges is the precondition for accurate
masking objects. As shown in Fig. 6, we compare the edge
result with different thresholds. Too low threshold causes
some of the weak edges in the background to be detected.
These weak edges are so close to the object that they are
considered as objects. As a result, the large-size background
is considered as the object incorrectly. On the contrary, a too
high threshold results in some weak edges of the object
being ignored. This causes some regions of the object to be
considered as background, and the object cannot be fully
masked. The proposed adaptive method masks weak edges
reasonably and achieves accurate edge detection.

2) EFFECTIVENESS OF MULTI-DIRECTION MODIFICATION
High-quality object masking refers that the mask is not
only complete but also has a natural boundary. To illustrate
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FIGURE 7. Adaptability in extracting objects from source images with different conditions and problems.

the effectiveness of the multi-direction modification method,
we present the mask result in Fig. 6(a). The detected edge
is scattered points, while the mask corresponds to a region.
After modifying the edge from two directions (0◦ and 90◦),
the object is masked as a region instead of scattered points.
However, the mask still has an uneven boundary. Further
modifying from another two directions (45◦ and 135◦), the
shape of the object’s mask looks natural.

3) ADAPTABILITY TO DIFFERENT BACKGROUNDS
The same background color is not suitable for all scenes,
so the adaptability to different backgrounds determines
whether this method can be used widely. To test the adaptabil-
ity of the proposed method, we do experiments on three types
of backgrounds under soft illuminations, and the result masks
of objects are shown in Fig. 7(a). The three objects aremasked
well, and the quality is not affected by the background’s
color. This result proves that the proposed method has strong
adaptability to different backgrounds.

4) ADAPTABILITY TO DIFFERENT ILLUMINATIONS
Illumination cannot be fully controlled in most real scenes
since it is sensitive to the surroundings. Therefore, the
adaptability to different illuminations suggests the proposed
method’s stability. To test the adaptability of the proposed
method to different illuminations, we do experiments on three
illuminations with the same background. The three types
of illumination are weak, soft, and strong. The correspond-
ing result masks are shown in Fig. 7(b). Even if the weak
illumination causes the background to be so dark and the
strong illumination causes the object cannot be seen clearly,
it can mask the object as well as that in the soft illumination.
Therefore, the proposed method has strong adaptability to
different illuminations and performs stably in real scenes.

5) COPING ABILITY TO CLASSIC PROBLEMS IN IMAGE
CAPTURE
Reflection and shadows are two phenomena that are difficult
to eliminate in image capture, which lead them to be clas-
sic problems in image processing. To illuminate the coping
ability to the two problems, we present the corresponding

result mask in Fig. 7(c). For the top image, the background’s
color is reflected on the object, which results in an unclear
boundary between them. The mask result still separates the
object from the background. For the bottom image, there is a
shadow on the left side of the object. The corresponding result
masks the object and ignores the shadows well. Therefore,
the proposed method has a strong coping ability for the two
classic problems.

B. SYNTHETIC IMAGE CREATION ANALYSIS
The naturalness of the created synthetic image is important
to train the model’s generalization ability. The more natural
and realistic the synthetic image looks, the better the trained
model can perform in real scenes. To illustrate the effec-
tiveness of the proposed method for creating natural syn-
thetic images, we analyze each step from objects to synthetic
images and their impacts on practical application.

1) LOCATION ANALYSIS
The random and reasonable distribution of objects in
the synthetic image greatly contributes to the training of the
network’s adaptability to objects’ location. To illustrate the
rationality of the proposed method, we do experiments that
locate objects according to the bounding boxes and themasks,
respectively. As shown in Fig. 8(a), objects in the left column
of synthetic images are located according to their bounding
boxes, while that in the right column are located according
to their masks. Since the object is not allowed to locate in the
bounding boxes of others, their distribution in the left column
of synthetic images is scattered. Conversely, objects in the
right column of synthetic images have a low distribution
limitation. They are allowed to locate anywhere except the
region where other objects are located. As a result, the right
column of synthetic images is more natural than the left
column.

2) COMBINATION ANALYSIS
Combining objects in the right way is important to create
natural synthetic images. To illuminate the advantage of
combining objects according to mask, we compare the syn-
thetic image with that combined based on the bounding box,
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FIGURE 8. Analysis of each component in synthesizing image from objects.

as shown in Fig. 8(b). The left column of synthetic images that
combines objects according to the bounding box introduces
parts of object’s background. This result in a sharp boundary
between the objects and the background. Conversely, the right
column combines objects according to their masks. Merging
only objects into the synthetic image results in these syn-
thetic images looking natural and are not affected by objects’
backgrounds.

3) OBJECT-BACKGROUND FUSION ANALYSIS
The fusion operation further modifies the synthetic image
from detail. To illustrate the effectiveness of the fusion oper-
ation, we make a comparison as shown in Fig. 8(c). This
synthetic image includes four objects. The source image of
the center object with pink color is initiated as the initial
synthetic image, while the other three objects are merged into
this initial synthetic image. Before fusing, clear edges appear
in the boundary between object and background, as shown
in the top row. After fusing, objects have smooth boundaries,
as shown in the middle row. By comparing with the corre-
sponding source images of objects in the bottom row, the
synthetic image with fusion operation is closer to the actual
image. Therefore, the fusion operation makes the synthetic
image look more natural in detail.

4) INFLUENCE ON PRACTICAL APPLICATION
To show the importance of each component, four datasets
are created to train the popular object detection neural net-
work, EfficientDet. Regarding the performance in the test-
ing dataset, we do quantitative and qualitative analyses to
illuminate the influence on actual application. Regarding the
quantitative analyses, we used the same evaluation method as
MS COCO, as shown in Table. 1. Average precision (AP) is
the primary challenge metric, which uses ten IoU thresholds
from 0.50 to 0.95.AP50 is computedwith a single IoU of 0.50,

and AP75 is computed with a single IoU of 0.75. AP75 is the
strictest metric.

Objects’ locations in both D1 and D2 are according to
the bounding boxes. However, the combination in D1 and
D2 is according to the bounding box and mask, respectively.
The AP of D2 in both testing sets is a litter higher than that
of D1. This is because D2 is combined with masks, which
leads the network to learn more about the object without the
influence of the object’s background. As shown in Fig. 9,
this image is from the common difficulty testing set with
four objects. The top two objects have very similar objects in
this dataset. The bottom two objects are quite different from
the other objects. The result shows the model trained with
D1 recognized the top two objects as others that are similar
to them and correctly detects the bottom objects, while that
trained with D2 correctly detects all four objects. Therefore,
the model trained by dataset combining objects according to
the mask learns the details of objects better and has a stronger
ability in distinguishing similar objects.

Objects’ combinations in both D2 and D3 are according to
the mask. However, the location in D2 and D3 is according
to the bounding box and mask, respectively. In the common
difficulty, both achieve comparable AP. In the high difficulty
testing set, AP of the model trained by D3 is 15% higher
than that of the model trained by D2. There is a huge AP gap
between the models trained on both datasets. The qualitative
analysis result is shown in Fig. 9(b). This image is from
the high difficulty testing set, and the distribution of the
six objects is concentrated. The result shows that the model
trainedwithD2 only correctly detects three objects, while that
trained with D3 correctly detects all these objects. Therefore,
the model trained by dataset locating objects according to
the mask performs well in both common difficulty and high
difficulty testing sets and has a strong generalization ability
in complex scenes.
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TABLE 1. Quantitative analysis the importance of each components in synthesizing image.

FIGURE 9. Qualitative analysis the importance of each components in synthesizing image.

Compared with D3, D4 has a fusion operation after
merging these objects into the initial synthetic image. The
quantitative result in Table. 1 shows that D3 and D4 achieve
comparable AP, but that of D4 is a little higher than D3.
This is because D4 eliminates some strong features that
shouldn’t exist. The qualitative analysis result is shown in
Fig. 9(c). This image is from high difficult testing set with
seven objects. The result shows that the model trained with
D3 misrecognizes two objects that have a relatively large
overlap boundary, while that trained with D4 correctly detects
all the seven objects. Therefore, fusion operation improves
AP slightly, especially for objects with overlap boundaries
with others.

C. THE FEASIBILITY OF PROPOSED METHOD
To illustrate the proposed method is effective for different
object detection frameworks, the popular YOLOv4 is trained
on the created dataset in addition to the basic B0 of Efficient-
Det. The result on each dataset is shown in Table. 2. Under the
strictest metric AP75, both the trained models achieve higher

TABLE 2. Result of different networks trained with the created dataset.

than 95% accuracy in the common difficulty testing set and
hold the strong generalization ability in the high difficulty
testing set. Therefore, the proposed method maintains the
feasibility of creating datasets for training various object
detection networks.

V. CONCLUSION
This paper presents a novel method that automatically creates
datasets for training object detection networks. This method
proved that a dataset can be created automatically by using
the data flow from object extraction to image synthesis. The
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trained model’s strong adaption and generalization ability
suggest that the proposed method can create reliable datasets
for object detection tasks. In the future, we plan to explore the
possibility of automatically creating datasets with complex
backgrounds.
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