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ABSTRACT Nowadays, both predictive and descriptive modelling play a key role in decision-making
processes in almost every branch of activity. In this article we are introducing IntelliDaM , a generic machine
learning-based framework useful for improving the performance of data mining tasks and subsequently
enhancing decision-making processes. Through its components designed for feature analysis, unsupervised
and supervised learning-based data mining, IntelliDaM facilitates hidden knowledge discovery from data.
Intensive research has been conducted in the field of educational data mining, as education institutions are
interested in constantly adapting their educational programs to the needs of society by improving the quality
of managerial decisions, course instructors’ decision-making, or information gathering for course design.
The present work conducts a longitudinal educational data mining study by applying IntelliDaM to real
data collected at Babeş-Bolyai University, Romania, for a Computer Science course. The problem of mining
educational data has been thoroughly examined using the proposed framework, with the goal of analysing
students’ performance. A very good performance has been achieved for the classification task (an F1 score
of around 92%), and the results also highlighted a statistically significant performance improvement by using
a technique for selecting discriminative data features. The performed study confirmed that IntelliDaM could
be a useful instrument in educational environments, particularly for improving decision-making processes,
like designing courses, the setup of efficient examinations, avoiding plagiarism, or offering support regarding
stress management.

INDEX TERMS Data mining, educational data mining, machine learning, students’ performance analysis,
prediction.

I. INTRODUCTION
Applying data mining [1] techniques in order to extract
meaningful knowledge from various data types is of great
interest, being used for improving decision-making processes
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in various domains. Machine learning (ML) [2] offers a
wide range of models and techniques for uncovering hid-
den patterns in data from numerous practical domains, such
as bioinformatics (for protein dynamics analysis [3], [4]),
meteorology (for precipitation nowcasting and radar data
analysis [5], [6]), software engineering (for software struc-
ture analysis [7] and restructuring [8], aspect mining [9]),
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medicine (for clinical decision support [10] and medical data
analysis [11]), computer vision (for image analysis [12]), edu-
cational data mining (for academic data analysis [13], [14]),
etc. Educational data mining (EDM) is a domain of research
that applies data mining, ML, and statistics to data obtained
from educational contexts. Thus, EDM evaluates educa-
tional data using computational techniques to investigate
education-related issues [19]. For a better understanding of
students, and the situations in which they learn in educational
settings, EDM focuses on the development of techniques for
examining unique data types.

In educational environments, data mining offers methods
to support decision-making and thus provide decision sup-
port. Uncovering meaningful patterns and extracting knowl-
edge from education-related data sets is a challenging and
intensively investigated topic in the educational data min-
ing (EDM) literature [15], particularly in the context of the
COVID-19 pandemic [16], [17]. The main goals of EDM
are to understand the students’ learning process, predict stu-
dents’ learning outcomes, provide a better comprehension
of the education-related phenomena [18] and help education
institutions to understand and improve their education-related
processes. Nowadays, academic institutions are more fre-
quently interested in improving their teachingmethodologies,
learning processes [19] and the academic performance of
their students and instructors [20]. EDMaddresses techniques
to understand the learning processes and identify patterns in
data for supporting academic institutions in decision-making
(regarding university admission [21] or the influence of stu-
dents’ performance during their years of college [22]).

Every education provider, or, generally speaking, every
service provider, tries to offer suitable products to its ben-
eficiaries. In this regard, providers must have an appropriate
image of the clients’ performance so that the offered products
or services may be adapted according to these performances.
Thus, an important direction in EDM is student performance
prediction (SPP). SPP’s target is to predict the grade of a stu-
dent before attending a course or having an examination [23].
SPP problems require techniques from different domains:
data mining, sociology, psychology, pedagogy, etc. [23].
There are some specific directions in the literature related to
SPP: SPP of students at risk [24], [25], students’ dropout pre-
diction [26], [27], evaluation of students’ performance [28],
and remedial action plans [29]. According to the students’
level or the educational field where SPP is needed, different
features are considered to be ‘‘good predictors’’: grades, his-
torical performance data [23], [30], students’ demographic
data [31], or students’ behaviour [32] and engagement [33].

Given the rapid evolution of society, a paradigm shift in
education is necessary. Thus, the education systems must
consider the available tools so that this shift can bring ben-
efits to students, instructors, and educational institutions.
For instance, in the context of the COVID-19 pandemic,
education shifted to online environments, and the educa-
tion providers needed to change their traditional learning
approach. The achievement of learning (in both traditional

and online contexts) depends on the quality of teaching and
the motivation of students. The teaching quality does not
guarantee the students’ motivation or vice versa because the
latter depends on other factors, intrinsic or extrinsic [34].
In this context, there is an increasing interest in understanding
how students are learning and how to improve their academic
performance.

In order to enhance the performance of decision-making
processes in educational environments there is an interest in
designing ML-based frameworks for EDM purposes, includ-
ing SPP. Such software tools would help uncover students’
learning patterns from academic data sets, and finding their
relevance and correlation with the students’ performance.
Therefore, we are proposing IntelliDaM , a machine learning-
based framework for mining students’ performance data.
IntelliDaM offers three types of data analysis components
designed for: (1) feature analysis and selection; (2) unsu-
pervised learning-based data analysis; and (3) supervised
learning-based predictive models. To evaluate the perfor-
mance of IntelliDaM , we use real data collected at Babeş-
Bolyai University, Romania, over three academic years, for
a Computer Science (CS) discipline. Besides the proposed
framework, the additional contributions envisaged by our
study are: (1) to emphasise the effectiveness of IntelliDaM in
analysing students’ performance-related data; (2) to analyse
and interpret, for the considered case study, the relevance
of the patterns unsupervisedly mined from academic data
and to show how these patterns are correlated with students’
academic performance; and (3) to test whether or not the
prediction of the students’ final performance in a certain
academic discipline is enhanced by their results achieved in
previous CS courses from the curriculum. Even if it is empir-
ically evaluated on academic data, the proposed IntelliDaM
framework is a general one, and it may be applied to any data
analysis task. To the best of our knowledge, the ML-based
framework introduced in this paper, and the study conducted
using IntelliDaM for students’ performance analysis are new
in the educational data mining literature.

To summarise the contributions of the study, we aim to
answer the following research questions:
RQ1 How we can design a machine learning-based

framework useful for enhancing the performance
of data mining tasks and how effective is such a
framework for mining students’ performance-related
information in a real case study? In this respect,
the IntelliDaM framework will be introduced and
analysed.

RQ2 How relevant are the students’ learning patterns
that were uncovered, through unsupervised learning,
from the academic data sets, and to what extent are
these patterns correlated with the students’ academic
performance?

RQ3 How important are the features used in learning and
how do they impact the predictive performance? To
what extent could the prediction of students’ perfor-
mance in a certain academic discipline be improved
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by considering the students’ results obtained in pre-
requisite courses from the academic curriculum as
additional features in learning?

The rest of the paper is organised as follows. Section II is a
brief incursion into the literature regarding the prediction and
analysis of students’ performance. Section III describes the
methodology utilised for developing the IntelliDaM frame-
work and presents its main components. Section IV presents
the experimental evaluation of the proposed framework for
an EDM case study, describing the data sets, the experiments,
and their results. Section IV-D discusses the results obtained,
whilst Section V presents the conclusions of the research and
some ideas for future work.

II. RELATED WORK ON STUDENTS’ PERFORMANCE
ANALYSIS AND PREDICTION
Various contributions have been proposed in the EDM liter-
ature on students’ academic performance, both from super-
vised and unsupervised learning perspectives. On the one
hand, from a supervised learning-based viewpoint, students’
performance prediction focuses on developing predictive
models that are trained on historical data for estimating
the students’ future academic performance. Students’ perfor-
mance analysis (SPA), on the other hand, deals with devel-
oping, through unsupervised learning, descriptive models for
determining how data are organised and for uncoveringmean-
ingful patterns in academic data sets.

Early research in SPP analysed various supervised learning
classifiers: decision trees (DT) [35], Naïve Bayes, artificial
neural networks [20], radial basis function networks [36],
linear regression, support vector machines (SVMs) [37], and
random forests (RF) [38]. For classification, a maximum
F-score of 0.888 has been reported using a DT classifier [35],
while for regression, a root mean squared error (RMSE)
of 1.705 was obtained using SVMs [37]. More recently,
supervised classifiers based on mining relational association
rules (RARs) have been introduced [13], [39]. In terms of
the Area under the ROC curve (AUC) measure, the maximum
performance of 0.85 was reported for the RAR-basedmodels.

Recent approaches in SPP reported values such as 0.94 for
the F-score when using a DT classifier [33], and accuracies
of 93.67% with RF [40] or 90.1% with linear support vector
machines (LSVM) [41]. Logistic Regression (LR) obtains
good results, with the AUC of 0.9541 and the accuracy values
of 88.8% for predicting the students’ status (passed/fail) and
68.7% for predicting the final grade of students [42]. Collabo-
rative filtering, matrix factorization andRestricted Boltzmann
Machines (RBM) are compared in a study related to SPP [43],
where RBM achieves the best values for RMSE (0.3) and
mean absolute error (0.23).
Besides the supervised classification and regression mod-

els, unsupervised learningmethods have been of great interest
in the analysis of the students’ academic performance.

Clustering methods such as hierarchical agglomerative
and partitional clustering were applied by Ayers et al. [44]
for grouping students according to their skill sets.

Parack et al. [45] applied the k-means clustering algorithm
to identify groups of students having similar learning pat-
terns with the aim of identifying related cognitive styles for
each group. Other clustering methods such as Expectation-
Maximization (EM) and Particle Swarm Optimization-based
clustering [46] have been applied to discover students’ pro-
files and patterns connected to their academic performance.
Self-organizing maps (SOMs) were applied to classify stu-
dents according to their study results [47] and to group
students into categories (very good, good, average, poor)
according to their academic performance [48].

Recent approaches in SPA addressed unsupervised RAR
mining and SOMs [49], [50], to extract from academic data
sets patterns and rules relevant for analysing students’ aca-
demic performance. Other studies compare the ability of
autoencoders and SOMs to find learning patterns in data
sets related to students’ performance in traditional and online
environments [51], [52].

The recent EDM literature abounds in studies regarding
online learning environments, such as the students’ perfor-
mance and satisfaction in online courses [16], their per-
formance and behavior in Massive Online Open Courses
(MOOC) [53], [54], and their learning profile in online learn-
ing environments [55].

III. METHODOLOGY
For the purpose of answering RQ1, this section introduces
the methodology for developing the IntelliDaM framework
and conducting our study on mining students’ performance-
related data. The main components of IntelliDaM are:
(1) a feature analysis and selection component; (2) a compo-
nent for unsupervised learning-based data analysis providing
data visualisations and performance evaluation metrics; and
(3) a component for supervised learning-based data mining
providing performance evaluation for the predictive models.

An overview of the IntelliDaM framework is illustrated
in Figure 1.

A. FORMALISATION
The theoretical model used in the paper for students’ perfor-
mance analysis is further detailed. We start by formalising
the learning problem, then Section III-A1 and Section III-A2
detail the unsupervised and supervised learning approaches,
respectively.

Let us consider a data set St = {stud1, stud2, . . . , studk}
consisting of k instances, each instance studi being repre-
sented as a vector characterising a student’s performance in a
certain academic course (discipline) C, during an academic
semester. As in a vector space model, the instances (stu-
dents) are characterised by a list of attributes (features) A =
{a1, a2, . . . , al} available at the end of the teaching period
and considered to be relevant for expressing the students’
performance in the course C (e.g., attributes values may rep-
resent the grade received during the semester evaluations or
the number of course/seminar/laboratory attendances, etc.).
Thus, a student studi is visualised as an l-dimensional vector
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FIGURE 1. Overview of IntelliDaM framework.

studi = (studi1, studi2, . . . , studil), where studij represents
the value of attribute aj for the student studi.
We note that for each student studi from the data set St

the ground truth is available. The students are labelled with
the final grade gi they received in the course C, but this
label is not included in the feature vector representing the
data instances. Let us denote by G = {g1, g2 . . . , gp} the
set of labels available for the students from St , where p=7,
(G contains grades from 4 to 10). As previously mentioned,
these labels will be used only for evaluation purposes without
being included in the learning process.

Usually, the final grade received by the students in a dis-
cipline is computed by considering their semester grades and
other additional features, but also the grade received in a writ-
ten or oral examination that takes place in the examination
session, at the end of the academic semester. The SPP task is a
difficult one, as we are trying to approximate a student’s final
performance (exact grade or a category of grades) based only
on the features available at the end of the teaching period, but
without knowing the student’s future examination grade. The
learner has to estimate the grade that the student will receive
at the future exam, the learning hypothesis being difficult to
search, due to uncertainties in both the students’ learning and
instructors’ evaluation processes.

1) UNSUPERVISED LEARNING APPROACH
From an unsupervised learning perspective, the SPA prob-
lem may be formalised as searching for a hard partition
{P1,P2, . . . ,Pn} of the set St of students (represented as
l-dimensional vectors, as previously shown), such that St =
n⋃
i=1

Pi, Pi ∩ Pj = ∅ ∀1 ≤ i, j ≤ n, i 6= j.

A good partitioning is achieved when the students from

each cluster (group) are highly similar to each other (with
respect to their academic performance), while students from
different clusters are dissimilar with respect to their academic
performance.

The unsupervised learning task is specified as learning
to approximate a target function t : St → Cat , where
Cat = {cat1, cat2, . . . , catm} represents a set of students’ per-
formance categories (classes). The learned hypothesis (t̂ ≈ t)
will assign to each student stud ∈ St a category t̂(stud) ∈
Cat . In the unsupervised learning setting, the unsupervised
classification problem consists of searching for an approxi-
mation t̂ of the target function such that t̂(stud) is as close as
possible to the student’s real performance category t(stud),
i.e. t̂(stud) ≈ t(stud).
There are multiple ways to define the set Cat of categories,

the number of categories being specific to the education
system from different countries [56]:
(i) 7 categories (m = 7) The categories are expressing

classes of grades: 10, 9, 8, 7, 6, 5, and≤ 4 (this category
corresponds to the failing students).

(ii) 5 categories (m = 5) These categories, also used
in the Romanian education system, are: excellent (E)
(the class containing the students with grade 10);
very good (V) (the class containing the students with
grade 9); good (G) (the class including the students
with the grades 7 and 8); satisfactory (S) (the class
including the students with grades 5 and 6); and fail
(F) (the class which includes the students with grades 4
and below 4).

Theoretically, the SPP performance should be increased
when partitioning into larger categories (i.e., by considering a
lower number of categories). This assumption will be empir-
ically tested in Sections IV-C3 and IV-C4.
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2) SUPERVISED LEARNING APPROACH
Let us denote by G the set of possible grades used for eval-

uating the students’ performance, i.e., G =
10⋃
i=4

{i}. From a

supervised learning perspective, the target function in our
learning task is the mapping t : St → G that assigns a grade
t(stud) ∈ G to each student stud ∈ St .

The SPP problem considered in this paper is formalised
as a regression problem, more specifically as the problem
of learning the hypothesis t̂ (approximation of the target
function t) such that t̂(stud) ≈ t(stud) (∀stud ∈ St)
with a certain degree of confidence. As an alternative, the
SPP problem may be formalised as a supervised classifi-
cation task, similar to the definition from the unsupervised
learning setting. In the supervised classification setting the
goal is to assign to each student not an exact grade, but a
category (class) corresponding to the student’s performance.
Theoretically, the task of supervised classification of students
in classes/categories should be easier than the regression task,
in which the aim is to estimate the exact value of a student’s
grade.

In this paper, we do not investigate the SPP directly as a
supervised classification task, but as a regression one. How-
ever, for evaluation purposes, the continuous values predicted
by the regressor (the estimations for the final grades) will
be discretised into categories (as it will be further shown in
Section III-D1)), and thus supervised classification metrics
may be employed, besides regression metrics, for perfor-
mance evaluation.

B. FEATURE ANALYSIS AND SELECTION
As in any machine learning task, independent of the type
of learning (supervised or unsupervised), the relevance of
the features used for characterising the input instances is
crucial for obtaining high performance. Theoretically, for
a machine learning task, we would need features that are
independent, and additionally, for supervised learning tasks,
features highly correlated with the target output (in our case
the final grade).

There are threemain functionalities provided by the feature
analysis component of IntelliDaM .

1) STATISTICAL-BASED FEATURE ANALYSIS
In order to study the correlation between each pair of
features (ai and aj, for all i 6= j) and between each
feature ai and the target output (g ∈ G), we will use
Pearson and Spearman rank correlation coefficients [57].
Pearson correlation coefficient is used for measuring the
degree of linear relationship between two features, while the
Spearman rank correlation coefficient describes the strength
and direction of the monotonic relationship between two
variables.

Following [58], the strength of association of two variables
by using one of these two correlation coefficients can be
interpreted as shown in Table 1.

TABLE 1. Strength of association of two variables by using correlation
coefficients [58].

2) FEATURE SELECTION
For selecting the most relevant (discriminative) features from
a given feature set, we employ an extension of the Relief algo-
rithm [59], namely ReliefF [60], which supports multi-class
classification. Solving complex SPP tasks is expected tomake
use of features that interact with each other, due to consistent
patterns observable through students’ learning periods. Since
the ReliefF algorithm is unaffected by such interactions,
we decided to apply it as a statistical pre-processing step
in our pipeline. Moreover, while Relief selects one positive
and one negative closest neighbour of an instance for com-
puting the features’ relevance level, ReliefF chooses k such
instances, which offers us a robust mean of selecting features.
Eventually, the skrebate [61] implementation allows us to
choose the number of desired features, rather than a relevance
threshold.

3) FEATURE SETS QUALITY ANALYSIS
For expressing the relevance (predictive performance) of a
feature/attribute set A = {a1, a2, . . . , al}, we have to esti-
mate how ‘‘good’’ these features are for learning to differenti-
ate the target output for the input instances. More specifically,
for our case study, we have to measure how difficult it is to
discriminate between the academic performance of students
that are characterised by a specific feature set.

The quality of a feature set A characterising a data
set St , denoted byQF(A,St), will be introduced for measur-
ing how easy it is to predict the label (final grade) of an input
instance (student) in a learning task in which the instances are
described by the attributes from A.

For a grade g ∈
10⋃
i=4

{i}, let us denote by diff (g,St,A) the

difficulty of predicting the grade g in the data set St in which
the instances are characterised by the attribute set A. The
value diff (g,St,A) is defined as the ratio of students from
the data set St that are labelled with g and that have a nearest
neighbour (1-NN, computed using the Euclidean distance)
whose label differs from g. We note that 0 ≤ diff (g,St,
A) ≤ 1 and lower values for the difficulty measure indicate
that the prediction of grade g is easier for the data set St ,
given the feature set A. A minimum value of 0 is obtained
for the diff (g,St,A) measure when all the students from St
that are labelled with a grade g have as 1-NN students with the
same final grade g, while the maximum value of 1 is obtained

VOLUME 10, 2022 80655



G. Czibula et al.: IntelliDaM: A ML-Based Framework for Enhancing the Performance of Decision-Making Processes

when all students labelled with g have as 1-NN students with
a grade g′ 6= g.
Based on the above introduced difficulty values, the quality

QF(A,St) is defined as in Formula (1)

QF(A,St) = 1−

10∑
g=4

diff (g,St,A)

7
. (1)

We note thatQF(St,A) ranges in [0, 1], with higher values
suggesting that the problem of predicting the final grades
for the students from the data set St characterised by the
feature set A is less difficult, i.e., the attribute set A is more
‘‘qualitative’’.

C. UNSUPERVISED LEARNING-BASED ANALYSIS
For better understanding the underlying patterns in the anal-
ysed data and for extracting meaningful knowledge from it,
our framework uses two competitive dimensionality reduc-
tion methods, t-Distributed Stochastic Neighbour Embedding
(t-SNE) [62] and Uniform Manifold Approximation and Pro-
jection (UMAP) [63]. Both of them perform very well and
can be considered state-of-the-art methods for dimensionality
reduction. They are based on neighbour graphs, which is
typical for algorithms that focus more on the local struc-
ture, rather than on the global one. However, UMAP uses
the cross-entropy loss, which preserves some of the global
inter-cluster distances, while t-SNE’s Kullback–Leibler (KL)
divergence [64] focuses only on local distances. We consider
that t-SNE’s and UMAP’s different approaches offer us a
consistent comparison for data clustering and visualisation
and will offer us a better comprehension of the data and the
SPP task.

To further help visualise homogeneous structures, we are
also going to make use of a k-means labelling step, which
shall let us label the instances and compact the data into
groups having similar characteristics, therefore decreasing
the variance of such formations.

1) PERFORMANCE EVALUATION
External evaluation metrics are used in our experiments to
evaluate the performance of the clustering models: homo-
geneity, completeness, and V-measure [65]. They are external
evaluation metrics, as they require the ground truth of the
instances, i.e. their correct labelling. All thesemeasures range
in [0, 1]. The homogeneity is maximised when all the clusters
contain instances of a single class. The maximum value for
completeness is obtained when all the instances of a class
belong to the same cluster. Similar to the F-score metric
used for evaluating the performance of supervised classifiers,
the V-measure is defined as the harmonic mean between
homogeneity and completeness.

D. SUPERVISED LEARNING-BASED ANALYSIS
IntelliDaM framework uses three regression models that
implement different approaches:

1) The first model is the Tweedie regressor. Tweedie dis-
tributions are mainly used to generate a Generalized
Linear Model (GLM). The GLMs include any distribu-
tions from the exponential family, hence they are able
to fit relatively complex data sets.

2) The second regressor uses Stochastic Gradient
Descent (SGD). It is a linear model fitted by minimiz-
ing an L2 loss [66] with SGD. This time, the stochastic-
ity implied in the data fitting is expected to yield better
results, since themodel should be particularised relying
on the data, rather than statistically fit a distribution to
the data.

3) The last model that we label as Poly uses polyno-
mial and interaction features [67] processed by a lin-
ear regressor. We expect that a linear model should
have a lot more information now and result in better
performance.

1) PERFORMANCE EVALUATION
As discussed in Section III-A2, from a supervised learning
viewpoint, the SPP problem is approached as a regression
problem, with the goal of learning a hypothesis h : St → G
that will provide for each student stud ∈ St a grade
h(stud) ∈ G (an estimation of the student’s final performance
in the course C).
For evaluating the performance of the regression models,

two evaluation measures will be used: RMSE and normalized
root mean squared error (NRMSE) [68]. The RMSE on a
given test set is defined as the square root of the obtained
mean squared error (the error for a testing instance/student s
is defined as the difference between the predicted grade and
the real one). The NRMSE is the normalized RMSE obtained
by dividing the value of RMSE by the range of the target
output, in our case 6 (10-4), and is usually expressed as a
percentage [69].

For a more comprehensive performance evaluation, the
SPP regression task is transformed into a multi-class clas-
sification problem, by converting the real-valued outputs
provided by the regressor (grades) into classes/categories
(i.e., the set Cat = {cat1, cat2, . . . , catm} described in
Section III-A1). Thus, evaluation metrics used for assessing
the performance of multi-class classification may be used
for the SPP regressor evaluation: accuracy (Acc), precision
(Prec), recall (Recall), and F-measure (F1) [70]. Due to the
imbalanced nature of the classification problem (i.e., there is
an unequal distribution of classes/categories), Prec is com-
puted as the weighted mean of the precision values calculated
for the classes cati (∀1 ≤ i ≤ m). Similarly, the overall
Recall and F1 values are determined as the weighted average
of the metrics (Recall and F1, respectively) computed for the
classes.

The Pseudocode for the high-level implementation of the
IntelliDaM framework is given in Algorithm 1.

IV. EXPERIMENTAL RESULTS
This section presents the experiments performed and the
results obtained for evaluating the performance of the
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Algorithm 1 Pseudocode for the High-Level Implementation of IntelliDaM
Input: St - the data set of students;A - the set of attributes describing the instances from St; G - the set of students’ labels

(grades)
F ← FeatureAnalysisAndSelection(St,A,G) /* the feature analysis and selection component of
IntelliDaM; F is the set of relevant features provided by the RelieFF algorithm */
if the chosen approach is unsupervised learning then

embedding← dimensionalityReduction(St) /* the dimensionality reduction component using UMAP and
t-SNE */
partition← clusteringVisualisation(embedding) /* the clustering visualisation component for
visualising the clusters from the low-dimensional input space; partition is the
set of clusters */
evaluatePerformance(partition) /* evaluate the clustering quality */

else
/* the chosen approach is supervised learning */

for r ∈ {Tweedie, SGD, Poly } do
/* the supervised learning− based component */

modelr ← buildRegressionModel(r,A,G) /* train the regression models */
evaluatePerformance(modelr ) /* evaluate the performance of regression model */

end
end

IntelliDaM framework on a case study for students’ per-
formance mining. The experimental evaluation, conducted
following themethodology introduced in Section III, is aimed
to answer the research questions RQ2 and RQ3.

A. DATA SETS
The experiments use real data sets, gathered from an
undergraduate course, ‘‘Logic and functional programming’’
(LFP), held in the third semester for second-year students of
the Faculty of Mathematics and Computer Science, Babeş-
Bolyai University. The main objective of the LFP course is
to introduce the declarative programming paradigm, specif-
ically the logic and functional programming paradigms,
and two programming languages specific to each of the
paradigms: Prolog and Lisp, respectively.

Two data sets will be considered as case studies:

• D2018−2020 - data collected for two academic years
(2018-2019 and 2019-2020), when all teaching and eval-
uation activities were performed face-to-face.

• D2020−2021 - data collected for the 2020-2021 academic
year when all activities were moved online, due to the
COVID-19 pandemic. We mention that the LFP course
was designed for traditional learning, but was adapted
in 2020-2021 to synchronous online learning because of
the pandemic.

The data sets used to support the findings of this study are
available at [71].

1) DESCRIPTION OF THE DATA SET D2018−2020
For the 2018− 2019 and 2019− 2020 academic years there
are 13 features characterising the students, i.e. l = 13. The
features are as follows:

• a1, . . . , a7 (labelled as L1-L7) are students’ homework
assignments prepared at home and presented during the
laboratory classes, as shown in Table 2. The values
for these features are grades between 0 and 10 (the
students received the grade 0 if they did not turn in a
lab assignment).

TABLE 2. Description of the features a1, . . . , a7 for the academic years
2018-2020.

• a8, a9 (labelled as PE1, PE2) are practical exams
(in Prolog and Lisp, respectively). These exams were
held during the laboratories, when students had to solve,
without using any help, a problem similar to their home-
work assignments. The values for the features are grades
between 0 and 10 (the grade was 0 if a student did not
participate in the practical exam).

• a10 (labelled as SA) represents the seminar activity. The
students received from the seminar instructor a score
for their activity during the seminars. The value for this
feature ranges from 1 to 17.5.

• a11 (labelled as NA) represents the number of atten-
dances at the seminar activity. The LFP course has
7 seminars, thus this feature has a value between 0 and 7.

• a12 (labelled as DSA) represents the ‘‘Data structures
and algorithms’’ course, a prerequisite course for LFP.
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DSA is a CS course held in the second semester and
addresses the fundamental abstract data types, data
structures and algorithms for manipulating them used
in designing software applications. The values for this
feature are the final grades (between 4 and 10) received
by the students in the DSA course.

• a13 (labelled as FP) represents the ‘‘Fundamentals of
programming’’ course, a prerequisite course for LFP.
FP is a CS course held in the first semester and addresses
the algorithms’ design as well as fundamental concepts
used in developing software applications. The Python
programming language is used as a technical instru-
ment for implementing the theoretical concepts in the
FP course. The values for this feature are the final grades
(between 4 and 10) received by the students in the
FP course.

2) DESCRIPTION OF THE DATA SET D2020−2021
For the 2020−2021 academic year, there are only 11 features
characterising the instances (l = 11). Unlike the previous
academic years, the practical exams (features a8 and a9
described in Section IV-A1) were not organised in the online
setting. All the other features are the same as described
in Section IV-A1.

As discussed in Section III-A, the data sets include, besides
the features previously described, the label for each instance
(target output). The labels are not included in the feature
vectors characterising the instances and thus they are not
taken into consideration when training the machine learning
models. For our case studies, the label is the final grade
received by the student for the LFP course (after the retake
session). The final grade for the LFP course, according to the
course syllabus, is computed as the weighted average of the
grades received during the semester (the ones considered as
features in the data sets) and the grade received for a final
written exam which is not part of the data set at all. So, while
the final grade depends on the values of the features, it is not
determined by them.

Descriptive statistics about the data sets D2018−2020 and
D2020−2021 are given in Table 3.

In the following, we will use the following notations:
• LFP denotes the set of features specific to the Logic
and functional programming course, more specifi-

cally LFP=
11⋃
i=1

{ai} for the data set D2018−2020 and

LFP=
9⋃
i=1

{ai} for the data set D2020−2021.

• DSA denotes the Data structures and algorithms
course: attribute labelled as DSA (attribute a12 for
the data set D2018−2020 and attribute a10 the data set
D2020−2021).

• FP denotes the Fundamental of programming course:
attribute labelled as FP (attribute a13 for the data set
D2018−2020 and attribute a11 the data set D2020−2021).

B. EXPERIMENTS
With the goal of addressing research question RQ3 and inves-
tigating how the learning performance is impacted by the data
features, experiments will be performed (on both data sets
described in Section IV-A) using the following feature sets:

1) LFP+DSA+FP. This feature set consists of all the
features described in Section IV-A characterising the
students’ performance: 13 features are used for the data
set D2018−2020 (Section IV-A1), while for the data set
D2020−2021 11 features will be considered.

2) LFP+FP. This feature set consists of all features
described in Section IV-A, except from the DSA fea-
ture (describing the grade in the DSA course, feature
denoted by a12 for the data set D2018−2020 and by a10
for the data set D2020−2021).

3) LFP+DSA. This feature set consists of all the features
described in Section IV-A, except from the FP feature
(describing the grade in the FP course, feature denoted
by a13 for the data set D2018−2020 and by a11 for the
data set D2020−2021).

4) LFP. This feature set consists of all the features
described in Section IV-A, excepting the DSA and
FP features (describing the grades in the DSA and FP
courses, feature denoted by a12 and a13 for the data
set D2018−2020 and by a10 and a11 for the data set
D2020−2021). Thus, the LFP set of features includes
11 features for the data set D2018−2020 and 9 features
for the data set D2020−2021.

5) Relief-based. This feature set consists of the first k
most relevant features obtained after applying the Reli-
efF algorithm [60]. The optimal value for k will be
automatically determined using a grid search proce-
dure, for each particular regressor. Details are provided
in the experimental part.

For both data sets and all the feature sets previ-
ously described, the sets of grade categories presented in
Section III-A1 will be used for the unsupervised learning-
based analysis and for evaluating the performance of the
supervised regressors.

C. RESULTS
This section presents the experimental results obtained by
applying all the components of the IntelliDaM framework to
the data sets described in Section IV-A. The experiments will
be conducted according to the description from Section IV-B.
The Section IV-C1 starts by detailing the experimental setup
for the unsupervised and supervised learning experiments.
Afterwards, the experimental results provided by the three
components of IntelliDaM will be detailed.

1) EXPERIMENTAL SETUP
The IntelliDaM framework is implemented with the help
of scikit 0.24.2 [67] machine learning library and skrebate
0.62 [61] library for feature selection. While experimenting
with ReliefF, multiple values for the n_neighbours parameter
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TABLE 3. Description of the used data sets.

that decides the feature importance scores have been used.
We are going to list the results for n_neighbours = 150,
which yielded better performances.

For the unsupervised learning component, both methods
used for dimensionality reduction output 2-dimensional data.
On the one hand, t-SNE uses a perplexity of 15.0, an early
exaggeration of 10.0, a learning rate of 150 and runs for
2000 iterations with random initialisation. On the other hand,
UMAP uses the same number of neighbours as t-SNE,
namely 15, and is initialised with a fuzzy spectral embedding.

For solving the SPP task using supervised regression, the
models’ fine-tuned parameters for our problem are as follows.
The SGD regressor uses the squared error, penalizes the learn-
ing with an L2 norm, and has a regularisation strength (α)
of 10−4. The Tweedie regressor uses the normal distribution
and an α of 1.0. Eventually, the Poly regressor uses a polyno-
mial feature extraction of degree 5 and the linear regressor
does not normalise the data, since it has been normalised
beforehand. For assessing the performance of each regressor,
a 10-fold cross-validation methodology is used.

2) FEATURE ANALYSIS
As discussed in Section III-B, the feature analysis stage
starts with a statistical-based analysis, then a feature selec-
tion method is applied to determine the subset of relevant
features. In the end, the quality of different feature (sub)sets is
evaluated.

a: STATISTICAL-BASED FEATURE ANALYSIS
Figure 2 illustrates the Pearson and Spearman rank correla-
tion coefficients between the features and the final grade, for
each data set.

From this analysis, one can observe a moderate correla-
tion between features and final grade. In the first data set,
the minimum values of the correlations are obtained for
the feature L1 (Pearson: 0.362 and Spearman: 0.341). This
feature has a moderate/weak correlation in the second data
set as well (Pearson: 0.411 and Spearman: 0.293). A pos-
sible reason for these correlations could be the fact that the
feature L1 represents the first laboratory assignment where
the requirement is to solve problems in a recursive manner in
an imperative programming language (C++) and not in the
declarative paradigm. In addition, unlike the other laboratory
assignments, L1 has to be completed during the lab class and
this may increase the difficulty of the assignment.

In D2018−2020, the highest correlations are obtained for the
DSA feature (Pearson: 0.665 and Spearman: 0.683) while in
D2020−2021, the maximum Pearson correlation value is 0.66,

given by the feature L2 (the second laboratory) and the max-
imum Spearman value is 0.588 for the DSA feature. One can
notice that this feature has a moderate Pearson correlation,
too (0.583). A possible reason for these correlations between
the LFP final grade and the DSA grade could be the fact
that DSA is taught by the same professor, so students were
familiarized to the teaching style and expectations from this
course. Also, in the first plot, we can see two extra features,
which represent the practical exams inD2018−2020. We notice
moderate correlations of these features with the final grade
(Pearson: 0.58 and Spearman: 0.571 for the first practical
exam; and Pearson: 0.526 and Spearman: 0.492 for the sec-
ond practical exam). This fact highlights the importance of
the practical exams during the semester.
Another observation is related to the correlations between

the NA feature (number of seminar attendances) and the
final grade. In the traditional learning environment, the
correlation values are moderate (Pearson: 0.507 and
Spearman: 0.477), while in the online environment they are
weak (Pearson: 0.244 and Spearman: 0.248). A possible
reason for this difference could be the social aspect of
the traditional environment, where students develop social
habits, which help them stay focused on the presented and
discussed information. Unlike the face-to-face activities, the
online environment is more focused on individual aspects
(e.g., students may stop their microphone and webcam when-
ever they want), so many personal distractors may appear
during the activities.
Pearson correlation and Spearman rank correlation coeffi-

cients between all pairs of features have been calculated for
both data sets and most of the correlations were found very
weak or weak. In the data setD2018−2020, 66.667% of pairs of
features have very weak or weak Pearson correlation (more
exactly, 2.564% have very weak and 64.103% weak correla-
tion); 66.667% of pairs of features have very weak or weak
Spearman rank correlation (more exactly, 6.41% have very
weak and 60.257% weak rank correlation). Moreover, in the
data set D2020−2021 70.909% of pairs of features have very
weak or weak Pearson correlation (more exactly, 18.182%
have very weak and 52.727% weak correlation); 76.363% of
pairs of features have very weak or weak Spearman rank cor-
relation (more exactly, 12.727%have veryweak and 63.636%
weak rank correlation).
The weakest and strongest Pearson correlations between

the features were computed. In the data set D2018−2020, the
lowest Pearson correlation between features is 0.196 between
the features L7 (the last Lisp laboratory) and SA (the seminar
activity) and the highest correlation of 0.627 is between the
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FIGURE 2. Correlations between the features and the final grade for the data sets D2018−2020 (a) and D2020−2021 (b).

features L5 and L6 (Lisp laboratories). The lowest Pearson
correlation is 0.154 in D2020−2021 between the features L4
(the last Prolog laboratory) and L6 (the second Lisp labora-
tory), while the highest Pearson correlation is 0.712 between
the features L2 and L3 (Prolog laboratories). The weakest and
strongest Spearman rank correlations were calculated: 0.166
(between features L1 and PE2) and 0.603 (between features
L4 and L5) in the data setD2018−2020, 0.094 (between features
L1 and PE1) and 0.551 (between features SA and NA) in the
data set D2020−2021. We observe that in the online teaching
environment the correlations are weaker than in the tradi-
tional case; there is less correlation between the features.

These correlations between the features highlight the con-
nection between Prolog laboratories (L2-L4), respectively
between Lisp laboratories (L5-L7). A higher correlation
between laboratory assignments focused on the same declara-
tive paradigm (logic - Prolog laboratories, or functional - Lisp
laboratories) was expected. Also, a weak correlation between
laboratory requirements on different declarative languages
(as observed in the online case, between features L4 and L6)
is not unusual. A possible reason for the weak correlation
found between L7 and SA in the traditional learning envi-
ronment could be the fact that L7 is the last homework, and it
can’t be recovered by students who missed it, even if they had
good results during the entire semester at the seminar activity.

b: FEATURE SELECTION
The list of features, in a decreasing order of their relevance,
as provided by the ReliefF algorithm [60] are given in Table 4.

From Table 4 we observe the following:

• For both data sets, the first three most relevant features
are the grades received at the DSA and FP courses
and the seminar activity (SA). In addition, the number
of seminar attendances (NA) is the fifth most relevant
feature in the traditional learning setting (D2018−2020),
while for the online setting (D2020−2021) it is the sixth
most relevant feature.

TABLE 4. The list of features, in a decreasing order of their relevance,
provided by the ReliefF algorithm [60].

• In the traditional learning setting, the practical exams
(PE1, PE2) are more relevant than the laboratory
grades (L1-L7).

• The least relevant feature, for all data sets, is L7.

c: FEATURE SETS QUALITY ANALYSIS
The quality (QF measure introduced in Section III-B) of
the feature sets described in Section IV-B is illustrated in
Table 5. The quality of the Relief-based feature set (Table 4)
was computed for 11 features for data set D2018−2020, and
9 features for the data set D2020−2021.
For the data set D2018−2020, Table 5 reveals very simi-

lar QF values (around 0.3) for all feature sets (the Relief-
based feature set is slightly outperformed, in terms of QF,
by the other feature sets). For the data set collected in the
online learning environment (D2020−2021), the Relief-based
feature set appears to be the most relevant (has the maximum
QF value).

3) UNSUPERVISED LEARNING-BASED ANALYSIS
We further present the results of the unsupervised
learning-based analysis following the methodology intro-
duced in Section III-A1. Figures 3 and 4 illustrate the t-SNE
and UMAP visualisations of the data sets D2018−2020 and
D2020−2021, respectively. For increasing the readability, each
instance from the plots is labelled with its ground truth label
(final grade, ranging between 4 and 10).

According to the methodology introduced in Section III-C,
in order to analyse the data sets, we are going to inves-
tigate the unsupervised classification into seven classes
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TABLE 5. Values for the quality measure QF computed for the considered data sets and for various feature sets.

(7 categories, using 7 ground truth classes corresponding to
grades from 4 to 10) and five classes (5 categories, using
5 compacted classes: 4, 5-6, 7-8, 9, 10), as described in
Section III-A1. The use of 5 instead of 7 classes slightly
reduced the difficulty of the classification problem, since the
results provided us heterogeneous manifolds and few well-
delimited clusters.

For computing the metrics for external clustering evalua-
tion, a k-means labelling step is used in which all instances
partitioned into the same cluster are labelled with the
same class/category. The k-means labelling method tends
to preserve most of the classes’ distribution, to correctly
label the easy instances, to make the inter-class transition
smoother while underlining the complex and noisy nature
of the data. The external evaluation measures (described in
Section III-C1) computed for the k-means partitioning (into
7 categories) of the 2D data points provided by t-SNE and
UMAP methods are summarized in Table 6.
From Table 6 we notice that for both data sets, all the

external evaluation measures have greater values for t-SNE
than for UMAP. The performance of the partitioning on
D2020−2021 is slightly greater than the one onD2018−2019, and
this is visible in Figure 4, where we observe a slightly better
grouping of students with similar grades than in Figure 3.

4) SUPERVISED LEARNING-BASED ANALYSIS
Table 8 illustrates the results of applying the supervised
learning-based methodology introduced in Section III-D on
the data sets described in Section IV-A. The experiments are
conducted as shown in Section IV-B. The average values for
the performance metrics obtained during the cross-validation
(Section IV-C1) are provided. For each data set, the best
values for the performance metrics and the best feature set
are highlighted.

For determining the Relief-based set of features for a data
set and a specific regressor (i.e., the first k most relevant
features provided by the ReliefF algorithm [60]), a grid search
has been applied for various k . For a specific subset of
features (the first k features provided by the ReliefF algo-
rithm), a 10-fold cross-validation was applied to evaluate the
performance of the classification (into 5 and 7 categories).
The optimal value for k is determined as the one that maxi-
mizes the performance during the 10-fold validation process.
Table 7 presents the values for k determined after a grid search
applied on both data sets, using the considered regressors.

Analysing the results of the supervised learning experi-
ments presented in Table 8, one observes the following:
• The performance of the classification into 5 cate-
gories (in terms of all evaluation metrics: Acc, Prec,

Recall, F1) is better than the one of classification into
7 categories. This empirically confirms the hypothesis
discussed in Section III-A1, namely that it is ‘‘easier’’
to classify the students in larger categories/classes.

• The best performances on both data sets and for all
feature sets are provided by the Poly regressor.

• The Relief-based feature set provides the best perfor-
mance for the classification tasks, for both data sets.
Only for the data set D2020−2021, the regression per-
formance, in terms of RMSE, for the Relief-based
feature set is slightly outperformed by the feature
set LFP+DSA+FP. A high performance for the
Relief-based feature set was expected, as the quality QF
of this feature set exceeded the quality of the other fea-
ture sets. However, only a slight increase in performance
(less than 1% forF1measure) is observed for theRelief-
based set of features, compared to the original set of
features (LFP+DSA+FP).

• Around 4% improvement ofF1measure is noticedwhen
using the enhanced feature set LFP+DSA+FP instead
of the LFP feature set. This suggests that the students’
performance in the LFP course may be increased by
enlarging the feature set with the grades received in the
DSA and FP courses.

• High classification performances are obtained for both
data sets and Relief-based feature selection (F1 val-
ues higher than 92%). The performances for the clas-
sification tasks applied on the data set collected from
traditional learning environment (D2018−2020) is com-
parable with that of classifying students’ performance
on the online learning data set (D2020−2021). This sug-
gests that the students’ learning patterns in both learn-
ing environments were highly similar. The F1 values
on D2018−2020 slightly exceeded (with less than 1%,
for both classification tasks) the values obtained on
D2020−2021. A possible explanation may be the fact
that the feature set for traditional learning included the
practical exams that were not organized in the online
setting.

We remark the following regarding the performance of
the Poly regressor on the data sets characterised by the
Relief-based feature set. On both data sets (D2018−2020 and
D2020−2021), the regressor succeeded to accurately predict
the classes of grades 5-10 (with a maximum of 95.65% for
grade 6 in the online setting and a minimum of 91% for
the grade 5 in the traditional setting). For both data sets,
the hardest to predict is the grade 4 (an F1 of only 53%
is obtained for the data set D2018−2020, while for the data
set D2020−2021 the F1 value increases to 77%). A possible
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FIGURE 3. t-SNE (a) and UMAP (b) visualisations of the data set D2018−2020.

FIGURE 4. t-SNE (a) and UMAP (b) visualisations of the data set D2020−2021.

TABLE 6. Performance metrics for the 7 classes k-means clustering applied on the 2D t-SNE and UMAP data points. The data sets are characterised by the
entire feature set (LFP+DSA+FP).

TABLE 7. Optimal number of features from the Relief-based feature set
determined on the data sets using various regressors.

explanation for the difficulty to predict the ‘‘fail’’ class could
be the unpredictable circumstances in the exam day, the
weak stress management during the exam, or the students’
plagiarism during the semester.

D. DISCUSSION
The experimental results of the unsupervised and supervised
learning experiments performed in Sections IV-C3 and IV-C4
are further discussed with the goal of answering the research
questions RQ2 and RQ3.

The performance of the unsupervised learning models pre-
sented in Section IV-C3 highlighted that students’ learning
patterns that are correlated with their academic perfor-
mance may be unsupervisedly uncovered from the aca-
demic data sets. From the clustering visualisations, we can
observe that students with similar performances are grouped
together, thus it is very likely that they might have similar
learning patterns. We also remark (from Table 6 and the
plots from Figures 3 and 4) that the t-SNE dimensional-
ity reduction provided a better partitioning of the students.
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TABLE 8. Experimental results. The average for the evaluation measures obtained during 10-fold cross-validation are provided.

TheV -measure values (around 0.3) suggest that unsupervised
learners, using the LFP+DSA+FP feature set, are not able
to detect well-separated clusters of students. However, a sta-
tistically significant improvement (at a significance level of
α = 0.05, using a two-tailed paired Wilcoxon signed-rank
test [72], [73]) was observed in the clustering of students from
the data set collected in the online learning environment.

The results of the unsupervised learning-based analysis
from Section IV-C3 have been strengthened in Section IV-C4
by the supervised learning experiments conducted for stu-
dents’ performance prediction. As shown in Section IV-C4,
the supervised regressors, unlike the unsupervised learning
models, succeeded to detect better separation boundaries
between the students’ categories. This was expectable, as the
learning task is easier in a supervised learning scenario when
feedback is provided to the learner in the form of training
examples. The prediction performance was slightly better
(an average below 1%) on the first data set (D2018−2020) for
the Relief-based feature set and the Poly regressor.
The importance of the feature sets used in the learning

process was highlighted by evaluating the performance
of various regression models using various feature sets
characterising the students. The results depicted in Table 8
emphasize improvements in performance when using
the Relief-based feature set compared to the LFP and
LFP+DSA+FP feature sets. The statistical significance of

the observed differences has been tested by using a two-tailed
paired Wilcoxon signed-rank test [72], [73]. The sample of
performance measures values obtained for all experiments
presented in Table 8 when using the Relief-based feature
set has been tested against the sample of performance values
obtained for the LFP and LFP+DSA+FP features, respec-
tively. p-values less than 0.01 were obtained, confirming that
between the two performance samples there is a statistically
significant difference at a significance level of α = 0.01.
Hence, the obtained results are statistically significant. Thus,
RQ3 has been answered, due to the statistically significant
performance improvement achieved by the Relief-based
feature set that includes both the DSA and FP features. RQ2
may be answered as well: the good performance achieved
in the SPP task confirms that the patterns uncovered by the
unsupervised learningmodels are strongly correlated with the
students’ academic performance.

The DSA and FP features proved to be very relevant
for predicting the students’ performance in the LFP course.
Thus, it is empirically confirmed that the background knowl-
edge provided by the DSA and FP courses is essential for
a good understanding of the concepts from LFP. The FP
course offers the fundamental concepts of programming like
modularisation, recursion, backtracking, testing, etc. In the
FP course, these concepts are implemented in Python, which
is a multi-paradigm programming language close to the
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functional paradigm. In the DSA course, students learn about
various data structures (arrays, linked lists, hash tables, trees)
used for implementing data containers and algorithms for
manipulating these data structures. Even if in the DSA
course the concepts are implemented in C++ programming
language, which is an imperative programming language,
it seems that the algorithmic skills acquired in this course are
fundamental for comprehending and thoroughly understand-
ing the declarative programming paradigm discussed in the
LFP course.

The experiments performed revealed that the features
related to practical exams (PE1 and PE2 in the data set
D2018−2020) have more relevance than the features regarding
laboratory grades. The explanation could be that practical
exams represent a type of long-term evaluation, so they
reveal the consolidated knowledge of students, being at the
end of a learning unit. The laboratory grades are short-term
evaluations and indicate to what extent a student has solved
the homework correctly. Thus, the students can get help in
their work (e.g. internet or fellowship resources), but in the
practical exams, they have to work on their own.

In what concerns the comparison between the stu-
dents’ performance in the traditional learning environment
(D2018−2020) and the online one, we observe that most of
the results indicate better performance metrics values for
D2018−2020 than for D2020−2021. Some reasons could be:
• D2018−2020 data set has more instances than D2020−2021
data set;

• in the 2020-2021 academic year, the LFP course was
taught for the first time in an online environment, and it
was a challenge for all, instructors and students, to adapt
to that new situation;

• students’ monitoring is more difficult in online environ-
ments, and this was proved by the differences between
the relevance of the NA feature (seminar attendances)
and its moderate/weak correlation with final grade;

• in traditional learning, practical exams were held, so stu-
dents had to learn for evaluations during the semester,
not only before the final exam;

• when homework is checked in online, the students can
cheat with their answers at screening questions.

V. CONCLUSION AND FUTURE WORK
The research previously presented introduced a machine
learning-based framework, IntelliDaM , which includes com-
ponents for feature analysis, unsupervised and supervised
learning-based mining, and is useful for enhancing the per-
formance of data mining tasks. The effectiveness of the
framework is evaluated and analysed in an EDM case study
consisting of real data collected at the Babeş-Bolyai Univer-
sity, Romania, over three academic years, for a Computer
Science (CS) discipline.

The proposed IntelliDaM framework is easily config-
urable and it may be applied to data mining in various
application domains (e.g., bioinformatics, software engineer-
ing, medicine, meteorology, etc.). It provides automatised

data exporting processes, well-determined pipeline steps,
multiple entry points to reduce the experiments’ duration and
favours traceable and reproducible results.

The research questions stated in Section I were answered.
The experimental evaluation highlighted that the results pro-
vided by the unsupervised and supervised learning-based
components of the IntelliDaM in the considered case study
are strongly correlated. The results revealed that the students’
learning patterns may be uncovered through machine learn-
ing models, and that these patterns are useful for predicting
their academic performance. Additionally, it has been shown
that the students’ performance prediction for a certain disci-
pline may be improved by including in the learning process
additional features representing their results from previous
CS courses.

The study carried out in this paper using IntelliDaM con-
firmed that the proposed framework could be a useful instru-
ment in educational environments, especially in decision-
making processes, such as the choice of the topics in design-
ing or updating courses, the setup of efficient examinations,
the prevention of plagiarism, or the solutions regarding stress
management.

Future work will be conducted to analyse SPP from mid-
dle and high schools in connection with to the scholars’
results in the national exams. We aim to further apply the
IntelliDaM framework to data mining tasks from other appli-
cation domains such as meteorology, software defects detec-
tion, marketing and advertising, gaming, or sports.
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