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ABSTRACT Research in Natural Language Processing (NLP) and computational linguistics highly depends
on a good quality representative corpus of any specific language. Bangla is one of the most spoken languages
in the world but Bangla NLP research is in its early stage of development due to the lack of quality public
corpus. This article describes the detailed compilation methodology of a comprehensive monolingual Bangla
corpus, KUMono (Khulna University Monolingual corpus). The newly developed corpus consists of more
than 350 million word tokens and more than one million unique tokens from 18 major text categories of
online Bangla websites. We have conducted several word-level and character-level linguistic phenomenon
analyses based on empirical studies of the developed corpus. The corpus follows Zipf’s curve and hapax
legomena rule. The quality of the corpus is also assessed by analyzing and comparing the inherent sparseness
of the corpus with existing Bangla corpora, by analyzing the distribution of function words of the corpus
and vocabulary growth rate. We have developed a Bangla article categorization application based on the
KUMono corpus and received compelling results by comparing to the state-of-the-art models.

INDEX TERMS NLP, Bangla corpus, N-gram, Zipf’s law, article categorization.

I. INTRODUCTION
In this era of real-time multimedia data generated in digital
and analog sources all around us, natural language process-
ing (NLP) is becoming more and more critical to make sense
of data. To retrieve the true essence of knowledge from this
enormous data, we need essential resources such as a corpus
to understand the words and their relationships. Applica-
tions of corpora have been extended to all areas of compu-
tational linguistics and natural language processing (NLP)
especially for generating training sets for language modeling
and machine learning.

English and some other European languages have long
developed their own standards and different types of special
corpora and various language processing tools. Bangla is
the seventh most spoken language and is used every day by
more than 250 million people around the world, such as the
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primary language in Bangladesh and the second language in
India [1]. Yet research on Bangla language processing is way
behind the other languageswith rich language resources. Very
few notable works on language resource building in Bangla
have been conducted. In this research, we aim to develop a
monolingual Bangla corpus based on an automatic collection
of very large-scale data from a wide variety of domains and
styles.

In linguistics, the term corpus generally refers to a col-
lection of texts upon which some general linguistic analysis
can be conducted. More specifically according to modern
linguistics corpus should represent several properties such
as machine-readable form, sampling and representativeness,
finite size, and means a standard reference for the language
variety [2]. Corpus is used as an ‘‘example bank’’ by many
linguists as empirical support for their hypothesis. It also
serves as a means for a quantitative study like frequency
information of words and phrases. A corpus may provide
metadata such as genre, temporal and spatial information
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about the origin of the texts, and based on a quantitative
study it can provide similarities and dissimilarities between
different types of texts. Quantitative information extracted
from the corpus is applied by computational linguistics and
by theoretical linguistics as well.

Corpus can be primarily divided into two genres: writ-
ten corpus and spoken corpus. Texts of a written corpus
comprised of language data collected from various written,
printed, published, and electronic sources. Brown Corpus is
the first major structured corpus of varied genres of American
English [3]. Texts of spoken corpus comprised of speech data
in written form by transcription. London-Lund Corpus is an
example of spoken corpus [4]. A sample or reference corpus
of a language should be a reliable repository of all the features
of the language. A sample corpus should consist of several
hundreds of millions of words from the language of spoken
and written, public and private, informative and fictional,
etc. of a society. A corpus can be designed by including
the time dimension as a design feature [5]. A corpus can
also be bilingual or multilingual. Canadian Hansard is the
first example of parallel or bilingual corpus [2]. A corpus is
specialized when it is designed based on specific research
goals. Cambridge and Nottingham Corpus of Discourse in
English (CANCODE) [6] and Michigan Corpus of Academic
Spoken English (MICASE) [7] are examples of the special-
ized corpus. Some corpus comprised of important collections
and extraordinary works of a language rather than gathering
ordinary language usage phenomena such as the works of
Shakespeare is another example of special corpus [2].

Corpus-based research has been carried out by linguistic
researchers from the previous century. Biblical concordances
represent the first significant examples of corpus-based
research with linguistic associations [8]. Corpus is also
applied for the compilation of grammar for English and
some other European languages. [9] and [10] are examples
of large-scale corpus-based reference grammars. Corpora
are now commonly used as the basis for creating dictio-
naries [3]. The empirical analysis of language provided by
Corpus Linguistics (CL) is being used in broader research
areas such as language teaching and learning, discourse
analysis, literary stylistics, forensic linguistics, pragmatics,
speech technology, sociolinguistics, and health communica-
tion, among others. Major publishers such as Oxford Univer-
sity Press, Cambridge University Press, Pearson-Longman,
Collins-COBUILD, and Macmillan all closely guard multi-
million-word corpora as language teaching material and reg-
ularly launch new materials which are corpus informed [3].

In this era of enormous data all around us, corpora have
become a compulsory component for applications of Natural
Language Processing (NLP) and computational linguistics.
Probabilistic model-based approaches are mainly used for
building language models and machine learning algorithms
for language processing. Probabilistic models yield better
results even for large-scale noisy data rather than carefully
selected limited balanced data [11]. Moreover, the Bangla
language has distinct linguistic features from other languages.

Bangla has 11 vowels and 39 consonants. The use of vowel
allographs, clustered letters in words, word formation rules,
and sentence structure contribute to making Bangla distinct.
Statistical analysis of a very large-scale Bangla corpus would
produce reliable results for distinct linguistic features of the
Bangla language. So in this research, we emphasize building
a large-scale corpus of the Bangla language. We have devel-
oped a monolingual written corpus of the Bangla language
consisting of several hundred million words. We found vari-
ous Banglawebsites as the source of collecting a large amount
of text or data.

Our corpus contains more than 353 million word tokens
and 1,686,270 unique word tokens from 1,292,527 online
articles. We named the developed corpus as KUMono corpus.
We hope language researchers would find this corpus useful
in the study of both theoretical and computational linguistics.

The rest of the article is organized as Section II describes
the history of building corpus, traditional corpus design prac-
tices, state-of-the-art corpora building approaches in various
languages, and observations about existing Bangla corpus
building approaches. Section III states the scope and objective
of this research, Section IV presents the step-by-step process
of compilation, structuring, and documentation process of
the Bangla corpus, KUMono. Next, several word-level and
character-level linguistic phenomena are analyzed on the
KUMono data in Section V followed by a number of eval-
uations of the quality of the developed corpus in Section VI.
Section VII explains article categorization as an applica-
tion of the KUMono corpus. Finally, this article concludes
with some other possible applications and future works on
KUMono in Section VIII.

II. BACKGROUND AND RELATED WORKS
This section briefly discusses history of building cor-
pus, mentions some influential English corpora, some
non-English corpora, and some important corpus building
approaches that are previously done in Bangla language.
Finally, we pointed out our observations of previous Bangla
corpora.

A. HISTORY OF BUILDING CORPUS
Historically corpora can be divided into two types: pre-
electronic corpora and electronic corpora. In the pre-
electronic era, corpus creation and analysis process was
time-consuming and required tedious manual labour. The
most significant pre-electronic corpus was the Survey of
English Usage (SEU) Corpus of spoken and written texts
whose compilation began in 1959 at University College
London [3]. Although the tedious manual analyses associated
with pre-electronic corpora are now seemed needless, these
corpora had played an important role in the development
of corpus linguistics as a field of research. Works from
1950-1970 on natural language texts were mainly dependent
on hand-crafted rule-based systems. But rule-based systems
are not entirely suitable for natural language processing since
they are not easily extensible to large-scale texts. Texts from
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natural language contain many unknown words and are very
ambiguous which is impossible to handle with rule-based
systems. The need for large-scale machine-readable corpus
becomes obvious for research on natural language process-
ing. A real breakthrough in compilation and analysis of cor-
pora began with the access to machine readable texts which
could be stored, transported, and analyzed electronically [2].

B. ENGLISH LANGUAGE CORPUS
In the 1970s and 1980s, there was an explosion in the quantity
and diversity of texts compiled and analyzed by computer.
Brown Corpus, the LOB Corpus, and the London-Lund Cor-
pus are considered as examples of first-generation comput-
erized English corpora [8]. Though they were not the only
early computer corpora, they were the most influential ones.
As soon as the world wideweb began to exploit as the primary
source of data, billion words corpus become possible. The
Cambridge English Corpus (formerly known as Cambridge
International Corpus) [12] and The Oxford English Cor-
pus (OEC) [13] both are multi-billion word text corpora
of 21st-century English. In this modern era of speed and
efficiency, young scholars are less willing to spend years just
collecting materials frommanuscripts [2]. Nowmore empha-
sis is given to coverage of more extensive text and enhancing
the depth and breadth of analysis. Now the application area of
new corpora with more accurate and multifaceted annotation
have been extended to discourse and pragmatic analysis [2].
The performance of Natural Language Processing applica-
tions based on probabilistic models highly depends on the
size of the corpora [11]. Some recent corpus based research
works are described in the following paragraphs.

C. NON-ENGLISH LANGUAGE CORPUS
There are numerous examples of non-English corpora in
many languages such as Spanish, Swedish, Portuguese,
Bulgarian, Mandarin, Japanese, etc. We only mention a few
non-English corpora here. In [14] authors describe the work
carried out on the EMILLE Project (Enabling Minority Lan-
guage Engineering), which was undertaken by the Univer-
sities of Lancaster and Sheffield. The EMILLE corpus is a
collection of fourteen South Asian languages’ monolingual
corpora with more than 96 million words. It also includes a
parallel corpus of English and five of these languages. The
paper explains the collection, storing, and processing steps
of the corpus in detail. The corpus also includes a parts-of-
speech tagged annotated component for one of the languages.
Uppsala written corpus of student writings is another example
of a recent corpus of Swedish texts [5]. The Uppsala Corpus
of Student Writings consists of several years of Swedish texts
produced as part of a national test for students aged from
9 - 19 years. The corpus consists of 2,500 texts and 1.5 mil-
lion tokens. Parts of the texts have been annotated on several
linguistic levels. Research work [11] describes the compila-
tion and annotation of Bulgarian National Corpus (BulNC)
composed of 979.6 million words. The main emphasis of
this research was to increase the size of the corpus rather

than following the traditional corpus designing approach. The
corpus contains a Bulgarian part and a Bulgarian-English
parallel corpus part. The Bulgarian part contains annotations
of several levels such asmorphosyntactic tagging, lemmatiza-
tion, word-sense annotation, annotation of noun phrases, and
named entities.

D. BANGLA LANGUAGE CORPUS
In recent years, a few Bangla language researchers have
demonstrated a keen interest in Bangla corpus develop-
ment and Bangla text analysis. Some notable progress has
been documented in corpus creation in [15]–[18], [19],
[20] and knowledge engineering on Bangla language
in [21]–[24], etc. The first electronic Bangla corpus was con-
structed by the Central Institute of Indian Languages (CIIL)
from 1991 to 1995 [25]. CIIL Bangla corpus had threemillion
words. In [25], the authors analyzed the linguistic features
of the Bangla language based on the CIIL Bangla corpus
of three million words. But Indian Bangla language and the
Bangladeshi Bangla language has some differences in terms
of phonetic structure and writing style. So every analysis that
is true for the Indian Bangla languagemight not be true for the
Bangladeshi Bangla language. Moreover, a corpus consisting
of 3 million words is not enough to represent every linguistic
feature of any language correctly.

Authors of [16] address the issue of automatic Bangla cor-
pus creation by focusing on language detection and Unicode
conversion of retrieved text. In [17] authors aimed to develop
a standard corpus on the Bangla language and collected
data from different web domains that contain 7.6 million
words (tokens) in total and 285,496 unique word types. They
have also performed a few analyses of language phenomena
on the corpus. In [15] authors presented the compilation
methodology of a news corpus of a specific newspaper of
a certain year that contains 18.067 million word tokens and
386,639 unique word types. They also have conducted some
statistical analyses based on the word frequency count of the
corpus. In [18] authors presented construction methodology
and some statistical analysis of a Bangla corpus composed
of 27 million words from six domains. The authors claimed
the corpus as a reference corpus for the Bangla language.
They have also presented several results of the study of
features of the Bangla language based on empirical analysis
of the corpus. In [20] a new corpus NHMono01 consisting
of 100,142,522 tokens was developed. Their developed spell
and grammar checker application of the corpus demonstrated
some excellent results.

E. OBSERVATIONS ABOUT EXISTING BANGLA CORPORA
We have several observations of previous Bangla corpus
building approaches. We tried to incorporate the knowledge
of the observations in our proposed Bangla corpus building
approach. Our observations from previous Bangla corpus
building approaches and how our developed corpus incorpo-
rates the knowledge are pointed out below.
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• Corpus Building Strategy:Most of the previous Bangla
corpora compilation was done manually or semi-
automatically. Manual approaches are not suitable for
the compilation of very large scale data. With the
increased development of language technologies, appli-
cations of corpora as a resource for training dataset for
machine learning and language modeling is inevitable.
It has been proved that a large dataset performs more
reliably in probabilistic machine learning than a smaller
dataset even if it is noisy [11]. We attempted a fully
automatic data collection approach for developing a
monolingual Bangla corpus. Automatic collection of
texts facilitates dynamic enlargement, electronic storage
and efficient management of corpus data.

• Small Corpus Size: To the best of our knowledge, our
developed corpus is the largest monolingual corpus in
Bangla. It is many times larger than other available
corpora in Bangla language both in terms of total word
count and of unique word count (presented in Table 2).
Probabilistic machine learning algorithms’ performance
highly depends on dataset size. The performance of
machine learning algorithms for article categorization
presented in section VII proves this statement too.

• Small Lexicon Size: According to corpus linguistics,
there is no specific definition for optimal corpus size.
Generally, optimality of corpus is ensured by adequate
coverage of lexical diversity that is estimated by word-
stock of the corpus [11]. The lexicon of our devel-
oped corpus is richer than all other available corpora of
Bangla language. Although limited sized corpus is still
appropriate for domain specific applications of corpus,
the large collection of lexicons from diverse domains
facilitates the applications of corpus in many fields
where lexical statistics and diversity are required.

• Unavailability of N-Grams: Unlike other available
corpora of Bangla language we have extracted word
N-grams (N = 1,2,3) from our developed corpus.
Various N-gram based applications such as spelling
error detection and correction, grammatical error detec-
tion, information retrieval, query expansion, dictionary
look-up, text compression, language identification etc.
could be facilitated by extracted N-grams.

• Meta Tagging of Corpus: We have implemented article
level tagging in our proposed corpus. Several types of
information about each article are extracted and stored as
article level tags. This meta-tagging approach facilitates
the implementation of various corpus-based applica-
tions. In this article, we have implemented article cate-
gorization as an application of our developed corpus. All
the previous Bangla article categorization approaches
except [26] are based on a small dataset having a limited
number of samples per category. The performance of
machine learning algorithms is highly dependent on the
number of samples. Our developed machine learning
based Bangla article or document categorization exper-
iment showed outstanding performance.

III. SCOPE AND OBJECTIVE OF PROPOSED WORK
Bangla is the seventh most spoken language of the world as
well as rich in vocabulary and morphological variation, yet
labeled as low resource language in linguistic research. This
paper attempts to fill this gap by building a large scale quality
Bangla corpus. The following section describes the scope and
objective of this research work.

• Firstly, we contribute to resource building by developing
a very large Bangla corpus with known statistics for
natural language processing. In this paper, we have com-
piled a Bangla corpus KUMono by collecting Bangla
text data from 18 major categories of text from approx-
imately 1.3 million articles. The KUMono corpus con-
tains more than 353 million word tokens and 1,686,270
unique word tokens. We hope this large scale corpus
will perform better as a training dataset in probabilistic
models.

• Secondly, we envision to make the corpus available
online and freely accessible for research. We strongly
believe that public access to this large-scale KUMono
corpus will encourage Bangla text research in the intel-
lectual community. The text collection process of the
corpus is automatic to ensure dynamic enlargement and
efficient management.

• Thirdly, we compiled important Bangla N-grams from
the corpus and conducted different word and character
level language profiling. We believe that the extracted
statistical linguistic features of the corpus will facilitate
in the development of effective Bangla language related
applications.

• Fourthly, before using the developed corpus as a train-
ing dataset for different types of linguistic applications,
it is obvious to assure the quality of the corpus. So we
assessed the quality of the corpus using different corpus
assessment techniques and compared the assessment
results with existing Bangla corpora.

• Finally, to assess the performance of the corpora as a
training dataset, we have implemented article catego-
rization as an application of the corpus and compared
the results with state of the art categorization results.

IV. DEVELOPMENT OF MONOLINGUAL BANGLA CORPUS
KUMono
With the availability of web data and rapid development
of technologies, traditional carefully selected fixed sized
corpora became less useful. Traditional corpora are good
for finding collocations and concordances but today’s major
applications of corpora include training of machine learning
algorithms and developing language models. Probabilistic
models based on a larger amount of data yield more reliable
models even if they are noisy than smaller-sized datasets [11].
The optimal corpus size that will obtain the core vocabulary
and ensure lexical diversity of any language is not deter-
mined in any language. Now researchers are mainly focusing
on collecting an extensive amount of text and performing
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FIGURE 1. Corpus preparation and analysis diagram.

a detailed and comprehensive analysis of the text. In this
study, we focus on developing a very large Bangla corpus.
To develop a rich public Bangla corpus, KUMono,1 we have
crawled through online Bangla websites for data collection.
We have collected articles with UTF-8 encoding. The total
procedure of corpus generation and analysis is depicted in
Figure 1 diagrammatically.

A. DATA COLLECTION
We have collected Bangla text from various online Bangla
websites. We found the newspaper sites as the most useful
sites as they are updated daily with new stories and contain
managed article archives. Generally, a handful of intellectual
people are engaged in the process of writing, editing, review-
ing, categorizing, and publishing every online newspaper arti-
cle. We have developed a specific crawler for each website to
extract data. Each crawler has three segments: find main page
URLs, find all unit page URLs from eachmain page URL and
finally crawl electronic texts from specific unit pages. The
pseudo-code for the designed crawler for collecting texts is
shown in Algorithm 1. We store the collected texts from each
article in a CSV file format as Title, Author, Content, Date,
Category. Finally, we have developed our corpus from these
articles after several steps of pre-processing as described
in the next sub-section. The total number of articles in the
developed corpus at the time of this reporting is 1,292,527
(approximately 1.3 million). We have crawled data simulta-
neously from several domains for about 4 months at a stretch.
Crawling data from the web is very time consuming. So we
have used both local machines (IDE: PyCharm) and Google
Colab for crawling texts from the web. About 42% (540,195
articles) of data was crawled using local machine and about
58% (752,332 articles) data was crawled using Google Colab.
More than 30 persons were involved in the data collection,

1KUMono Github Data, https://github.com/dgted/BNC

cleaning, categorization, and verification process which can
be termed as semi-automatic. Continuous Internet connection
is a basic requirement for crawling data from the web. There
remains a chance of data redundancy due to the internet
connection interruption at some time.

We have extracted several extralinguistic metadata about
the text during the crawling period. The metadata we
extracted and stored during the data collection period is: Title,
Author,Content,Date,Category. We consider these metadata
as article level tagging. Most of the articles from newspa-
per sites and blogs were already categorized. For further
quality assurance, we manually rechecked the automatically
extracted tags. More than 30 persons were involved in the
rechecking process. Each article was checked by two persons
and if any confusion aroused then it was checked again by
a third person. The final category was selected based on a
majority vote. The total data collection and article tagging
process took six months. Figure 2 presents an example anno-
tation of the corpus text metadata. In Figure 2 the nodes rep-
resent the categories of metadata and lines or arcs represent
the relationship between nodes.

Algorithm 1 KUMono_Crawler
1: base address← domain link
2: Generate category-wise main page links using base address.
3: Find the main page URLs by appending date with the

category-wise main page links
4: Store the main page URLs into a list named main_links.
5: Open a CSV file named main_pl in write mode.
6: for link in main_links do
7: main_pl.writerow(link)
8: end for
9: ReadCSV← CSV.reader(main_pl)

10: for main_url in ReadCSV do
11: page← requests.get(main_url)
12: soup← bs4(page.content, ‘html.parser’)
13: Divs← soup.find_all(div, class)
14: Open Unit_links.csv in write mode
15: for article in Divs do
16: a_tag← article.find(a)
17: news_link← a_tag(href)
18: Unit_links.writerow(article_link)
19: end for
20: end for
21: Read the Unit_links file as unit_page_urls
22: for url in unit_page_urls do
23: title← article_title(url)
24: author← article_author(url)
25: content← article_content(url)
26: date← article_date(url)
27: category← article_category(url)
28: output← [title, author, content, date, category]
29: append output to CSV file final_result
30: end for
31: Output: In final_result CSV file, each row is the required result

having title, author, content, date & category.

The final compiled corpus contains 353,547,583
(353.55 million) tokens from 1,292,527 (approximately
1.3 million) articles of 18 major text categories. On aver-
age, each article contains 273.53 words. The corpus has a
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FIGURE 2. Example annotation of corpus text metadata.

wide variety of Bangla texts in different categories and each
category has many sub-categories. In the corpus, we got
514 different sub-categories as different publishers catego-
rize articles in their own way. To generalize it, we have
taken similar sub-categories to map into a single one. The
generalized categorization process was manually done by
the involved volunteers. Finally, we have categorized all
articles from the corpus into 18 categories which is shown
in Table 1. When any article’s category does not match
with any of the major categories then we checked with the
sub-categories. If the article’s category matched with any
of our sub-category then the article’s category is tagged as
the category name the sub-category belongs to. For space
limitations, in Table 1 only the major sub-categories of the
categories are shown. The distribution of categories in the
percentage of total articles is also presented in the mentioned
table. Texts from different categories and sub-categories
would ensure texts genres variability and also articles from
different domains of different authors ensure language usage
variability. Table 1 also represents category wise count of
total word, unique word, and type-to-token ratio informa-
tion. The National category contains the highest number of
total words but the lowest type-to-token ratio. International,
Politics, and Economics categories also have a low type-
to-token ratio. On the other hand, Literature, Agriculture,
Environment, and Religion have high type-to-token ratio. The
vocabulary of categories with high type-to-token ratio is rich
with word variations. In total, our developed corpus contains
1,686,270 unique tokens from different genres of Bangla. It is
difficult to maintain the balanced criteria of a corpus for a
dynamically evolving corpus. Rather a balanced sub-corpus
can be developed by extracting data based on domain, genre,
author, time-domain etc.

A comparison table of Bangla corpora based on size is
presented in Table 2. Our developed corpus is many times
larger than the largest corpus among other Bangla corpora
and captures more vocabulary than all other corpora.

B. DATA PRE-PROCESSING
In the pre-processing phase, we conducted data cleaning,
tokenization and stop words removal. After cleaning and
tokenization, we removed stop words from one version of the
corpus and kept the stop words in another version.

1) DATA CLEANING AND TOKENIZATION
In the tokenization phase, the texts are split into sentences
and the sentences are split into words. As in Bangla language,
words are normally separated by white spaces or by punctua-
tion marks so tokenization is comparatively easy in Bangla
than in some other languages where white space does not
resemble word boundary. In tokenization phase, we consider
punctuation marks, brackets, numbers and hyphens as word
boundary.

All the collected articles are stored in a CSV file. The size
of the CSV file is around 6.00 GB. Pre-processing such a big
file all at once is difficult. To perform the pre-processing and
analysis efficiently we divided the whole corpus into 33 seg-
ments and performed pre-processing and analysis on each
segment separately and finally, we combined the results of
all segments. After cleaning with the python’s built in Bangla
text cleaning library, we found some punctuation and special
symbols that were still present in the pre-processed corpus.
For better cleaning of the dataset we have developed a python
script that is also used to find the unique tokens. Our devel-
oped cleaner can recognize more symbols. For example, the
builtin Python’s script extracted 84542 unique tokens from
a specific sub-dataset, and our improvised cleaner identi-
fied 245 unnecessary tokens. Overall, our improvised cleaner
identified unnecessary 1,09,376 unique tokens from the total
KUMono dataset. After punctuation removal and tokeniza-
tion we got 353,547,583 word tokens and 1,686,270 unique
word tokens for the entire KUMono corpus.We didn’t remove
numbers because some numbers have great significance such
as , , , , , etc. Our
improvised cleaner played important role to develop a good
quality corpus.

2) STOP WORDS REMOVAL
The words those are less significant in a document but occur
frequently (e.g. , , , , , ,

, , , etc.) can be considered as stop
words. Stop words are also called as function words of a
language. Stopwords or functionwords does not contribute to
the meaning of text. So they have little value in information
retrieval or knowledge engineering. So we have decided to
remove these type of words from one version of our corpus
to discover the content words. We have created a dictionary
having 1409 such stop words or function words and removed
those words from the corpus in one version. Our intention
was to discover the content words and N-Grams from the
most frequent list. After the stop word removal process, the
number of unique tokens became 1,684,861 in one version of
the corpus.

V. STATISTICAL ANALYSIS OF KUMono BANGLA
LANGUAGE PROFILE
We have analyzed various linguistic phenomena of Bangla
both at word-level and character-level based on our devel-
oped corpus. We also have extracted unigrams, bigrams,
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TABLE 1. Distribution of crawled Bangla newspaper categories and sub-categories.

TABLE 2. Comparison between KUMono and other contemporary Bangla corpora.

and trigrams from the corpus before and after removing
stop words. An n-gram is a contiguous sequence of n
items from a given sample of text. We extracted those
n-grams from the pre-processed data. In the following sub-
sections, the word level and character level characteristics
of the Bangla language are analyzed and discussed step
by step.

A. WORD LEVEL ANALYSIS
1) TOP 20 NGRAMS OF THE CORPUS
We have extracted the most frequent n-grams of the cor-
pus. The top 20 unigrams, bigrams, trigrams of the corpus
are listed in Table 3. The most frequent words of any lan-
guage are always the function words or stop words. They
are small in length and belong to a closed set of words that
mark grammatical structure rather than referring to some-
thing meaningful. In any reasonably sized corpus, function
words are the top frequent words. From Table 3 it is also
evident. They are important for assessing the quality of a
corpus. We observed that the function words cover 35.57%
of the total tokens of our corpus. But a corpus has some
other usage such as information retrieval that needs to ignore
the function words. To retrieve the content words of the
corpus, we have removed the stop words from one version
of the corpus. In Table 4, the top 20 frequent unigrams,
bigrams, and trigrams are listed after removing the stop
words.

2) UNIGRAM
In the fields of computational linguistics and probability,
an n-gram consists of a single item from a given sample of
text or speech is known as a unigram. In this stage, unigrams
have been extracted for non-stemmed words from the pre-
processed data. We have extracted unigrams for the complete
dataset. For computational efficiency, the corpus is divided
into several sub-datasets. Unigrams are extracted from each
subset and finally results from all subsets are merged. For
the KUMono dataset, we have recorded the total number
of lexicons (tokens/unigrams), the total number of unique
unigrams, an alphabetically sorted dictionary of unique uni-
grams, a frequency-based (descending order) dictionary of
unique unigrams.

All unique unigrams of all sub-datasets are merged tomake
a final unique unigram dictionary for the developed KUMono
corpus with the corresponding frequency count. The devel-
oped KUMono corpus has a total of 1,686,270 unique tokens
(unigrams). From our unigram dictionary, we have shown
the frequency-wise top 20 unigrams in Table 3. All these
unigrams are stop words. Among them, Bangla letter has
the highest frequency 4,074,258. Table 4 presents the top
20 unigrams after removing stop words.

3) BIGRAM
A bigram is a sequence of two adjacent words from a
given sample of text. A bigram is an n-gram for n = 2.
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TABLE 3. Top 20 frequent N-grams without removing stop words in KUMono corpus.

TABLE 4. Top 20 frequent N-grams after removing stop words in KUMono corpus.

The frequency distribution of every bigram in a text is com-
monly used for simple statistical analysis of text in many
NLP and computational linguistics applications. Bigrams
have been extracted from non-stemmed words. For each sub
dataset, we have recorded the number of all bigrams, the total
number of unique bigrams, an alphabetically sorted dictio-
nary of unique bigrams, and a frequency-based dictionary for
unique bigrams (in descending order).

All unique bigrams of all sub-datasets are merged to make
a final unique bigram dictionary for the developed KUMono

corpus with the corresponding frequency count. The devel-
oped corpus has a total of 89,518,234 (89.51 million) possi-
ble unique bigrams. Among them is the bigram
having the highest frequency 512,798.

To accept two consecutive words as a bigram, the total
number of times the consecutive words appeared together
is calculated. We have considered 4 threshold frequencies:
20, 50, 100, and 200 to extract bigrams from the KUMono
corpus. Threshold frequency refers to the limit or boundary of
accepting or rejecting a bigram from all bigrams. Threshold
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TABLE 5. Threshold frequency wise Bigram.

TABLE 6. Threshold frequency wise Trigram.

frequency 20 means if a bigram frequency (count) is at least
20 then it is accepted, otherwise rejected. Using threshold
frequency 20, the developed corpus has a total of 1,982,599
(almost 2 million) bigrams and 342,388 unique bigrams.
In Table 5, we have shown the information of bigrams using
four threshold frequencies.

4) TRIGRAM
A trigram is a sequence of three adjacent elements from a
given sample of text or speech. A trigram is an n-gram for
n = 3. The frequency distribution of trigrams in a text is
commonly used for simple statistical analysis of text in many
applications like bigrams. Like bigrams, we have recorded the
number of all trigrams, the total number of unique trigrams,
an alphabetically sorted dictionary of unique trigrams, and a
frequency-based dictionary for unique trigrams(in descend-
ing order) for all sub-datasets. All unique trigrams of all
sub-datasets are merged to make a final unique trigram dic-
tionary for the developed KUMono corpus with the corre-
sponding frequency count. The developed KUMono corpus
has 165,458,839 (165.46 million) unique trigrams. Trigrams
have been also extracted using same threshold frequencies
like bigrams. Using threshold frequency 20, the developed
corpus has a total of 682,795 trigrams and 214,598 unique
trigrams. In Table 6, we have shown the number of trigrams
using four threshold frequencies.

5) AVERAGE WORD LENGTH
There are about 1887,590,281 characters excluding spaces
and punctuations in the corpus with an average of 5.34 letters
per word. In ordinary English text, there are on an average
about 4.5 letters per word [28]. English words form with
only 5 vowels and 21 consonants whereas Bangla words form
with 11 vowels, 20 allographs, and 39 consonants making
the Bangla word length longer. The most frequent words
are the function words of any language. Bangla function
words are very short. If we didn’t consider function words
to calculate average word length then the average length per
word would be even longer than 5.34 letters per word. In the
article [18], authors found an average Bangla word length
of 5.15 characters per word, and in [28] authors reported an

FIGURE 3. Usage of words vs. word length in KUMono corpus.

FIGURE 4. Usage of unique words vs. word length in KUMono corpus.

average Bangla word length of 5.12 for CIIL corpus which
are similar to our findings. Whereas in article [15], authors
found an average word length of 8.62 characters per Bangla
word which is dissimilar to our result. Authors of [15] did
not consider hyphens as word boundary but we did. Probably
this is the reason for them behind finding a higher value for
average word length. Figure 3 presents usage of words (%)
vs. word length of our developed corpus. The high frequency
of function words has an impact on Figure 3. We also experi-
mented on % of occurrence of n-letter words vs. word length
considering unique words only. Figure 4 presents the results
for unique words. Though average word length of the corpus
is 5.34, considering only % of occurrence of unique words,
average word length is around 8. We also sort out frequent
n-letter words of the corpus. Table 7, presents top 10 frequent
n-letter words of our corpus. Words with joint letters count
one extra letter because a Hoshonto ( ) is counted with the
first letter of the joint letter.

B. CHARACTER LEVEL ANALYSIS
1) FREQUENCY OF CHARACTERS
We have calculated the occurrence of each Bangla character
in percentage according to our corpus. We found , , ,
, , , , are the most frequent characters of Bangla

and , , , , , , are the less frequent characters of
Bangla. Table 8, presents the usage of each Bangla character
in percentage according to our corpus. Character level statis-
tical analysis of corpus shows that around 34.26% characters
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TABLE 7. The top 10 frequent n-letter (n = 1 to 7) words in the KUMono corpus.

TABLE 8. Percentage of occurrence of each letter in the corpus.

of the corpus are vowels and around 65.64% characters of the
corpus are consonants.

2) FREQUENCY OF INITIAL CHARACTERS
The frequency of each Bangla alphabet that starts a Bangla
word in a Bangla article has been observed for the developed
KUMono corpus. We have calculated the frequency of words
with a certain initial character in two different ways. Firstly
from total word tokens of the corpus and secondly from
the unique unigrams of the corpus. In the total tokens list,
words starting with has been used most frequently. 9.07%
of words of the corpus starts with . , , , , have
been used more frequently than other characters as initial
characters of words. Table 9, presents a complete list of
the percentage of occurrence of each alphabet as the initial
character of Bangla word according to our corpus. We have
observed that the probability of occurrence as first alphabet
for , , , , are higher than the other ones. So, we can
predict that we will get more words in a Bangla document
starting with these five alphabets. Comparatively, , , ,
, have less importance as starting alphabets of Bangla

words. There are total 50 different Bangla alphabets (Bangla
vowels and Bangla consonants). Few of them never occurs
at the starting position of a Bangla word such as , , ,
, , , , these seven letters are never used as initial
character of any word. We have also calculated the frequency
of words with a certain initial character from the list of unique
word tokens of the corpus. This means, how many unique
unigrams the corpus have that starts with , , , etc.
We have shown a list of initial letter frequency of Bangla

alphabets from unique tokens in Table 10. The unique word
list of the corpus containsmorewords with initial character .
There are 1,54,235 unique unigrams those start with alphabet
. So it has been observed from statistical data that though

the corpus contains more unique words starting with , yet
the frequency of words starting with is higher than the
frequency of words starting with in the corpus.

In character level statistical analysis of KUMono corpus,
we have done some other simple frequency based statistics.
Among allographs the occurrence of aa-kar ( ) is
highest (35.15%) followed by e-kar ( ) and i-kar
( ) respectively. Among consonant graphic variants
ra-phala ( ) (40.82%) is highest followed by j-phala
( ) and b-phala ( ).

VI. QUALITY ASSURANCE OF KUMono CORPUS
It is unrealistic to ensure quality of a multi-million word cor-
pus bymanual checking. Thus, we evaluated the quality of the
developed corpus in two ways. Firstly, we perform different
empirical study based evaluation to assure that the developed
corpus follows general features of natural language texts.
Secondly, we implement article categorization as an appli-
cation of the developed corpus and compare the results with
state-of-the art categorization results to ensure quality of the
corpus as training dataset for probabilistic models. Behaviour
of functionwords are analysed tomeasure the homogeneity of
the corpus, Zipf’s curve is plotted with word frequencies and
ranks to analyze whether the term distributions of the corpus
data follows human nature of vocabulary usage, inherent
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TABLE 9. Percentage of occurrence of initial letter of words in the corpus.

TABLE 10. Percentage of occurrence of initial letter of unique words in the corpus.

sparseness of the developed corpus is analyzed and compared
with similar sized Arabic and English corpus, vocabulary
growth rate of the corpus is measured for understanding how
frequently new word types are encountered.

A. ZIPF’s LAW
If all the words of a large corpus are listed in order of their
frequency of occurrence then Zipf’s law states that there is a
relationship between the frequency of a word f and its rank in
the list r [29]. According to Zipf’s law:

f ∝
1
r

(1)

There is a constant k such that f . r = k.
For example, this says that the 100th most common word

should occur with three times the frequency of the 300th most
common word. As the values of f and r tends to be very big,
Zipf’s law is rewritten as:

log(f ).log(r) = log(k). (2)

Figure 5 presents the Zipf’s curve of our corpus. From
Figure 5, we observe that the curve is almost linear for our
corpus, so Zipf’s law is approximately held. Zipf’s law is
useful as a rough description of the frequency distribution of
words in human languages. There are a few very common
words, a middling number of medium frequency words, and
many low-frequency words. Human nature tends to minimize
effort by using a small vocabulary of common words [29].

B. HAPAX LEGOMENA AND VOCABULARY GROWTH
Statistical results of the distribution of word types and their
frequencies are given in Table 11. Close to half of the words

FIGURE 5. Zipf’s curve of KUMono corpus.

are hapax legomena, i.e. occur only once. This is also true
for most of the large corpora [3]. About 85 percent of the
words are instanced just a few times. The vocabulary growth
rate of any corpus can be calculated from V(1)/N (the ratio
of the number of words that occurred once and the total
number of words of that corpus) [30]. The written section
of the British National Corpus has a vocabulary growth rate
0.003 and the vocabulary growth rate of SUMono corpus
is 0.01 [18]. The vocabulary growth rate of our developed
KUMono corpus is (731,912/353,547,583)= 0.0021which is
relatively lower than compared with SUMono corpus. As our
developed corpus size is much larger than SUMono corpus
both in total word and the total word appeared once context,
its vocabulary is growing at a slower pace. In Figure 6 the
vocabulary growth rate of KUMono corpus is depicted.

C. INHERENT SPARSENESS OF KUMono BANGLA CORPUS
Sparseness is an important issue in statistical natural language
processing. Generally sparseness means almost all words in
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FIGURE 6. Vocabulary growth rate of KUMono corpus.

TABLE 11. Type token information of KUMono.

a corpus are infrequent [29]. In other words, it means that
some quite common or reasonable words are absent from
a particular dataset. Inherent sparseness of a particular lan-
guage is measured by calculating the Type-to-Token ratio of
the language. For better understanding of inherent sparseness
of any language, Type-to-Token Ratios of several languages
are compared for equal text length and comparable genres.
To study Type-to-Token ratio of the Bangla language in rela-
tion to English and Arabic according to our corpus, we have
used Type-to-Token ratios of renowned Brown corpus and
Al-Hayat corpus for English and Arabic language respec-
tively. Information of Brown corpus and Al-Hayat corpus
was taken from the article [19]. It may take more words in
one particular language to express the same meaning than in
another language. We present Type-to-Token ratio of these
three languages for six different fragment sizes of data as
displayed in Table 12. From Table 12 we observe that Bangla
has a low Type-to-Token ratio than English and a high value
than Arabic for all fragment sizes. Morphosyntactic features
and orthographic conventions influence Type-to-Token ratios
for the same fragment size [19]. Arabic has comparatively
rich vocabulary and morphological variation than English
and Bangla. It means that any specific word will appear
less frequently in Arabic than in English or Bangla. As a
result, Arabic datasets will have a higher degree of inher-
ent sparseness than comparable other language counterparts.
Bangla is also rich in vocabulary and has high morphological
inflection than English and is inherently more sparse than
English. Sparseness also partially depends on corpus quality
and corpus size. Sparseness becomes less acute as the corpus
gets larger [31].

TABLE 12. Type-to-token ratios for corpora fragments of different lengths
of different language.

TABLE 13. Type-to-token ratio comparison of different Bangla corpora.

Each fragment’s Type-to-Token ratio presented in Table 12
is average value of five random fragments of respective
sizes. In Table 13 we present a Type-to-Token ratio compar-
ison of Prothom-Alo [15], SUMono [18], and our developed
KUMono corpus. It is evident that for the same fragment size
our developed KUMono corpus is less sparse than the other
two comparative corpora.

D. BEHAVIOUR OF FUNCTION WORDS
We have removed the function words from one version of
our corpus and kept them in another version to analyze their
influence on language formation and the behavior of function
words of the Bangla language. The function words are named
as ’’bursty’’ words as they occur more frequently in all types
of documents. In our corpus, 35.57% of tokens of the whole
corpus are function words or stop words.

Though function words have little value in information
retrieval or knowledge engineering, their homogeneous pres-
ence across the corpus proves corpus quality. To analyze
the behavior of function words in our corpus, we randomly
took five equal-sized chunks from the corpus and calculated
the word frequencies. In Table 14, top frequent 10 words
from each chunk are presented along with their percentage
of the occurrence. Because function words tend to distribute
more homogeneously than content words of any corpus, their
percentage of occurrence should have a similar value or they
should appear in a similar order in all comparable chunks for
equal-sized chunks of any corpus. In Table 14, function words
occurring in similar order and their percentage of occurrence
in the different chunks are also similar. So the function words
are distributed homogeneously across the corpus.

VII. ARTICLE CLASSIFICATION USING THE KUMono
CORPUS
We have implemented automatic article categorization as an
application of our developed corpus. With the rapid growth
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TABLE 14. Behaviour of function words.

FIGURE 7. System flow diagram of the developed article categorization
model.

and availability of digital texts, automatic categorization of
texts can be useful for organizing huge digital content. The
process of labeling articles into one of the predefined cate-
gories based on content is article categorization. The devel-
oped corpus has a total of 1,292,527 articles. Instead of taking
the whole corpus, we have taken 8 categories and 30K articles
from each category of the developed KUMono corpus for
categorization.

A. ARTICLE CATEGORIZATION MODEL
The steps of classification include data selection from the
KUMono corpus, pre-processing, feature extraction, and
classifier training. We categorize news articles based on
the result of the trained model and finally analyze our
results. Figure 7 depicts the total article categorization model.
Here pre-processing steps include tokenization, punctuation
removal, stop word removal, and stemming. Data collection
and pre-processing steps are already discussed in the previous
section IV. Rest of the steps are discussed in the following
sub-sections.

1) FEATURE EXTRACTION
We have used the well-known feature extraction metric
TF-IDF (Term Frequency-Inverse Document Frequency),
to extract features from articles. TF-IDF is a weighting
scheme often used in information retrieval and text min-
ing [32]. It is a numerical statistic that is intended to reflect

how important a word is to a document in a corpus. The
TF-IDF value increases proportionally to the number of times
a word appears in the document and is offset by the number of
documents in the corpus that contain the word. The TF-IDF
value of all the words has been calculated to have an insight
into the total corpus.

2) CLASSIFIER DESIGN FOR TRAINING
The classifiers we have adopted to perform article categoriza-
tion are: Naïve Bayes (NB), Support Vector Machine (SVM),
and K Nearest Neighbor (KNN), Logistic Regression (LR),
Decision Tree (DT) and Random Forest (RF).

• Naïve Bayes (NB): Naïve Bayes (NB) is a simple prob-
abilistic classifier based on Bayes’ theorem [33]. It is
a supervised learning algorithm and can make quick
predictions by building fast machine learning models.
It can be used for binary and multi-class classifications.

• Support Vector Machine (SVM): SVM is a supervised
machine learning technique which is actually a binary
classifier based on the principle of structural risk min-
imization [34]. SVM creates a hyperplane or decision
boundary to segregate n-dimensional space into classes.

• K Nearest Neighbor (KNN): KNN is a statistical pattern
recognition algorithm that has been studied extensively
for text categorization applications [35]. It is a simple
supervised learning technique that classifies new data
into a category based on similarities. KNN algorithm
measures similarities between new data and available
previous cases and put the new case into a category that
is most similar to the data.

• Logistic Regression (LR):Logistic Regression is a super-
vised classification algorithm. It fits a logistic function
also called sigmoid function to predict probabilistic val-
ues of depended variables. The curve generated from the
logistic function indicates the likelihood of occurrence
of something.

• Decision Tree (DT):Decision Tree is another supervised
machine learning classifier that produces a tree shaped
structure where the internal nodes represent dataset fea-
tures, branches represent decision rules and the leaf
nodes represent the outcomes.

• Random Forest (RF): Random Forest is an ensemble
learning based machine learning technique. It forms
multiple decision trees out of the dataset and predicts
the final output based on the majority votes of the
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TABLE 15. Performance of decision tree.

TABLE 16. Performance comparison of different learning models.

predictions of the decision trees. The greater the number
of decision trees in the forest, the better the prediction
with increased computational cost.

3) PERFORMANCE METRIC
To evaluate the performance of the developed article catego-
rization method we have used the F1-measure and accuracy.
F1 measure is directly related to precision and recall. Preci-
sion is the ratio between the true Positives and total predicted
positives. It reveals how accurate the model is compared to
all predicted positives. And Recall is the ratio between the
true positives and total actual positives. So recall reflects how
many positives the developed model can detect compared to
all actual positives. Precision and recall are calculated as the
following equations:

Precision =
TP

TP+ FP
(3)

Recall =
TP

TP+ FN
(4)

Here TP, TN, FP and FN represents True Positive, True
Negative, False Positive and False Negative respectively.
F1-score is calculated from precision and recall by the fol-
lowing equation,

F1 = 2×
Precision× Recall
Precision+ Recall

(5)

F1-measure is the harmonic mean of the model’s Precision
and Recall. Accuracy is the ratio between the number of
correct predictions and total predictions. The best accuracy
value is 1 and 0 is the worst. It reflects how accurate a model
is behaving. Accuracy can be calculated as:

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(6)

B. EXPERIMENTAL RESULTS AND DISCUSSIONS
We have developed an experimental dataset consisting of
articles from the corpus. In article categorization dataset, arti-
cles belonged to the following categories: Crime, Economics,
Entertainment, Politics, Religion, Sports, Technology, and
Education. The dataset consists of 30,000 articles from each
category. The training and test data consists of 90% and 10%
data from total dataset. We found the best results for Random
Forest (RF) and Decision Tree (DT) algorithms. In Table 15
the details Precision, Recall, F1-score and Accuracy of each
category is presented for Decision Tree (DT) classifier.

In Table 16 the average precision, recall, F1-score of each
classifier is presented. Here the values presented are the
average value of all categories. From Table 16 we can easily
identify that Random Forest and Decision Tree outperformed
other classifiers. It is noted that TF-IDF feature extraction
method was applied for all classifiers.

In Table 17 we compared the average performance of
Random Forest classifier on our article categorization exper-
imental dataset with the best results of other state-of-the-art
Bangla document classification research. From Table 17 it is
clear that our classification result outperformed all the state-
of-the-art works except [36]. Deep learning based model
LSTM proposed in [36] slightly outperformed our model.
Better performance of classification largely relies on the
type of learning model and quality of the training dataset.
Deep learning based learning models are able to extract the

TABLE 17. Performance comparison with state-of-the-art works in Bangla text classification.
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contextual information of data by adding extra computational
cost. We believe, machine learning algorithms Random For-
est and Decision Tree performs almost same as the best result
of state-of-the-art research because of the quality of training
dataset.

VIII. CONCLUSION
Bangla language is lacking in enough NLP research and
resources compared to many other languages. In this article,
we have addressed the issue of resource building by develop-
ing a monolingual Bangla corpus of more than 353 million
word tokens. We also have performed a detailed analysis
of several word level and character level phenomena of the
Bangla language by various statistical tools. We have studied
the usage frequency of words of different lengths, the average
word length of Bangla, the most frequent words in Bangla,
etc. Character level analysis of Bangla language includes
observing the most frequent and least frequent characters,
characters frequently used as word initials, frequency of
unique tokens of specific initial characters, etc. Assessment
of the corpus is done by applying Zipf’s law on the corpus,
assessing the homogeneity of distribution of function words
in Bangla, and analyzing the inherent sparseness of Bangla
by comparing the type-token ratio of Bangla with English
and Arabic. We found that our developed corpus roughly
follows Zipf’s curve. Like other large corpora, it also follows
hapax legomena characteristics. We have discussed article
categorization as an application of the developed corpus and
our categorization results outperformed other state-of-the-art
Bangla document categorization results.

Other possible applications could be N-Gram-based spell
checking and correction tool design. We can also build an
English transliteration dictionary of Bangla. The Association
of this list with the dictionary can be used to analyze social
media texts. Furthermore, the dictionary can be used to design
a keywords-based search engine where articles are indexed
by category. A good quality question answering system can
be designed using the KUMono corpus. Also, article summa-
rization and fake news detection or generation applications
can be designed using this resource. In the future, we envi-
sion developing various applications based on the developed
KUMono corpus. We hope NLP and linguistic researchers of
Bangla would find this corpus useful in different aspects of
research on the Bangla language.
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