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ABSTRACT Location metonymy resolution is a study that deals with locations being used in a non-literal
way that create problems in several natural language processing tasks such as Named entity recognition and
Geographical parsing. Many studies were conducted attempting to accurately classify whether the location
is used literally or metonymically, however, most of the approaches that performed well had to employ
a considerable amount of resources along with complex machine learning models; those that reduced the
resources experienced a decline in performance due to data sparseness. This study proposes a novel feature
selection approach that uses bag-of-words and augments it with GloVe embeddings to obtain features that
can be recognized based on the context of the sentence.We then implement a minimalist deep learning model
making the entire classification task as light as possible. The study found that relying solely on the given
datasets to identify features without depending on other external resources can achieve remarkable results
despite the small size of the datasets. The results obtained from evaluating our method compared to the state-
of-the-art methods show that eliminating noise based on the context notwithstanding the usage of low-cost
resources has outperformed all of the previous methods with an accuracy of 99.2% on theWIMCOR dataset.

INDEX TERMS Text classification, metonymy resolution, deep learning, feature selection, bag-of-words,
natural language understanding.

I. INTRODUCTION
Our everyday language is filled with expressions that are used
in a non-literal way which we humans can easily inter- pret;
however, some figurative speech can be a challenging task for
a machine to interpret especially where there are no visible
insights to rely on. Metonymy is one of the figures of speech
that do not have a surface structure, it stands for the use of
a word or an expression to refer to a concept with a close
association [1]
Example 1: ‘‘Here comes the gun.’’
In Example 1, the word ‘‘gun’’ is not used to refer to the

object that shoots bullets, but to the person who is known to
be a good shooter with the object ‘‘gun’’.

The associate editor coordinating the review of this manuscript and

approving it for publication was Francesco Mercaldo .

Our primary objective in this paper is to address a type
of metonymy that deals with location names. Location
Metonymy is a subcategory that expresses using a location
name for anything other than a geographical place.
Example 2: ‘‘Germany won the world cup in 2014’’.
As shown in example 2, the word ‘‘Germany’’ does not

refer to the geographical location where the country Ger-
many is situated, however, it refers to the team of players
that share the German nationality, thus, its actual reference
is linked not to the place but to the people.

Several Natural Language Processing (NLP) tasks do not
have the ability to distinguish between a location being used
literally or metonymically such as Named Entity Recognition
(NER), Geographical Parsing (GP) and Ma- chine Transla-
tion (MT) [2], [3]. According to Gritta et al. [3], location
metonymy covers one fifth of the locations mentioned in
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Wikipedia, making information retrieval (IR) applications
prone to having a faulty observation 20% of the time when
it comes to identifying the sense in which a location is used
in, therefore, accurately classifying the location mentioned
to either literal or metonymy can significantly decrease the
margin of error in such NLP applications. Two of the major
obstacles that occur when viewing metonymy as a classifica-
tion task are: Firstly: the generalization conundrum, where it
is significantly complicated to categorize together the types
of metonymy that follow approximately the same pattern
(as in the case of loca- tions and organizations) due to the
endless possibilities of senses a word can take. Secondly,
data sparseness: datasets for this task are relatively small
compared to other NLP tasks, which causes a limitation
to some extent during the feature extraction phase. Taking
into account these limita- tions, researchers (particularly the
participants of SemEval 2007 Shared Task 8) tend to exploit
external resources such as WordNet, FrameNet, Multiple
Parsers. . . to assist with constructing a heavily engineered
features alongside a sophisticated machine learning model
making the whole approach costly.

The primary objective of this study is to demonstrate that
it is possible to reduce the resources employed in previ-
ous research without compromising the performance of the
classification task relying only on the dataset, GolVe word
embeddings and a minimalist deep learning model with a
convolutional neural networks (CNNs) architecture.

II. RELATED WORK
A. DATASETS AND EVALUATION
One of the well-known issues that mainly occurs when deal-
ing with tasks that can be quantified is data invari- ance [4].
Data invariance is assessing how the results can change when
changing the dataset that is applied to a specific method;
Metonymy Resolution is one of the NLP tasks that had the
issue of non-standardized dataset which stood in the way of
progressing, as a consequence, several studies have tried to
either construct a customized sample with a few sentences
[5], [6] or to use different corpora [7], whichmakes the results
obtained by the different studies hardly comparable, thus,
difficult to objectively follow the advancement of the state-
of-the-art.

B. SMALL-SCALE METONYMY SYSTEMS
Before the SemEval dataset was introduced in 2007,
Metonymy resolution early work was largely based on vio-
lating the selectional preferences [8]–[10]; yet by focusing
on selectional preferences only, a considerable number of
metonymic readings were skipped [11]. On the other hand,
SchematicMetonymy can be easily generalized to be a corpus-
based work such as location metonymy and organization
metonymy, allowing it to be suitable for using statistical
approaches along with semantic understanding.

Small-scale metonymy systems primarily focus on Logical
Metonymywhich does not necessarily complywith Schematic

Metonymy, however, investigating the earlier approaches can
yield a better understanding. One of the notable studies in
Logical Metonymy was conducted by [7], which highlighted
the shortcomings of describing all the possible interpretations
to logical metonymy and how the ranking of interpretations
is not based on the likelihood of the metonymy, for those
reasons [7] identified the sense of the metonymic words from
a large corpus (British National Corpus) by extracting the col-
location and co-occurrence then applying it on a probabilistic
model to rank the interpretations accordingly.

Shutova and Teufel [6], approached the issue of logical
metonymy by presenting a statistical method, gathering col-
location ‘‘synsets’’ and clustering verbs based on similari-
ties, these sets of features help logical metonymy detection,
however, one of the conceivable flaws [4], is that neither
scale invariance nor dataset invariance was mentioned, their
K-means clustering method was trained on five sentences and
tested on five others, additionally, the sentences were created
by the authors.

C. LARGE-SCALE METONYMY SYSTEMS
Before approaching Metonymy as a classification task,
researchers categorized it into two main classes ‘‘uncon-
ventional’’ and ‘‘schematic’’. The key difference between
both classes [12] is the ability of the schematic to be at
some point generalized, that means it can be used in the
same way in many different contexts for example, ‘‘Africa
speaks’’, it indicates that the location name ‘‘Africa’’ is used
to represent African people. However, the unconventional
metonymy is more creative, therefore, it is likely to be used
for a unique situation and hardly repeated which makes it
difficult to be recognized (e.g., ‘‘Finish your plate’’), the
literal interpretation of this example is ‘‘Finish eating all
the food in your plate’’, as humans, it is evident that the
demand is to finish eating the food, however, the way the
machine interprets it will be word-for-word, thus, the sense
will be something like: to kill the plate or break the plate.
The primary focus of the following review is ‘‘The schematic
metonymy’’ more precisely the location names metonymy
where geograph- ical names are used in a non-literal way.

1) SemEval 2007 PARTICIPANTS
Nissim and Markert [13], study the syntactic features and
word similarities for metonymy resolution with a supervised
approach, the syntactic head-modifier relations and its corre-
lation with precision, a solution to overcome the sparseness of
data by presenting simplified grammatical features and gen-
eralize over two levels of contextual similarities. They intro-
duce an annotated corpus of occurrences of country names by
differing between the metonymic patterns that follow: (place-
for-people) a location that stands for an orga- nization or a
person associated with it e.g. ‘‘Scotland lost the semi-final’’,
(place-for-event) a place that refers to an event that has been
occurred there e.g. ‘‘The Afghanistan was very tough’’ where
Afghanistan is referring to the event ‘‘war’’ and not the actual
location, (place-for-product) a location where a specific and
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famous product is manufactured in it e.g ‘‘The Bordeaux
never changes’’ where Bordeaux is referred to the wine pro-
duced locally in Bordeaux, there is also another category that
covers the other metonymic expressions that failed to fall
under one of the three previous patterns called ‘‘othermet’’
[14], and finally, theMixed category where the location name
can be interpreted both literal and metonymy at the same time
such as: ‘‘U.S army arrived to Iraq, they wanted to force their
way into theUSA embassy yesterday’’ in this example ‘‘Iraq’’
can be both a place and people at the same time. However,
due to the rareness of the othermet category they reformulate
the classification task between literal and metonymy only
by using Decision List (DL) classifier where the whole fea-
tures that were encountered during training are ranked in
the DL, they used Backing- off strategy for the literal loca-
tions mentioned where no decision can be made. Their study
shows that decreasing the context of head-modifier relations
achieves high precision in recognizing metonymies (74.5%)
and (90.2%) accuracy, which indicates that the process of
reducing does not cause the loss of critical information, and
they also show generalizing context similarity increases the
recall without any increase in the training set size nor sacri-
ficing precision.

More of metonymy resolution comes from the SemEval
2007 Shared Task 8 and later by Nissim and Markert [15],
where the features set was updated from Nissim and Mark-
ert [12] work such as the lemmatized head-modifier and
the grammatical roles features. Due to the broad level that
metonymy has, Nissim and Markert [16], carry on their pre-
vious study on recognizing metonymy by exploring other
patterns of it and annotating it as well, the explored pat-
terns fall under the organization category. The standard sense
of the word ‘‘organization’’ describes it as a reference to
the organization in general which by definition is a legal
entity that contains organization members who speak for
the organization and has a defined goal (e.g., ‘‘Intel’s new
CPU is powerful, yet not too expensive’’). On the other
hand, the metonymic sense consists of six types: 1 org-
for-members, 2 org-for-event, 3 org-for-product, 4 org-for-
facility, 5 org- for-index, 6 othermet and also a mixed cate-
gory. In order to annotate the data, they use CIA Factbook
as well as the fortune of five hundred list as samples of
countries and companies, then they pass the annotated data
to the teams participating in the SemEval 2007 to classify
metonymies at three different levels (coarse, medium, fine),
the teams use supervised and unsupervised approaches to
classify the given data and the performance is as follow: in
‘‘location- coarse’’ the accuracy baseline is 0.794 and the
average is 0.815, however, ‘‘organization-coarse’’ category
scored less with a baseline accuracy of 0.618 and an average
of 0.718. Farkas et al. [17], use Maximum Entropy strategy
in order to enable the model to learn, setting the Gaussian
prior to 1 and using random five-fold cross validation to
define the importance of a specific feature because of the
limited amount of features, therefore, the learning algorithm
converges rapidly without the need of too many iterations

(less than 30). They also use the C4.5 decision tree algo-
rithm but when comparing, the Maximum Entropy model
always performs better. Ferkas et al. [17], make use of fea-
ture engineering (1-grammatical annotations, 2- determiners,
3-grammatical numbers) provided by Nissim and Markert
[12], Their result is the leanest among the teams participating
in the SemEval 2007 Task with an accuracy of 85.2%.

During the SemEval 2007 Task 8, Brun et al. [18], is the
only team that uses an unsupervised approach for the Named
Entity Metonymy Resolution by combining a robust deep
parser and lexical syntactic information, with a distributional
method using the similarities of the syntactic content calcu-
lated on a large corpus. Their system uses the Xerox Incre-
mental Parser (XIP) to perform a deep syntactic analysis by
constructing a set of syntactic relations from a text, these
relations are labeled with deep syntactic predicate (verbal and
nominal) with deep Sub, deep Obj and modifiers. In order to
adapt their system to the SemEval 2007 Task 8, they adjust the
parser so it would be able to handle Named Entity Metonymy
and by following the guidelines of the SemEval 2007 Task
8 set by [16], they perform a corpus study to extract, lexical
and syntactical features from the data for both location and
organization, for instence, the organization mentioned in the
input text is the subject of the sentence and the following
verb is an economy-related action such as pay, refund, export,
etc. . . , it is highly likely to be org-for-members. Their results
are significantly higher than the baseline for both location and
organization names, they score 85.1% accuracy compared to
the baseline 79.4%.

2) RESEARCH AFTER THE SemEval
On the other hand, Nastase and Strube [19], try to free
the metonymy resolution task from the complication of
data sparseness by going beyond the familiar approaches,
they use unsupervised learning feature to their supervised
approach to allow them to go beyond annotated data, ap-
plying techniques which are generally used for Word Sense
Disambiguation (WSD) unsupervised learning in order to
pass restrictions of the grammatical relations neighbors by
collocations extracted from corpus, therefore, the single an-
notation needed is the Part Of Speech tags that enables them
to retrieve grammatical relations using the British National
Corpus (BNC) to define the type of subject/object preferred in
‘‘Word-POS: frequency’’ format, then determining the inter-
pretation accordingly e.g. person, product, facility. . .They use
WordNet 3.0 to pick the closest possible reading. As a result
of their method they achieve 86.1% accuracy.

Nastase et al. [20], expand the approaches used when the
constraints are placed in a Possible MetonymicWord (PMW)
by its grammatical collocates taking into account the larger
context, along with the local grammatical con- text, however,
a map is constructed as a concept net- work concepts by
transforming Wikipedia into a large-scale multilingual con-
cept called WikiNet, which gives access to the conceptual
relations of the PMW and the other concepts, for the local
context metonymy resolution they use selectional preferences
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derived from semantic relations from the concept network
and what surrounds it globally as an input to be interpreted,
their approach that uses a probabilistic framework for the
local and the global context and extracting concepts from
WikiNet significantly beats the baseline, this indicates that
the relations extracted are practical substitute from the classes
provided manually for an unsupervised framework.

Nonetheless, recently, Gritta et al. [3], approach the prob-
lem from a different angle, they view that the SemEval
2007 dataset has unbalanced classes (79.7% literal, 19.3%
metonymy, 1% othermet) which signifies that the bias is too
high for the classification task, therefore, they create a new
dataset ‘‘ReLocaR’’ with the help of linguists from Cam-
bridge university that has (49% literal, 49% metonymy).
Besides their newly created dataset, they develop a new
approach to extract features that are around the PMW, unlike
the immediate5 and immediate10, their approach uses a pred-
icate window of 5 words ‘‘PreWin’’ as they believe that most
of the sentence is irrelevant to the PMW, therefore, the extrac-
tion of unrelated words would have a negative effect on the
trained model, after extracting the features using their novel
method, they apply a deep learning approach using LSTM
(long short termmemory). The results show that their method
works well on the three datasets they use (SemEval 2007,
ReLocaR, CoNLL) given that they implement a minimalist
model compared to precedent approaches, where they achieve
83.1% accuracy when using the SemEval 2007 dataset and
83.6% accuracy when using ReLocaR.

Owing to either the insufficient coverage or the sparseness
of SemEval and ReLocaR datasets, Mathews and Strube [21],
present a new dataset for location names called WIMCOR
(Wikipedia Metonymy Corpus), the samples were generated
semi automatically using Wikipedia Disambiguation Pages a
(Auer et al., 2007; Lehmann et al., 2015) which is a list of
the different senses a one word can be used in, and offers
links to articles that hold each meaning. One of the two main
procedures to generate the dataset is by using metonymic
pairs where the word is the same with two different concepts
that are strongly connected, the intuition behind how to deter-
mine whether the concepts are highly linked is: ‘‘the more
links referring to one another, the stronger the connection
between the pair’’. Furthermore, they useWikipedia to extract
samples and apply some constraints such as restricting the
length of the sample in the range of 10 to 512 tokens. After the
generation of WIMCOR dataset, the authors test the baseline
models on it, however, their metrics of measurements are
different from most of the studies, they use precision, recall,
f1-score, whereas, accuracy is the primary evaluation metric
in earlier research.

Given that, most of the previous studies were released
before 2019, BERT (Bidirectional Encoder Representations
from Transformers) had not been released yet. Li et al.
[22], replicate Gritta et al. [3], approach using BERT which
achieved substantially higher results. PreWin using GloVe
achieved 83.1% and 83.6% for SemEval and RelocaR re-
spectively, PreWin using BERT scored 87.1% and 92.2%.

Additionally, they use BERT as their model for the classifi-
cation task with three different settings BERT base, BERT
LG (large) and BERT MASK (they mask the PMW from
the training). The results of their experiments achieve the
state of the art with 89.1%, 94.8% and 95.9% in SemEval,
ReLocaR and WIMCOR respectively. Du and Wang [41]
state that the state-of-the-art methods only focus on the
context of the sentence neglecting Entity representation and
Syntactic structure, their study is fixated on exploiting entity
and syntax constraints by obtaining syntactic dependency
relations, then developing a neural network that can integrate
both constraints for a better representation, thus, enabling
the model’s performance to surpass the limitations when
encountering complex sentences along with reducing the
noise. The experiments on SemEval and ReLocaR datasets
display a considerable improvement where it scored 89.8%
and 95.7% respectively which is over 4% compared to the
BERT model [22].

TEXT CLASSIFICATION WITH CNN-BASED MODELS
Many NLP tasks lean towards implementing Recursive Neu-
ral Networks (RNNs) architecture as their deep learning
model e.g. question-answering, machine translation, part of
speech tagging, etc. . . due to its ability to view text as a
sequencewhich allows it to capture patterns over time, in con-
trast, CNN are capable of identifying patterns throughout
space as LeCun et al. [23], put it: RNNs are accustomed to
recognize patterns over time, CNN are accustomed to recog-
nize patterns over space. Given that RNNs process text as a
sequence of tokens to locate dependencies and form struc-
tures which are often unnecessary in text classification (TC)
tasks, ergo, CNN have become one of the widely used archi-
tectures in TC for the reason that they are capable of spotting
local and global context. Kalchbrenner et al. [24], is among
the earliest who relied on CNN for capturing relations and
predicting sentiments with their Dynamic CNN

(DCNN), additionally, it can be employable to all lan-
guages. The performance of their networks achieve high
results on Twitter sentiments without the need of external
resources (25% error reduction). Alternatively to the previous
study, Kim [25] CNN model is less complex than DCNN
where their approach uses a 1D convolution filter on the
word vector that was created by one of the word embeddings
algorithms such as GloVe. Kim [25], furthermore evaluates
several approaches of word embeddings (CNN-Rand, CNN-
static, CNN-non-static, CNN-multi-channel), these methods
recorded to improve the state of the art in four tasks out of
seven which establish that pre-training of word vectors prior
to a deep learning model can significantly increase the perfor-
mance. Liu et al. [26], approached the problem of ‘‘Extreme
Multi-Label Text Classification’’ (EMTC) as the first attempt
that uses deep learning model, the CNN architecture that was
proposed yielded notable results where it accomplished either
the best or the second best across all datasets of the study.
Johnson and Zhang [27] experiment applying CNN on high
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dimension text to leverage the 1D structure which led to learn
embeddings of small text regions.

Driven by the work of Simonyan and Zisserman [28] and
He et al. [29], Conneau et al. [30], presented a ‘‘Very Deep –
CNN’’ (VD-CNN) which perform convolutions and poolings
on the character level, the study demonstrates the increase
in performance in relation with the depth if the model.
According to Duque et al. [31], the primary objective of most
research in CNNs is to boost the accuracy by incrementing
the networks’ depth which resulted in creating a numerous
amount of parameters that negatively impacted the memory
and processing during training. Their proposed approach
‘‘Squeezed Very Deep CNN’’ (SVD- CNN) is designed to
fit mobile platforms, it is 10 to 20 times smaller with a
minor decrease in accuracy (0.4% - 1.3%). Le et al. [32],
investigated the impact of Deep CNN in text classification,
their research shows that on the character level deep CNN
out perform shallow and wide CNN, contrarily, they found
that shallow and wide CNNs outperform deep CNNs when
the sequence input is a word. Zhang et al. [33], conducted
a sensitivity analysis on the input passed to a CNN layer,
their analysis found that one-hot vector performs poorly for
a moderate to small datasets size unlike word2vec and GloVe
embeddings.

Many other remarkable text classification with a CNNs-
based model are not covered in this section, nonetheless,
those mentioned have a direct impact on the work that is done
later on in the methodology and the experiments.

III. APPROACH
This section highlights the datasets used in the experiments
alongside the different phases our approach consists of as
shown in Fig. 1.

1- Starting with a preprocessing phase to the selected
dataset in order to eliminate certain stopwords. 2- We then
identify the most repeated words in each category to form
the preliminary bag-of-words. 3- Using GloVe, we augment
the previous BOW to contain more similar words to the initial
ones. 4-We preserve the intersection of the Augmented BOW
with the samples of the dataset. 5- We pass on the input to
our deep learning model for training. Finally, we evaluate the
results obtained using the suitable metrics of measurement.

A. DATASETS
1) SemEval 2007
One of the obstacles that stand in the way of advancement
in Location Metonymy Resolution is data sparseness, it was
until 2003 when the first dataset was created by Mark-
ert and Nissim [14] then introduced by the same authors
in the Semantic Evaluation (SemEval) 2007 conference as
‘‘SemeEval 2007 dataset’’. The process executed for the
dataset creation starts by extracting all country names from
WordNet [34] and the CIA fact book (http://www.cia.gov/ci
a/publications/factbook/) to form a list called ‘‘CountryList’’,
following that, from the BNC (The British National Cor-

FIGURE 1. Steps of the proposed framework architecture, where it shows
the different phases described in this paper.

FIGURE 2. The original two words from each category in the initial BOWs
alongside the closest 4 words represented by GloVe.

pus info.ox.ac.uk/bnc) 1000 samples that include any of the
countries from CountryList are taken, few of the samples are
filtered out then the manual annotation begins, The PMW is
categorized to either literal or metonymy, additionally, the
authors divided the metonymic class into four subclasses
(1- place-for-people, 2- place-for-product, 3- place-for-event
4- othermet). The reproducibility of the results has a per-
centage agreement of 0.95, and a Kappa of 0.88 [35], [36],
signifying that the corpus can be considered reliable. After
eliminating the samples on which both computational lin-
guists did not agree, the final number of samples (training
and testing) is currently 1833 samples.

2) ReLocaR
Due to the shortcomings in SemEval 2007 dataset partic-
ularly the imbalanced classes and the different annotation
scheme (where the political entities are considered as literal
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locations) according to Gritta et al. [3], ReLocar was intro-
duced with some improvements compared to the previous
dataset. The main differences that ReLocaR comes with are:
1- the samples were extracted fromWikipedia, 2- both classes
occupy 49% of the total number of samples, 3- the political
entity is considered as a metonymic reading. Sim- ilar to
SemEval dataset, ReLocaR was manually annotated by four
trained linguists and two computational linguists from The
University of Cambridge.

3) CoNLL
It was presented alongside ReLocaR [3], Samples (locations
only) from the CoNLL 2003 NER Shared Task data were
annotated with a lack of quality labels, therefore, the dataset
is more susceptible to noise. CoNLL dataset has a total of
7057 samples divided as 4609 literal and 2448 metonymy.
Compared to SemEval 2007 and ReLocaR datasets, it is
almost twice the size which can be advantageous during
training.

4) WIMCOR
Unlike the earlier datasets, Mathews and Strube [21],
attempted to semi automate the process of generating a
dataset for location metonymy resolution, using ‘‘Wikipedia
Disambiguation Pages’’ the authors extracted the different
meanings a word can have then categorizing each word with
its corresponding article fromDBpedia [37], [38]. The dataset
contains more than 1000 unique PMW, however, in contrast
to the number of samples (206,000 samples) it is considered
small, the average length of a sample is 80 tokens. The
statistics of WIMCOR and the previously mentioned datasets
can be observed in Table 1.

TABLE 1. The datasets statistics used in the study. AVG is the average
number of words in a sample.

B. DATA PREPRCESSING
We begin by manually selecting the stop words in order
to prevent the NLP pre-existing library of stop words to
remove the words that may indicate the category of the PMW,
given that, we are dealing with locations, prepositions such
as ‘‘from, to, above, below. . . ’’ need to be preserved. After
removing the unnecessary words, we create two lists, a list
that contains all the samples that are labeled literal and a list
with all the samples labeled metonymy. We then extract from
each list the unique words and their number of occurrences.
Observing the words with the high frequency in each class,
we form two preliminary bag-of-words: metonymy and lit-

eral, each bag holds some of the most repeated words in that
same category.

C. BAG-OF-WORDS AUGMENTATION
Now that both bag-of-words are established, considering that
GloVe word embeddings algorithm Pennington et al. [39],
group together the words’ vectors that are similar or co- occur
frequently as shown in Fig. 2, we use it to obtain the nearest
words’ vectors to each word in BOW (as shown in figure 1)
excluding those that do not require augmentation e.g., for, by,
with, in, etc). This added step is to include the words that may
have the same significance as the ones obtained earlier (i.e.
the most frequent words) but are not used too often in the
dataset, in order to widen the range of context words for each
category.

D. FEATURE SELECTION
With the help of GloVe word embeddings algorithm, the
augmented bag-of-words (A-BOW) have over 100 words
for each category. Our feature selection approach is mainly
designated to eliminatemaximum noise regardless to whether
the sentence’s meaning is preserved or not, as the main
objective is to determine the nature in which the location is
used in. Note that as a result of using GloVe for augmenta-
tion some words may not exist in the dataset, however, the
feature selection starts by finding the intersection between
the A-BOW and the dataset samples as shown in Table 2,
this process eliminates the possibility of having words out of
the dataset’s vocabulary. Prior to passing on the end results,
we verify that the length of the intersection is at least two
words (theoratically, one word can be used in any sense,
therefore, it cannot identify the context), the samples that
did not fulfill the condition are replaced by the immediate10
approach which means taking 10 words from the left and
10 words from the right of the PMW.

TABLE 2. The intersection output between the original samples with
A-BOWs for each category on ReLocaR dataset.

E. DEEP LEARNING MODEL
Deep learning models have outperformed the common
machine learning approaches in several tasks according to
Minaee et al. [40],who have made a comprehensive review
for over 150 deep learning-based models regarding various
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FIGURE 3. The accuracy of some of the previous approaches compared to
A-BOW on the SemEval dataset.

text classification tasks e.g. sentiment analysis, news catego-
rization, question answering.

The output of the feature selection phase is used to train the
deep learningmodel. The reason we chose CNNs architecture
is for how fast the training is compared to other models such
as RNNs. Contrary to RNNs, CNNs lose the local order of
information about the words due to the operations of convolu-
tion and poolingmaking it unfit for tasks that require the order
of the words to be preserved such as dependency parsing and
part-of-speech tagging, however, the information about the
order is not crucially necessary in many text classification
tasks like Location metonymy classification. Additionally,
with a large vocabulary, the cost of computing becomes
exponentially expensive specifically with models that apply
recursion (i.e. LSTM and Gated Re- current Unit (GRU)),
whereas, Convolutional filters have the ability to automati-
cally recognize representations without the full vocabulary.

The output of A-BOW is used to train the following model.
The input with a sequence length of 24 is passed to the
embedding layer using GloVe as the weight, followed by a
1D convolutional layer of 64 filters and 12 as the filter’s size,
then, a max pooling layer with a pool size of two. Three
fully connected (dense) layers of 32,16,1 respectively. Relu
function is used in all the layers as the activation function
except the last layer in which we used a Sigmoid activation.
A Binary Cross Entropy is employed to train the model as a
post function with a learning rate of 0.0001. It is important
to mention that the results obtained during training are highly
similar to the test results we will be discussing in the results
section.

IV. RESULTS
Following the SemEval 2007 convention, the metrics that
are used for the experimental evaluation are accuracy and
f1-score. The evaluation of the performance is at the coarse
level where the two classes of metonymy and mixed are com-
bined into one class ‘‘non-literal’’. In this section, we divide
the discussion of the results achieved into two parts, the first
part will highlight the performance of our feature selection

method compared to the baseline methods, where both our
study and the baseline will be trained on the same model to
neutralize the effect of having different training models. The
second part is a discussion of the entire location metonymy
model’s performance in comparison with the previous
models.

FIGURE 4. The accuracy of PreWin, BERT-LG+MASK and A-BOW on the
most recent datasets.

TABLE 3. Results for A-BOW and baseline methods on the different
datasets using the same deep learning model Figures are averaged over
10 runs and the standard deviation.

A. A-BOW VS BASELINE METHODS
Table 3 shows that A-BOW method has substantially out-
performed the baseline methods with at least +10% increase
in accuracy across all datasets, given that both were trained
on the same CNNs model. Note that the F1 score is signif-
icantly lower in SemEval than the other datasets due to
the imbalanced classes of the mentioned dataset. The para-
graph method achieved the lowest score in all datasets due
to the amount of noise it contains, it prioritizes the length
of the sequence over the relevance of the word, as a result,
the number of irrelevant words are higher compared to the
immediate methods. Unlike the paragraph, our method filters
out the words that do not intersect between the A-BOW and
the samples of the datasets i.e. segregating the context words
that indicate the nature of the location mentioned from the
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rest of the words, the size of the sequence is not static as
it depends on the number of words that intersect. From the
results obtained, the concept of the baseline methods which
is: ‘‘the closer the word to the PMW the more reliable it can
be’’ does not work as efficiently as A-BOW method, for the
reason that, there may be irrelevant words carried along in the
sequence which will affect the classification task later on.

B. A-BOW VS PREVIOUS MODELS
In comparison with the earlier Location Metonymy Reso-
lution models, as it is shown in Fig. 3, Our model has outper-
formed all of the previous models achieving the new SOTA
on the SemEval dataset with an accuracy of 92.3%. Note
that GYDER and Nastase et al. [20], have achieved higher
results(85,2% and 86.2 respectively) than PreWin (83.1%)
due to their excessive resource usage, whereas, PreWin has
substantially reduced the amount of resources consumed to
extract features by solely relying on the datset and a depen-
dency parser (to locate the head modifier of the sentence).
Li et al. [22], achieved 88.2% using BERT along with a
masking approach to exclude the PMW for being passed on
as a feature in order to avoid a possible lexical memorization.

Fig. 4 shows our model’s performance in recent datasets,
considering that, most of the Metonymy Resolution research
was done before the release of these datasets (ReLocaR,
CoNLL, WIMCOR), therefore, only two studies have used
them so far, which are: Gritta et al. [3], and Li et al. [22].
Our model has achieved the highest accuracy across all three
datasets, the highest accuracy scored is 99.2% on the WIM-
COR dataset. Note that Li et al. [22] performed an ensem-
bled BERT-LG-MASK with the following accuracies 94.8%,
94.6%, and 95.9% for ReLocaR, CoNLL, and WIMCOR
respectively.

TABLE 4. Accuracy of the most recent methods where the source is
different from the target. Averaged over 10 runs and the standard
deviation.

C. CROSS DOMAIN COMAPRISON
As observed in Table 4, the results of the cross-domain exper-
iments has experienced a decline in the overall ac- curacy
primarily due to the different annotation schemes particularly
SemEval and ReLocaR datasets and the label distributions;
all methods performed poorly in the first two rows compared
to the results shown in Fig. 4. In contrast, transferring from
CoNLL to either SemEval or ReLocaR shows improvement
in all three methods achieving the highest of 93.5% by BERT-

LG-MASK from CoNLL to ReLocaR and 90.6% by A-BOW
from CoNLL to SemEval. Despite the fact that WIMCOR
contains orders of magni- tude more samples, it poorly trans-
fers to either RreLocaR or SemEval with PreWin and BERT-
LG-MASK; A-BOW was not hugely affected by the source
dataset as the previous two, where it scored its highest accu-
racy in the sixth row, we hypothize that the reason of A-BOW
being resistant to some degree is the nature of the method
itself, where the bigger the bag-of-wrods is the more insights
it carries.

D. ERROR ANALYSIS
To have a further understanding on how our model han-
dles the metonymy resolution task and why it fails when
encountering some samples, we conducted an error analysis
over a random sample of 300 errors. Table 5 shows some
samples of the different types that the classification is prone
to falsely categorize. Based on our observations, there are
three dominant types of samples that have the potential to
mislead the classification task. The first type is ‘‘the short
samples’’: one of the conditions that was set during the noise
elimination process (when intersecting the original sample
with the A-BOW to find mutual words) is to preserve the
samples that have at least two words, in other words, if the
intersection between A-BOW and the original sample is only
one word, the algorithm switches to the baseline method
of Immediate10, the reason of finding wrongly classified
samples from this type is that the samples are significantly
shorter than being able to give a correct indication of the
location’s nature, however, two words can accurately identify
the nature of the location in many cases for example: ‘‘led by,
decided to’’ for metonymic locations and ‘‘located in, situated
north’’ for the literal ones, moreover, increasing the minimum
word count of the sample will force the algorithm to switch
more frequently to the baseline method, thus, our approach
will have less impact on the classification. The second type is
‘‘the complex sentence’’: the common element of this type is
that the sentence contains subsentences within it, hence, the
algorithm may choose words from a substance different from
the one the PMW ismentioned in as shown in themiddle rows
of Table 5. The third type is the ‘‘immediate10 samples’’: as
mentioned earlier in the first type, when the word count of
the sample is less than two words, Immediate10 replaces our
approach which means the algorithm will pick 10 words from
each side of the PMW (based on the experiments, Immediate
10 achieved the best results among the other baselinemethods
we implemented); the downside of the immediate approaches
is that they blindly pick the words from the sides of the
targeted location regardless of the nature of the word or its
relevance to the meaning.

E. DISCUSSION AND CONCLUSION
In this paper, the main novelty is our feature selection
approach. We combined the classic bag-of-words method
with GloVe word embeddings. By exploiting one of GloVe
properties (Similar words or words that frequently co- occur
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TABLE 5. Error analysis, the samples are shown after applying the feature
selection algorithm where ‘‘original label’’ is the correct label of the
sample and ‘‘prediction’’ is what the sample has been classified.

are represented close to each other), it allowed us to aug-
ment the initial BOW with words that may have the same
significance of the most repeated ones in the corpus but
not frequently mentioned, which resulted in widening the
range of the words that can indicate the nature of the PMW.
Since our feature selection algorithm depends on obtaining
the intersection between the A-BOW and the dataset samples,
the more words in the A-BOW, the more words intersecting
with the samples, the clearer the class of the targeted location.
Our approach was tested on four datasets (SemEval, ReLocar,
CoNLL, WIMCOR), we trained our model on a minimalist
CNNs. The results show a remarkable improvement in the
performance of Location, Metonymy Resolution classifica-
tion task, we achieved SOTA across all datasets that our
approach was tested on.

The model proved that it is not necessary to use a signifi-
cant amount of external resources to boost the performance of
the classification task (we only used GloVe and the dataset).
It also showed that we can disregard the majority of the
sentence and only preserve the words that can reflect the
category of the PMW. Our method was inspired by PreWin
method [3], as it changed the conventional way of looking
at the task, they considerably reduced the external resources
yet still achieved competitive results. However, their method
has some drawbacks, the main idea of PreWin method is
to find and extract the head modifier of the sentence and
the four words that come after it, the head modifier is a
good starting point to narrow the search for context words
but indiscriminately taking the four following words can still
result on carrying noise to the learning phase.

In the future, we plan to combine PreWin and A-BOW by
finding the intersection using A-BOW inside the predicate
window only and not the entire sentence or paragraph, this
can help us overcome some compound sentences that may
give us a faulty observation on the category of the location
e.g. ‘‘Brazil that is famous for winning the football world
cup 5 times is the largest country in South America’’, clearly,
the words ‘‘famous, winning, football, cup’’ can be a strong
indication that the entity ‘‘Brazil’’ is used metonymically,
yet, the main sentence is talking about an actual location.
By implementing the head modifier as in PreWin, we can
skip the subsentence ‘‘that is famous for winning the football
world cup 5 times’’ and narrow it down to ‘‘Brazil is the
largest country in South America’’. Other future work may
involve testing NER taggers or geographical parsers that inte-

grate our model to evaluate the location tags after being able
to distinguish between literal andmetonymic use of locations.
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