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ABSTRACT Information retrieval from huge social web data is a challenging task for conventional search
engines. Recently, information filtering recommender systems may help to find movies, however, their
services are limited because of not considering movie quality aspects in detail. Prediction of movies can
be improved by using the characteristics of social web content about a movie such as social-quality,
tag quality, and a temporal aspect. In this paper, we have proposed to utilize several features of social
quality, user reputation and temporal features to predict popular or highly rated movies. Moreover, enhanced
optimization-based voting classifier is proposed to improve the performance on proposed features. Voting
classifier uses the knowledge of all the candidate classifiers but ignores the performance of the model on
different classes. In the proposed model, weight is assigned to each model based on its performance for each
class. For the optimal selection of weights for the candidate classifiers, Genetic Algorithm is used and the
proposed model is called Genetic Algorithm Voting (GA-V) classifier. After labeling the suggested features
by using a fixed threshold, several classifiers like Bayesian logistic regression, Naïve Bayes, BayesNet,
Random Forest, SVM, Decision Tree, LSTM and AdaboostM1 are trained on MovieLens dataset to find
high-quality/popular movies in different categories. All the traditional ML models are compared with GA-V
in terms of precision, recall and F1 score. The results show the significance of the proposed features and
proposed GA-V classifier.

INDEX TERMS Weighted voting classifier, movie recommendation, classification, feature engineering.

I. INTRODUCTION
The rapid growth of social web has changed the behav-
ior of internet surfers. Users may contribute to social web
applications such as recommender systems, wikis and online
discussion forums in the form of comments, reviews, tags,
keywords and ratings. Online recommendation systems assist
users in finding the desired information. For this purpose,
movie recommender websites encourage its users to provide
feedback in the form of ratings to improve the recommen-
dation process. Online movie recommender systems (MRS)
such as IMDB1 and MovieLens2 suggests favorite movie(s)
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to users based on their watch list andmovie rating preferences
as presented in Figure 1.

MovieLens and Internet Movie Database (IMDB) datasets
are widely used to find interesting or popular movies by
recommender systems [2].The IMDB dataset reflects the
information about the movie’s title (TV shows, short films,
and so forth), cast (information about actors, actresses, crew,
and directors), and trailers. Data mining techniques have
been successfully applied in social web domain to address
several problems such as movie classification, video quality
prediction, document clustering and information retrieval [3].
Classification techniques such as decision tree and support
vector machines have been used to predict movie popularity
in the content distribution networks [4], actor, director and
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FIGURE 1. MovieLens recommended movies [1].

show-time features have been used to predict movie popular-
ity. Bayesian networks model performed better than decision
tree for movie popularity prediction [4], [5].

In an IMDBdataset study [6], [7] several relationships have
been illustrated for successful movies prediction as below.
• Discovering films popularity based on their budget
• A famous actor
• Movie ratings, genre and title
Machine learning (ML) and semantic orientation tech-

niques are used for movie reviews mining [8]. Movie ratings
are predicted through opinion and semantic orientation fea-
tures [9]. Movies are classified through features like writers,
producers, words, actors and genres [4], [10], [11]. However,
genres and words are found effective in movie classifica-
tion [12]. Classifier’s comparison is performed onMovieLens
dataset to identify the best classifier for analyzing movie data
based on users’ ratings [13]. Movie forums are platforms for
users to share their experiences and opinions about movies.
Text mining techniques have been used to assess the impact of
movie discussion forums on box office using features such as
rating and sentiments [6]. Social network analysis and sen-
timent features like positivity, time and discussion intensity
have been used to predict academy awards nominations and
box office success [7]. It is of worth to measure user reputa-
tion who rate movies because ratings may be low and biased.
Therefore, ratings without measuring user reputation cannot
reflect the movie quality in the true sense. User reputation is
computed based on ratings provided for movies or products
by the users. Other features include rating frequency and
degree of consistency [14]. Features such as category, Maltin,
academy award, length, MPAA rating are used to develop a
feature based movie rating system [15].

Research efforts have been made for movies quality pre-
diction and movies recommendation. However, the problem
of Movie quality prediction has been partially tackled with
limited features [10], [13], [16]–[20]. This triggers the need
for exploring new techniques to improve the prediction per-
formance of the movie recommender. Current online movie
recommendation sites consider general features indicating
movie quality [7], [10], [12], [21]. For example, IMDB con-
siders ratings, Meta score, reviews, critics and popularity, and

MovieLens considers ratings, average stars and tags features
to represent movie quality. In the last decade, social web
applications (SWA) like YouTube, Amazon, IMDB, Movie-
Lens, Reddit, last.fm and Myspace have gained tremendous
popularity in public due to their services and rich features
such as ratings, reviews, sentiments, up-votes and down-
votes etc. The aforementioned features of SWA have been
applied in information retrieval [9], [16], [17], [22]–[24],
online reviews recommendations [8], [25], news article rec-
ommendations [3], [26], [27], friends recommendation [7],
[10], [28], [29] etc. However, features such as user authority,
social quality and temporal aspects have not been used to
assess movies.

Multiple ML techniques have been used to predict the
quality of the movies. From the traditional ML tech-
niques Bayesian Logistic Regression (BLR), BayesNet (BN),
Naïve Bayes (NB),Random Forest (RF), AdaBoostM1 (AB),
Decision Tree (DT), Support Vectors Machine (SVM) and
Long Short Term Memory (LSTM) are used to classifiy
the movies and results are compared with the proposed GA
based ensemble technique. The voting classifier is one of
the common techniques used to make ensemble classification
models. In the voting classifier, each candidate is trained on
the dataset, and the training performance of each model is
observed. Next, The test data is given to each model, and
the label is decided by majority voting. Finally, the final
label to the test sample is assigned if the label has more
votes than the others. The problem with the voting classifier
is that, it ignores the confidence of the candidate classifier.
The confidence of the model represents its performance on
training data. For example, if model A has higher accuracy
than model B, then model A is more confident in predicting
the accurate label for test data. The value of the vote from
the confident classifier should be more than a less confi-
dent classifier. The proposed study use the weighted voting
classifier to assign the weight to each classifier based on
their performance on test data. The Genetic Algorithm (GA)
is used to find the best combination of weights for each
classifier and the target variable. Each classifier has different
weight based on the number of classes in the dataset. Some
algorithms are biased towards one class and not for other
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classes. So, the weight for each class should be different.
To compute the weight of each classifier, the performance
measure F1 score is considered. F1 score is used to compute
the fitness of the chromosomes when the Genetic Algorithm
selects the best classifiers.

In response to the aforementioned problems, in this study,
movie domain related quality prediction features are pro-
posed. The contribution of this study can be summarized as
follows:

• The high-quality movies are predicted in different cat-
egories like comedy, adventure, action, animation and
drama.

• Leveraging to SWA features, novel features such as
social-quality, user reputation and tag quality are
proposed to mine movie quality in an improved way.

• The combination of aforementioned features, as well as
independent features, are used to analyze the impact on
predicting a quality movie to viewers

• Proposed a weighted voting classifier based on evolu-
tionary algorithm (GA)

• Assigned weights to each candidate classifier based on
the fitness value (F1 score as a performance metric)

• The proposed model improves the ability of movie qual-
ity prediction by applying the potential aspects.

• The proposed features significantly outperform ratings-
based quality prediction approaches.

We have selected movie rating as a baseline feature which
has been used as a key feature in several movie recommen-
dation works [12]–[14], [21], [30]. In order to assess movie
quality, several state-of-the-art classifiers such as Bayesian
logistic regression, Naïve Bayes, BayesNet, Random Forest
and AdaboostM1 are trained based on the labeled features
using a fixed rating threshold (i.e. 3.3). A reputed user is the
one who provide rating frequently for movies. A threshold
value after experimentation is set to 3.3 for reputed user
who rated movies. Thus, the average rating, greater than or
equal to 3.3, received by a movie is considered as popular.
MovieLens dataset is used to evaluate the performance of the
proposed features. The results are shown in term of classi-
fication accuracy, error and performance that shows signif-
icant improvement on social, temporal and all (combined)
features for Random Forest and AdaboostM1 classifiers.
However, Bayesian logistic regression classification accuracy
is less than the other classifiers on all features as compared
by [31], [32].

The rest of the paper is structured as follows: section II
discusses the existing techniques and models for the movies
recommendation; Section III explain the proposed features
and their importance using different metrics. Section IV
describes the proposed weighted voting classifier for movie
recommendation. Section V presents the results of proposed
models and compares them with the existing state of the are
ML techniques to show the effectiveness of the proposed
model. Finally section VI conclude the contributions with
some possible future directions.

II. RELATED WORK
Movie quality prediction is widely studied problem [3], [33],
[34]. This section represents the current research work in the
field of makingmovie quality predictions by applying various
techniques. Broadly, these techniques can be divided into two
types: features based movie quality prediction (MQP) and
collaborative & content-basedMQP techniques. MovieLens3
and Internet Movie Database (IMDb4) are benchmark data
sources for the analysis and evaluation [2], [35], [36].

A. FEATURES BASED MOVIE QUALITY
PREDICTION TECHNIQUES
Several features have been presented for predicting movie
quality/movie recommendation. Features are based on the
movie’s context, ratings, opinions and user reputation. Con-
textual information such as time, location and social context
is used for movie recommendation [37] using IMDB dataset.
Features such as category, Maltin, academy award, length,
and MPAA rating are used to develop a feature-based movie
rating system [15], where two approaches clique based and
feature-based, are compared in terms of correlation coeffi-
cient between actual rating and by targetted user and movies.
Various techniques [4], [12], [21] consider movie cast, genre
and temporal features for finding quality movies. However,
these techniques did not pay attention to user reputation and
rating quality features that can impart effective knowledge in
predicting quality movies [14], [38]. Limited use of movie
ratings has been used as a primary measure in predicting
movie quality, for example, only rating-frequency is used
in many techniques [6], [9], [21]. Rating diversity and rater
reputation truly reflects rating quality.

Moreover, spam rating and sparse ratings can decrease
movie recommendation quality [38].Other features include
rating frequency and degree of consistency [14], [39]. User
reputation, rating accuracy, and influence are considered as
effective measures in recommendation systems [38], [40].
Cast popularity is considered as base criteria for predicting
the popularity of a movie [15]. Movie selection criteria such
as clique and feature based techniques are compared. Users
with similar movie ratings form a clique and in the feature-
based approach, movie features are extracted which a user
has rated [41]. In feature based approach, movie length,
genre, Maltin and MPAA rating are used. In most cases,
features outperformed a human critic. Reviews are used in
predicting movie performance [42], whereas regression or
stochastic models are used to predict movie quality on IMDb
dataset [43], [44]. In [7], social network and sentiment fea-
tures are combined to predict movie success. IMDb forum
posts are weighed to predict the trends and events in themovie
business. A movie rating approach based on data mining of
240 movies from IMDb is presented by [6]. Multiple features
(titles, companies, actors and genre) are used to predict the
movie popularity for Content Distribution/ Delivery Network
(CDD) [4]. In CDD case, features such as directors, budgets
and cast give good results. The warm start and cold start rec-
ommendation systems are also proposed by the researchers.
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The link prediction for the cold start recommendation system
is proposed to boost the performance of existing recom-
mendation systems [45]. Social trust is an essential factor
to be considered in the recommendation systems [46]. The
pairwise trust prediction via matrix factorization is proposed
by [47], to the intensity of the trust level in social networks.
The proposed work used the user reputation features along
with social and temporal features. The more detailed use
of user reputation features improves the performance of the
recommendations system [48].

Movie box-office success is examined through several
approaches [44], [49], [50] using various text mining [6] and
clustering techniques [10]. It is observed that opinions or crit-
ics are significant in predicting a film’s success or failure [50].
Tag content shows the user interest about a movie and tag
based feedback can improve recommendation and quality
tags make a movie more favorite [51]. Tagommender recom-
mends movies based on their associated tags [52]. Sentiment
classification (SC) is helpful to identifying user opinions
about movies [8]. Sentiment analysis of movie reviews is con-
ducted using Senti WordNet based on the linguistic features
(verb, adverb and adjectives) [53]. Predictor and influencer
are two possible perspectives on the role of critics [54].
Winners at academy awards are predicted by [9].

The correlation between the quality of the movie and its
budget is measured through data mining techniques to find
the important factors in movie success [21]. Movie rating
analysis is carried out through data mining techniques [21].
Firefly, a well-known social filtering system [55], presents
albums and artists for rating in which ‘‘likes’’ and ‘‘dislikes’’
of the users are maintained. Users’ similarity is measured
through common interests. The IMDb dataset is used to
predict movie success [54], [56], [57], however, aspects such
as communication behavior and social network structure as a
determinant of movie success are not addressed.

B. COLLABORATIVE AND CONTENT-BASED MOVIE
QUALITY PREDICTION TECHNIQUES
There are a number of existing recommenders [8], [25], [58]
for social web applications such as, news article recommen-
dations [3], [26], [27], friends recommendation [7], [16],
[29] for different applications such as news, products, music,
movies and online reviews etc. Features such as, ratings,
reviews, likes, dislikes are used in recommender systems.
Some examples of popular recommender systems include
books [59], movies [4], [44], [60], reviews [4] and restaurant
ratings [61]. Aforementioned features are further used by
classifiers such as K-Nearest Neighbor for generating rec-
ommendations [62]. Content-based filtering techniques use
item features for recommendations [33], [63], [64]. The items
with similar properties become the candidates for recommen-
dation results [65]. Collaborative techniques [30], [33], [66]
recommend items to users based on their neighbors’ interests.
Sentiments and rating features are used for recommendation
by [63]. Hybrid recommender systems give recommenda-
tions by combining the features of collaborative and filtering

techniques [67]–[69]. Association rule mining and classifi-
cation techniques like Bayesian, decision tree [4], [60] have
been used for the recommender systems [4], [60], [62]. Social
network services like Digg5, Reddit6, Flickr7, Delicious8,
Twitter9, Myspace10, LastFM11, Amazon12can recommend
movies based on the user behaviors such as comment, visit,
trust information, etc, to the user more accurately.

Multiple classification based ensemble techniques have
been proposed to improve the performance of the state of
the art ML algorithms and the variants of ML algorithms
are also proposed [70]. Majority voting is commonly used
technique because of its straightforwardness. The label is
assigned based on the majority votes [71], [72]. But in
reality, these assumptions are not more accurate because of
different behaviour of models on real data. Another tech-
nique which is based on probability of the selection of
class variable is support functions [73].The study [74] pro-
posed multiple rules by which class posteriori probability
is combined [74]. Other, weighted classifiers are also pro-
posed based on particle swarm optimization [75], Differential
Evaluation based [72] and fuzzy sets [76]. The proposed
weighted voting classifier presents another look in which the
string representation (chromosome representation), selection,
crossover and mutation of the chromosome for GA is
presented.

III. PROPOSED FEATURES FOR MOVIE
QUALITY PREDICTION
To address the problem of movie quality prediction, three
types of features include Social-quality features (Soc), User
reputation features (Urep) and Temporal features (Temp) are
proposed. We propose that the quality of a movie can be best
described by its qualitative as well as quantitative charac-
teristics. For example, high number of positive movie rat-
ings show that it attracts huge audience attention. Secondly,
having relevant tags show that movie title is comprehensive
(highly relevant to the movie theme) and users can easily
express their sentiments and thoughts through tags. Thirdly,
temporal features capture the growth of audience in short
span of time. For example, a movie is said to be popular
if it receives high rating by a popular user within a short
time after its release. Movie quality prediction process is
shown in Figure 2. The collected ratings along with three
proposed features sets are organized in a matrix form and
their combination with the MovieLens dataset are loaded into
the classification model to classify movies as high-quality
or low-quality movies. Movie instances consist of features
derived from different movie aspects. Each movie instance,
Mk, can be expressed as: Mk = Sock , Tempk , Urepk , Cntk ,
classk , where classk = high quality or low-quality
Following terms are used for proposed features.
Reputed user: users who frequently rate movies and their

rated movies should have an average rating greater than
or equal to 3.3. Furthermore, they apply popular tags to
movies. We proposed a reputed user, with the following
characteristics:
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FIGURE 2. Proposed model for movie quality prediction.

1) A user who frequently watch popular movies (movies
with an overall high rating average)

2) A user who almost gives ratings for every movie he
watches. In addition, for most of the rated movies,
many other reputed users also rate those movies.

3) A user who applies popular tags (a tag which is highly
similar to the movie title) to the movies.

Popular movie: a movie having popular tags received from
reputed users. Movie should have an average rating greater
than or equal to 3.3.
Popular tag: a tag applied to a popular movie by a reputed

user.

A. SOCIAL-QUALITY FEATURES
Social-quality features characterize movie quality in multiple
dimensions like movie rating frequency, rating diversity and
tag quality. These features are related to degree distribution
in the tripartite movie-user-tag graph [38]. The following
features are proposed and extracted fromMovieLens dataset;

Soc-1: Total ratings received by a movie.
Soc-2: The mean of total ratings for the movie.
Soc-3: Mean of best ratings for the movie, the best rating

is assumed an average score of 3 or more.
Soc-4: The standard deviation of a movie’s overall ratings.
Soc-5: Mean of movie ratings by reputed users
Soc-6: Number of tags applied to a movie
Soc-7: Semantic similarity score between movie tags and

movie category title
Soc-8: Number of sentimental tags of a movie
Soc-9: Total ratings by popular users
Social features (Soc-1 to 3) are based on rating quality of a

movie. It is expected that if a movie has high rating frequency

and has an overall high average rating, then it is a popular
movie and can be classified as a high-quality. The soc-4
feature is based on a movie rating diversity, a movie with
overall low rating diversity is a good one. Standard deviation
has been computed to check the diversity in movie ratings.
Soc-5 expresses about how much a movie receives ratings
from reputed users. Soc-6 relates to tag frequency of a movie.
A movie tag is taken as having high quality if its text is highly
similar to movie’s category name as the movie subject can be
understood from its tags. Computation of semantic similarity
of tags to movie category title is based on pairs of words. The
maximum depth of taxonomy [77], [78] is taken into account
for computing semantic similarity between movie tag (t) and
movie category title (mct). For Soc-7, Similarity between
movie tag and movie category title has been computed by
equation 2.

Simsem(t,mct) = − log
length(t,mct)
2× deep_max

(1)

Here, length (t,mct) is the shortest path between t andmct
and deep_max is themaximumdepth of the taxonomy. Simsem
(t,mct) is the semantic similarity between a tag t and a movie
category titlemct that lies between 0 and log(2deep_max+1).
The similarity is computed based on the shortest path between
the synonym set (synsets) associated with tag t and movie
category title mct [77], [78]. We computed the similarity of a
tag and a movie category title by taking the average shortest
synset distance between all the terms in the tag and the movie
category title. If terms of t and mct have the same sense,
then length (t,mct) = 0. In practice, we add 1 to both length
(t,mct) and 2 deep_max to avoid log(0).

In Soc-8, relates movie-tag sentiment score is com-
puted using Senti WordNet [42]. Senti WordNet is a
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WordNet extension. It adds three measures for each synonym
set (synset) which are PosScore, NegScore and ObjScore
which show positive sentiment, negative sentiment and
Objective score respectively for each synset.

B. USER REPUTATION FEATURES
These features are concerned to capture user reputation with
respect to the set of movie ratings (the user has provided in the
past) [38]. If a user rates popular movies and apply popular
tags to movies then he is reputed user.

Following features have been extracted from MovieLens
dataset;

Urep-1: The number of movies rated by the user.
Urep-2: The number of popular movies rated by the user.
Urep-3: Total popular tags applied by the user.
Urep-4: Number of other popular raters of the movie which

is rated by this user.
According to Urep-4, neighbors of reputed users are con-

sidered. It is expected that a movie is of high-quality if it is
viewed or received feedback by reputed neighbors.

C. TEMPORAL FEATURES
A movie is said to be popular if it receives high rating by a
popular user within a short time after its release. A movie is
popular if popular users rate the movie within a short period
after its release. Duration of one week from the time of movie
release time has been considered as a short period,

Temp-1: Number of ratings in a week.
Temp-2: Number of high ratings in a week.
Temp-3: Number of ratings from popular users in a week.
The above-mentioned features indicate the effect of time

aspect (longevity) in assessing movie quality. Longevity of
a movie can be defined as the amount of time between its
release-time and the time of the earliest ratings received.

The five quartile summary of the features are shown in
Figure 3. Five Numbers, Minimum, first quartile, average,
third quartile and maximum number from each feature is
shown in each boxplot.

IV. CLASSIFICATION AND MOVIES QUALITY PREDICTION
The experiments are conducted on Windows 11 operating
systemwith 32GBof RAM. Python is used as a core program-
ming language. Libraries of python including pandas (for
data science) NumPy (for numerical calculations) SkLearn
(for data reprocessing and ML techniques) and Keras (for
Deep learning techniques) are used. Anaconda and Jupyter
notebook are used to conduct the experiments.

A supervised learning approach is adopted to predict high-
quality movies. A concept of the high-quality movie is
introduced in which a movie with high scores of ratings,
movie rater reputation, tag quality, positive sentiments, and
good ratings in the initial period of launching is considered
as high-quality. Movie instances are labeled as high-quality
or low-quality.

Traditional voting classifiers use the knowledge of all
the candidate classifiers but ignore the performance of each

classifier on training data. Therefore, the trust level of each
classifier should be different based on their performance
on training data. The weighting strategy is used to assign
the weight to each classifier based on the performance of
each class. The selection of the candidate classifier is based
on their performance on the proposed feature. On average,
LSTM, SVM, NB, and AdaBoost perform well from tradi-
tional ML techniques on training data. Therefore, all these
four classifiers are used as candidate classifiers.

Voting is a technique to merge the knowledge of candidates
for classification problems. The model of the voting classifier
is based on the trained ensemble, ML, or deep learning mod-
els. All the candidates are trained on one parameter set like
10 fold or hold out. Same data samples are passed to each
classifier to predict the class for each sample. Finally, the
voting classifier assigns the final label to the sample based
on the number of votes. However, the problem is that all the
candidates have different performances. The performance is
also different for each class. If a model performs well for one
class, it can make many mistakes for other classes. The F1
score considers the positive rate from all the positives, so the
F1 score is the best measure to select the classifier with the
best performance for each class. A Genetic Algorithm (GA)
is used to assign the weights to each classifier.

Suppose we have N number of candidate classifiers (CF+
1,CF2, . . .CF3) and M number of target variables. The
weighted voting classifier can be expressed as follows:

First of all, find the weights of the votes for each classifier,
which optimize the function like Fi(V ); i ≤ 1. V represents
the array of size N ×M . The combination of i and j from V
shows the weight of the vote V (i, j) (Weight of ith classifier
for jth class). The class for which the classifier is more confi-
dent, more weight is assigned, and less weight is assigned for
other cases. The array V (i, j) is used when the final class to
the particular sample will be assigned. Here the function Fi
is a performance measure of the classification problem. For a
classification problem, specifically, precision, recall, and F1
score are used. To assign the weight to each class, we have
selected the F1 score.

A. POPULATION INITIALIZATION AND STRING
REPRESENTATION FOR GA
If we have N number of classifiers and M number of classes
(M = 2), the length of the chromosomes will be N × M .
Each chromosome represents the performance score of the
classifiers along with their class.

B. FITNESS FUNCTION
For the fitness of the performance of the classifier, we have
selected the F1 score. For N number of classifiers we have
fitness for each classifier Fii = 1, 2 . . .N . the predicted
variable’s weight provided by the ith classifier is I (n, i) (n
is classifier and i is the class). The overall score of a class for
a particular sample is:

f (ci) =
∑

I (n, i)× Fn, ∀n = 1 . . .N and ci = op(s, n)

(2)
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FIGURE 3. (a)–(j) Minimum, maximum and average value representation using boxplot for all combined features of all the movie category.
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FIGURE 3. (Continued.) (a)–(j) Minimum, maximum and average value representation using boxplot for all combined features of all the movie category.

where, op(s, n) is the output label provided by the n classifier.
The average F1 score value is used as the fitness of the
chromosome.

C. SELECTION
In our proposed weighted voting classifier, we have used the
roulette wheel selection technique. During the search, multi-
ple solutions are generated, and the best solutions are selected
using fitness values. Here, the selection of the chromosome
is based on probability. If fi is the value of fitness for ith
chromosome, its selection probability will be:

pi =
fi∑

j = 1Nfj
(3)

D. CROSSOVER
The adaptive technique [79] is used for crossover probability.
If we assume fmax is the maximum, f̄ is average fitness value
of the population and f ′ is the large fitness value of crossed
solutions.

µc = k1 ×
(fmax − f ′)

(fmax − f̄ )
, if f ′ > f̄

µc = k3, if f ′ ≤ f̄ (4)

where, the value of k1 and k3 are kept as 1.0. When the
offspring of two poor chromosomes is good, the value of µc
will be increased, and if the solutions themselves are good, the
value will be decreased to reduce the likelihood of distorting
the solution by crossover.

E. MUTATION
Same as crossover, mutation is performed with some proba-
bility µm for each chromosome. Again, mutation probability
is selected adapitively [79].

µc = k2 ×
(fmax − f ′)

(fmax − f̄ )
, if f ′ > f̄

µc = k4, if f ′ ≤ f̄ (5)

TABLE 1. Confusion matrix.

For mutation the value of k2 and k4 are set on 0.5. The
adaptive technique will help GA to come to the light from
the darkness of the local optimum.

Classification of movie quality prediction is essential in
differentiating between popular and unpopular movies. The
popularity of a movie can be distinguished by the classifiers
using a set of features. Therefore, UserReputation, Social and
Temporal features (described in section 3) are input to classi-
fiers. In this perspective, well-known classifiers are chosen,
such as Bayesian logistic regression (BLR), adaboostM1
(AB), Naïve Bayes (NB), BayesNet (BN), Random Forest
(RF), Support Vector Machine, and LSTM. These classifiers
are trained over MovieLens dataset [26] for movie quality
prediction, and the results are compared with the proposed
weighted voting classifier.

Bayesian Logistic Regression can be used to predict
best-rated movies by avoiding over-fitting [31], [32]. BLR
classifier can be trained and used to predict popular movies
using UserReputation features, Social Features, Temporal
features, and their combination (all) features of each catego-
rized movie. The predictive statistical analysis can be carried
out using the Bayes rule for binary, or multiple classes [80].

The error of any ‘‘weak’’ learning algorithm can be
reduced by improving performance with the help of ‘‘boost-
ing’’. The well-known boosting algorithm is Adaboost [80],
[81]. AB is one of the well-known versions of the AdaBoost
algorithm for predicting a popular movie. This algorithm
takes an input of the labeled proposed features of movies
of each category to classify a popular movie using a simple
rule.

Naive Bayes classifier can be used to minimize
the intractable feature’s complexity by considering the
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TABLE 2. Comparison of performance of traditional ML algorithms and proposed GA-V classifier in terms of average, minimum and maximum precision
recall and F1 score using user-reputation features.

conditional independence assumption. Thus, the number of
estimated parameters dramatically reduces from 2(2n − 1)
to 2n. NB classifier assigns a probability to each category of
movie features according to their target classes. The output
is minimized to a single probability-based predicted value
for each movie category’s entire set of features. However,
NB is highly sensitive to classifying erroneous probability
estimates for the features of movie categories due to its
numeric predictions [82].

BayesNet encodes probabilistic relationships among the
labeled features of each movie category [52]. Based on the
following advantages of the BN classifier, it’s commonly
used to analyze data in close connection with the statistical
methods. 1. BN handles missing data and encodes dependen-
cies of features set and target class. 2. BN learns a connect-
ing relationship in order to obtain knowledge by predicting
the consequences of intervention. 3. BN combines the prior
knowledge and features set. 4. BN avoids overfitting of data.

A random forest classifier is the mixture of tree predic-
tors [83]. Each feature depends on the movie features inde-
pendently with similar distribution for all features of the
movie in amovie-quality prediction system. The general error
of a movie to its forest classifier depends upon the advantage
of the individual features of a movie and the correlation
between them. RF classifier can be defined in the context
of movie features for a user to predict a high-quality/popular
movie as follows.
Definition: A random forest classifier consists of a col-

lection of features structured classifiers with random labeled
feature vectors of a movie by casting a vote for the most
popular movie class according to the features input.

A support vector machine is a robust classifier and regres-
sor because of its vital kernel tricks. The kernel tricks of SVM
transform the feature space into kernelized feature space.
SVM is selected as a candidate of GA-V tomake the classifier
strong with the RBF kernel of SVM. The proposed feature
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TABLE 3. Comparison of performance of traditional ML algorithms and proposed GA-V classifier in terms of average, minimum and maximum precision
recall and F1 score using social features.

space is extended to kernelized feature space and classifies
the data into vast feature space. RBF kernel is used to trans-
form the data to kernelized feature space. LSTM is selected
from the deep learning family to predict the movie quality.

The proposed GA-V selects the best four classifiers (RF,
ND, SVM, and LSTM) as a candidate to vote for each sample.
Figure 2 shows the flow of classification and weight assign-
ment using GA. First, n number of weights (as per target
variable) are assigned to each classifier. The final label is
assigned to each sample based on the voting.

V. EXPERIMENTS AND RESULTS
To validate the proposed features and proposed GA-V classi-
fier, 10-fold cross validation technique is used. Experiments
are conducted on standard benchmark MovieLens dataset.
This dataset was assembled by GroupLens project [26].
MovieLens is divided into three sub-databases that are
movie, user ratings and tags databases. About 955,80 tags
and 10,000,054 ratings are applied to 10681 movies by

71567 users by online movie recommender service of Movie-
Lens. The rating of the entire MovieLens dataset ranges
between 1 and 5 inclusive. To fit a model, we have pre-
processed and labeled the MovieLens dataset by presenting
UserReputation, Social, Temporal features and also a com-
bined set of these features named as All. After preprocess-
ing, 10677 labeled instances were considered with the use
of four UserReputation features, nine Social features, three
temporal features and a combination of all these features as
Total features. In this context, several classifiers including
Bayesian logistic Regression classifier are used to predict
the popular movie with an objective to get high accuracy
as reported by [31], [32] for text classification. Several
experiments were performed by utilizing the 10-fold cross
validation test onMovieLens dataset to measure the effective-
ness of several classifiers as discussed in section 3.1. These
classifiers are trained on UserReputation, Social, Temporal
and a combination of all of these features to verify their
classification accuracy, error and performance. The goal is to
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TABLE 4. Comparison of performance of traditional ML algorithms and proposed GA-V classifier in terms of average, minimum and maximum precision
recall and F1 score using temporal features.

find the best or popular movie in given categories of Movie-
Lens Dataset based on the proposed features and GA-V.
The precise classification of movie categories features can
improve the ability of movie quality prediction system. The
proposed feature are passed to the state of the art ML model
and proposed GA-V classifier with same data distribution and
training environment.

A. PERFORMANCE OF CLASSIFIERS ON FEATURES
For a fair comparison, the same training parameters are used
to train all the classifiers, where ten-fold is used to train
the model on training and validation data. The experimen-
tal environment also remains the same for all classifiers,
and the fame metric, i.e. F1 score, is used to identify the
optimal classifier for the voting. To measure the prediction
performance, confusion matrix can be used to evaluate the
classifier’s results. The confusion matrix has four categories,
as given by Table 1, to analyze the performance such as
precision, recall, sensitivity and specificity.

First, precision is the ratio of number of relevant movies
retrieved to the total number of irrelevant and relevant movies
retrieved. Precision can be computed by equation (6).

Precision =
TP

TP+ FP
(6)

Second, recall is the ratio of the number of relevant movies
retrieved to the total number of relevant movies retrieved and
the number of relevant movies not retrieved by the classifier.
Recall can be computed by equation (7).

Recall =
TP

TP+ FN
(7)

Lastly, F1 score is the harmonic mean of precision and
recall which can be computed by using equation (8). F1
score is also used as a fitness function for GA-V. F–measure
plays important role in the performance of proposed GA-V
classifier.

F1score = 2×
Precision× Recall
Precision+ Recall

(8)
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TABLE 5. Comparison of performance of Traditional ML algorithms and proposed GA-V classifier in terms of average, minimum and maximum precision
recall and F1 score on all (user reputation, social & temporal) features.

As precision and recall are the complementary measures
with an inverse relationship, therefore F1 score is used to
normalize the performance of classification results.

In Table 2, performance measures (Precision, Recall and
F1 scores) are presented for each movie category using User
reputation features. As a result, RF classifier has the higher
F1 score on User Reputation features as compared to all other
traditional classifiers except the movie category children.
AB is the only classifier with slightly lower F1 score values
for eachmovie category. Similarly, BN andBLR are the quick
successors of RF and AB classifiers. Also, NB is relatively
below to BLR and BN. RF classifier has shown better perfor-
mance on User Reputation features for predicting a popular
movie. LSTM and SVM have almost equal performance in
terms of all the measures. The proposed GA-V classifier
outperform for all the categories. The knowledge of ML and
deep learning is merged to find the best label for each sample
of the dataset.

Similarly, RF, BN and AB classifiers have competitive
performance on social and temporal features. NB, BLR has

less classification performance for a popular movie based on
social and temporal features in a movie category of a movie
recommender system. Table 3 and 4 presented the com-
parative performance for selecting the best classifier using
proposed features for a movie category. Based on social and
temporal features, we can conclude that classification accu-
racy varies on a different dataset with different features after a
comparison with [31], [32]. However, RF and AB classifiers
have more computational cost as compared to BN and NB.
In addition, BLR and NB have almost same for movie quality
prediction system. The Proposed GA-V classifier performs
well for each movie category. The merged knowledge makes
good predictions.

To strengthen our argument, all features are combined
to train the aforementioned classifier for their performance.
RF also performed better than the rest of the traditional
classifier, and GA-V performs better from all the classifiers
for all movie categories. In short, GA-V classifier can be
effectively used in movie quality prediction system due to its
better F1 score, classification accuracy and less classification
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error. RF is the second best possible choice in such systems to
find popular movies in different categories. However, better
features may lead to improvement of these classifiers perfor-
mance. Table 5, presents and helps researchers to choose a
classifier according to their features in relevance to proposed
work for developing an accurate movie quality prediction
system.

B. CLASSIFIERS ACCURACY AND ERROR ON
PROPOSED FEATURES
All these classifiers are trained separately by using UserRep-
utation, Social, Temporal and All features. A mixed behavior
of classifiers can be observed on UserReputation, Social
and Temporal features. However, Naïve Bayes and BayesNet
performed efficiently, not only on all features but also on
respective features independently. Naive Bayes models are
popular due to their simplicity in allowing each attribute to
contribute towards the final decision equally and indepen-
dently from the other attributes. For movie quality prediction,
Naïve Bayes models are well suited to capture the complexity
of the underlying decision-making process, considering the
many (inter)dependencies such as ratings, tags, sentiments
etc. While Decision Tree classifier training process is com-
plex, and they can get out of hand with the number of nodes
created in some cases. Another disadvantage of Decision Tree
models is that the algorithm separates the samples linearly.
Depending on their nature, the movies data might not be
linearly separable, and thus decision trees are unsuitable for
movie quality prediction. AdaboostM1 and Random forest
classifiers are relatively slow with better classification accu-
racy. Also, Bayesian logistic regression performed efficiently
on all input data with less classification accuracy. SVM also
performs consistent for all the categories. We have used
the RBF kernal of SVM which transform the feature space
to another feature space. SVM extend the proposed feature
space to kernelized feature space and find the separation
line. The proposed model use the brain of all the candidate
classifiers, so it performs well as compared to state of the
art ML and DL models. Consequently, we can conclude
that GA-V classifier is better for assessing a popular movie
based on the proposed features for each movie category.
Random Forest, SVM and AdaboostM1 classifier can be
considered as a second choice in movie quality prediction
systems.

A percentage complement of classifier accuracy refers to
classifier error. Therefore, a classifier with promising the low-
est classification error is considered to be the best classifier.
For this purpose, comparisons of several classifiers error have
been performed. From the stand alone classifiers, RF and AB
classifiers can be justified based on the lowest classification
error for each movie category using the proposed set of input
features. BLR classifier performs worst in term of classifier
error. And the proposed GA-V have minimum error on pro-
posed features.

VI. CONCLUSION AND FUTURE WORK
An improved movie quality prediction mechanism is pro-
posed by utilizing a new set of novel features to measure the
movie quality from different angles such as social quality,
user reputation and temporal aspects. Furthermore, the GA
based weighted voting classifier is proposed to validate the
significance of proposed features. The proposed method use
the knowledge of best classifiers and assign weights accord-
ing to their confidence. The propsoed method is compared
with existing ML, DL and ensemble (AdaBoost) models. The
results shows the significance of the propsoed features and
model in terms if precision, recall and F1 score.The aim
of this work is to evaluate the effectiveness of social web
domain features in identifying quality movies. Leveraging
the aspects of social web applications such as online reviews
recommendation, product recommendations and news arti-
cle recommendations, experimental results indicate that our
suggested features contributed significant results for iden-
tifying a quality movie.For the future, the existing featurs
can be extended to new features and compared with the
existing features. For the classifier, the weight assigning
based on F1 score can be replaced with multiple evaluation
measures including precision, recall and accuracy. the weight
can be assigned to each model based on multiple fitness
values.
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