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ABSTRACT At 2003, the SM4 block cipher was introduced that is a Chinese domestic cryptographic.
It is mandated in the Chinese National Standard for Wireless LAN Wired Authentication and Privacy
Infrastructure (WAPI), because the algorithm was developed for use in wireless sensor networks to provide
safety network environment. The SM4 block cipher uses a 128-bit block size and a 32-bit round key.
It consists of 32 rounds and one reverse translation R. In this paper, we present the optimized implementation
of the SM4 block cipher on 8-bit AVR microcontrollers, which are widely used in wireless sensor devices;
the optimized implementation of the SM4 block cipher on 32-bit RISC-V processors, which are open-
source-based computer architectures, and the optimized implementation of SM4 on 64-bit ARM processors
with parallel computation, which are widely used in smartphones and tablets. In the AVR microcontroller,
three versions are implemented for various purposes, including speed-optimization, memory-optimization,
and code size-optimization. As a result, the speed-optimization, memory-optimization, and code size-
optimization versions achieved 205.2 cycles per byte, 213.3 cycles per byte, and 207.4 cycles per byte,
respectively. This is faster than the reference implementation written in C language (1670.7 cycles per byte).
The implementation on 32-bit RISC-V processors achieved 128.8 cycles per byte. This is faster than the
reference implementation written in C language (345.7 cycles per byte). The implementation on 64-bit
ARM processors achieved 8.62 cycles per byte. This is faster than the reference implementation written
in C language (120.07 cycles per byte).

INDEX TERMS 8-bit AVR microcontrollers, 32-bit RISC-V processors, 64-bit ARM processors, software
implementation, SM4 block cipher.

I. INTRODUCTION
Numerous sensor nodes are used to collect the data in
wireless sensor networks. Tiny sensor nodes have limited
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computation resources, such as computing power, memory
space, and battery life. However, most cryptographic algo-
rithms are based on complex mathematical problems, so it is
difficult to operate cryptographic algorithms on IoT devices.
Thus, a Lightweight block cipher algorithms has been pro-
posed to operate cryptographic algorithms on insufficient
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environment. Lightweight cryptography algorithms require
less resources than ordinary cryptographic algorithms. The
SM4 block cipher is a one of lightweight block cipher family,
which is the Chinese National Standard for wireless LAN
Wired Authentication and Privacy Infrastructure (WAPI) [1].
The SM4 block cipher, which first appeared in 2003, and now
used as a standard block cipher in China. SM4 is very suitable
for hardware implementation, so there are many research
results of hardware implementation of SM4. For instance, [2]
shows the optimized field-programmable gate array design
for SM4, and it uses 7% less resources than the pipelined
implementation.We focused on software implementation, not
hardware implementation.

In this paper, we propose optimized implementations of
the SM4 block cipher in terms of software implementation.
We targeted three platforms that low-end 8-bit AVR micro-
controllers, 32-bit RISC-V processors and high-end 64-bit
ARM processors. The main contributions of this work are
summarized below.

A. CONTRIBUTIONS
• Optimized implementations of the SM4 block cipher
on 8-bit AVRmicrocontrollers. SM4 block cipher uses
a 128-bit block size. However, AVR microcontrollers
has only 70-bit wise general purpose registers. There-
fore, an effective register scheduling plan should be
considered. We make register allocation plan so that
it is an efficient implementation of SM4 block cipher.
Furthermore, SM4 block cipher requires the 32-bit wise
rotation operation, whereas AVR microcontrollers only
can perform 8-bit wise operations. We propose how
to efficiently implement 32-bit rotation through 8-bit
instructions on AVR microcontrollers.

• Optimized implementations of the SM4 block cipher
on 32-bit RISC-V processors. RISC-V is a brand new
open-source based computer architecture, which is sup-
ports new kinds of instruction sets. In this paper, present
the first optimized implementation of SM4 on 32-bit
RISC-V processors. The focus of optimized implemen-
tation is to implement S-Box operation by using RISC-V
instructions.

• Parallel implementations of the SM4 block cipher on
64-bit ARM processors. 64-bit ARM processors has
vector registers and vector instructions that can process
on data in parallel (Single Instruction Multiple Data,
SIMD). In this paper, we propose SM4 block cipher
model that encrypts 12 plaintexts in parallel approach.
It can be implement through vector instructions of
ARMv8 processor. Also, ARMv8 processor has 32 vec-
tor registers, so focus on plaintext register and S-Box
register configuration.

II. BACKGROUND
A. SM4 BLOCK CIPHER
SM4 block cipher is a Chinese domestic cryptographic sys-
tem that was first published in 2003. It was established as

TABLE 1. Parameters for the SM4 block cipher.

FIGURE 1. Encryption flow of the SM4 block cipher and the round
function structure. Left: encryption tasks, Right: round function structures.

a cryptographic standard by the Office of State Commercial
CryptographyAdministration (OSCCA) [3]. SM4 parameters
are listed in Table 1. Also, left part of Figure 1 presents
encryption tasks and internal structure of SM4 block cipher.

SM4 block cipher consists of five computation compo-
nents; round function (F), permutations (T and T’), nonlinear
transformation (tau), linear transformations (L) and (L’),
and S-Box (S).

1) ROUND FUNCTION (F)
128-bit Plaintext of SM4 block cipher is splitted into four
32-bit units, which named X. Round function F needs five
arguments that plaintext fragments (X0, X1, X2, and X3), and
round key. F is defined by the following equation.

F(X0,X1,X2,X3, rk) = X0 ⊕ T(X1 ⊕ X2 ⊕3 ⊕, rk)

The right side of Figure 1 shows Round function
F structure.

2) PERMUTATIONS T AND T’

Permutation functions T and T’ require 32-bit input values,
and return 32-bit output values. These two functions has
reversible feature, and consisted with tau and L.

3) NONLINEAR TRANSFORMATION tau

Nonlinear transformation (tau) takes four S-Boxes, which
requires 32-bit inputs and makes 32-bit outputs. It can be
performed parallel-way. Also, input values do not affect
each other. Nonlinear transformation tau can be represented
as follows, where A and B are a 32-bit input value and a
32-bit output value, respectively. The type of ai and bi is an
8-bit-wise string.

A = (a0, a1, a2, a3);

tau(A) = (S(a0), S(a1), S(a2), S(a3));

(b0, b1, b2, b3) = tau(A);

B = (b0, b1, b2, b3);

4) LINEAR TRANSFORMATIONS L, AND L’

Linear transformations (L, and L’) perform 32-bit wise rota-
tion operations. Its input values are output of Nonlinear trans-
formation tau. L, and L’ are defined as follows, where B is
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a 32-bit input value, and ROTL represents rotation to the left.

L(B) = B⊕ (ROTL(B, 2))⊕ (ROTL(B, 10))

⊕(ROTL(B, 18))⊕ (ROTL(B, 24))

L’(B) = B⊕ (ROTL(B, 13))⊕ (ROTL(B, 23))

5) S-BOX S

The S-Box (S) transforms an 8-bit input value to an 8-bit
output value with the S-Box table. Input values are from the
nonlinear transformation (tau).

B. TARGET PROCESSOR: 8-BIT LOW-END AVR
MICROCONTROLLER
An AVR microcontroller has the 8-bit-based Harvard archi-
tecture, which is widely used for wireless sensor networks.
It has 32 8-bit general-purpose registers and 133 instructions.
Most of the instructions take less than four clock cycles [4].
We evaluated the performance on an ATmega128, which is an
8-bit AVR microcontroller. It has 128KB of programmable
flash memory, 4KB internal SRAM, 4KB EEPROM, and
64KB optional external memory space [5]. AVR registers are
denoted as R0 to R31. Some registers have the following
special features:

• ZERO register: R1 is the zero register, which always
represents 0 value. However, it can be used freely for
general purposes. This R1 register should be zeroed at
the end of the operation.

• Callee saved registers: R2–R17 and R28–R29 are
callee saved registers (i.e. non-volatile registers). These
registers save important values (i.e. long-lived values
and data from a callee). These must be preserved in the
stack before they are used.

• Pointer address registers: R26–R31 can be used as a
pointer address by combining two registers. When these
are used for the pointer address, they are written as
X (R26–R27), Y (R28–R29), Z (R30–R31) notation.
R28–R29 are also callee saved registers.

C. TARGET PROCESSOR: 32-BIT RISC-V PROCESSORS
RISC-V is a new computer CPU structure that has been under
development at UC Berkeley since 2010. It is not intended
just for academic or research purposes, but for industrial com-
mercialization. The main feature of the RISC-V processor is
that the basic instruction set is provided by the consortium,
but there are no restrictions on the extended instructions that
users can add. Therefore, when utilizing this, it is possible
to increase the speed of the target application service by
customizing the RISC-V processor. In this paper, the 32-bit
structure RV32I used for performance comparison provides
32-bit registers 32 (x0–x31) [6].

D. TARGET PROCESSOR: 64-BIT HIGH-END ARM
PROCESSORS
ARMv8-A is the next-generation ARM architecture of
ARMv7, simply called ARMv8. It has two architectures,

namely, 32-bit AArch32 and 64-bit AArch64. In this paper,
we targeted the AArch64 architecture, which we simply refer
to A64. A64 has 32 64-bit general-purpose scalar registers,
which can handle 32-bit, and 64-bit data. In addition, there
are 32 128-bit vector registers, which can be utilized for
the parallel implementation with SIMD [7]. We used vector
registers for parallel implementation the SM4 block cipher.

E. RELATED WORKS
In this section, we introduce optimized implementations of
block ciphers on embedded processors. In [8], a revised
version of CHAM was optimized on 8-bit AVR microcon-
trollers. In [8], they suggested optimized 8-bit-wise rota-
tion and 32-bit-wise rotation. This implementation utilized
a pre-calculation technique with a counter mode of opera-
tion. In [9], parallel implementations were presented. In [10],
an optimized ARIA block cipher was presented. They opti-
mized primitive operations, including rotation operation,
a substitute-layer, and a diffusion-layer on a low-end AVR
microcontroller. In [11], they proposed a compact imple-
mentation of PRESENT block cipher, which was intro-
duced at CHES’07 [12]. It optimally implemented the
PRESENT through a pre-computation technique. In [13],
a compact implementation of an Advanced Encryption Stan-
dard (AES) block cipher on Intel processors was presented
(i.e. FACE). This implementation applied a pre-computation
technique that pre-calculates repetitive values and reuse
them. At ICISC’19, they proposed optimized implementa-
tion of FACE on an AVR microcontroller [14]. It extended
the pre-computation to round 3. This implementation is
also secure against Correlation Power Analysis (CPA).
SIMON [15] is a block cipher announced by the US National
Security Agency in 2015, and there are results of optimized
implementation of SIMON with pre-computation counter
mode applied on AVR microcontrollers [16]. Lightweight
block cipher PIPO [17] is a block cipher announced in Korea
in 2020, and an optimal implementation with side-channel
attack resistance was proposed in 2021 [18].

Research on optimized implementation for RISC-V as
well as AVR microcontrollers is active. In [19], and [20]
multiplication primitive optimized technique was pre-
sented. The proposed technique optimizes polynomial-
multiplication, allowing multiplication to be calculated at
a high speed. In [21], the optimal implementation of the
block cipher CHAM on RISC-V is the result of a high-speed
operation using a technique that omits block movement in
the internal operation of CHAM. There are also research
results that implemented various cryptography using the
assembly instructions of RISC-V. [22] used RV32I instruc-
tion set to implement optimized table-based AES, bitsliced
AES, ChaCha stream cipher, and Keccak-f[1600] permuta-
tion inside SHA3.

ARM processors are much more powerful than AVRs and
RISC-Vs, and are often used in high-end mobile devices
such as smartphones. ARIA [23] block cipher was estab-
lished as a Korean standard in 2004 and an international
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standard in 2010. In 2021, optimized implementation of
ARIA on ARMCortex-M3 was proposed [24]. Also, Format-
Preserving Encryption, which is often used in IoT devices,
was implemented on AVR and ARM processor [25]. The
implementation was targeted for ARMv8, a 64-bit ARM
processor. In [26], which optimally implemented the block
cipher PIPO on the ARM processor, applied the parallel
optimal implementation technique using the vector register
of the ARM processor. FrodoKEM [27] is one of the NIST
Post Quantum Cryptography Standardization Round 3 Alter-
nate Candidate, and the optimized implementation on ARM
processor has been proposed [28]. The proposed technique
uses the vector register of ARMv8 to parallelize the multipli-
cation process of FrodoKEM and greatly optimizes the time
required for multiplication.

Although it is not an optimized implementation, there is
also a study of side-channel attacks on SM4 block cipher.
In [29] tried collision-based attack, however it has more
efficiently attack then [30]. The main ideas of [29], first they
combined the look-up tables T-boxes. Second, to remove
the effect of dual cipher, it shuffled the order of data in
the T-boxes. Third, it made suitable collision function for
attack to white-box SM4 implementation.

III. OPTIMIZED IMPLEMENTATION OF THE SM4 BLOCK
CIPHER
This section presents the optimized implementation of SM4
block cipher on 8-bit AVR microcontrollers, 32-bit RISC-V
processors, and 64-bit ARM processors. Optimal perfor-
mance is achieved through efficient register scheduling plan
and instruction techniques.

A. 8-BIT LOW-END AVR MICROCONTROLLERS
1) INSTRUCTION SET
8-bit AVR microcontrollers has powerful instruction sets.
In general, AVR instructions take one or two clock cycles.
Table 2 lists AVR instructions used to implement optimized
SM4 block cipher.

2) REGISTER UTILIZATION
AVR microcontroller has 8-bit general purpose registers, but
only 32 are provided. So it must be need to efficient register
scheduling plan, because SM4 takes many operation process
steps.

• X blocks. In Section II-A, the SM4 block cipher stores
128-bit plaintext into four 32-bit X . However, 8-bit AVR
microcontrollers have 8-bit-wise registers that can only
represent 8-bit data. Four registers are required to handle
one 32-bit X . As a result, there are four X that each
handle a quarter of plaintext. A total of 16 registers are
required to store the whole plaintext.

• Round key, and T input/output. Each F requires a
32-bit round key. Four 8-bit registers are used to save
the round key. The round key is used as the input value
of T by performing the XOR operation with X blocks.

TABLE 2. Summarized instruction set of AVR microcontrollers for
optimized SM4 block cipher. Rd: destination register, Rr: source register.

Therefore, round key registers are also used to store
parameters or the results of T.

• Nonlinear operation. Nonlinear transformation (tau)
performs the rotation operation. Eight registers are
required for the result and intermediate values of rota-
tion. Four out of eight registers store the tau output
result.

• Address pointer. To load a value into a register on AVR
microcontrollers, it must be accessed through an address
pointer. In this case, there are 3 kinds of values for the
function call, namely, plaintext, round key, and S-Box
values. We allocate an X pointer for loading plaintext,
and storing ciphertext, a Y pointer for round key, and a
Z pointer for S-Box values. In particular, the X pointer
address (R26 and R27) is not needed to during round
functions. These registers are used to store temporary
values. The R30 register is always fixed to 0 value,
because it stores the lower address of S-Box. This can
be used as a temporary ZERO register.

• Loop index. Using the CPI instruction, it is possible to
compare a register value with a constant value. To imple-
ment the loop statement, only one register is needed to
store loop index. This register is shared with the tem-
porary value register. It must to preserve an index value
on the stack and can be implemented through PUSH and
POP instructions.

Figure 2 shows all of register allocation plan. Each rectan-
gle represents single 8-bit register and two-colored registers
mean multiple purposes registers.

3) OPTIMIZED IMPLEMENTATION OF 32-BIT WISE
ROTATION
SM4 block cipher uses 32-bit wise operation, but AVRmicro-
controllers has only 8-bit registers that can be performed 8-bit
wise operation. But, 32-bit wise rotation can be implemented
with some instructions that are LSL, ROL, ADC, MOV,
and MOVW. Table 3 shows implementation codes for each
rotation. The operation speed can be increased by different
input and output registers for 8, 16 and 24 rotation operation.
It reduces the time it takes for instructions to store values
in temporary registers and return them. Figure 3 shows this
difference. Figure 3 shows only the case of 8 rotations, but
the other cases are the same.
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FIGURE 2. Register allocation of AVR for the SM4.

TABLE 3. Optimized 32-bit wise rotation operation on 8-bit
environments, where i and j represent specific registers.

FIGURE 3. Difference in rotation operation according to the use of
temporary registers. (A): using temporary register, the input and output
registers are the same, and 5 MOV instructions are used. (B): temporary
register not used, input and output registers are different, and 4 MOV
instruments are used.

4) EFFICIENT S-BOX IMPLEMENTATION
In this work, there are three optimization approaches to AVR
microcontrollers (speed-optimization, memory-optimization,
and code size-optimization). In terms of speed-optimization,
storing the S-Box in RAM is effective. The LD instruction
loads the S-Box value with two clock cycles, which can
get the S-Box value quickly. On the other hand, from the
memory-optimization perspective, the S-Box can be saved
to flash memory. In Section II-B, it was confirmed that the
AVR microcontroller has larger flash memory than RAM.
Therefore, the memory-optimized implementation can be
useful in situations in which there is the lack of RAM.
The memory-optimization can be implemented with the
LPM instruction, which takes three clock cycles. Thus, the
memory-optimization implementation takes a longer exe-
cution time than the speed-optimization implementation.
For the code size-optimization approach, we utilized a
looped implementation, which sacrificed the performance but
achieved the optimal code size.

FIGURE 4. The process of rotation operation on RISC-V. (A): Original
value, (B): SLLI(n) applied to (A), (C): SRLI(32-n) applied to (B), (D): result
value of (B) or (C).

B. 32-BIT RISC-V PROCESSORS
A 32-bit RISC-V processor supports 32-bit wise instructions.
This is useful to perform the 32-bit wise operations of SM4.
For the optimal implementation in RISC-V, we propose rota-
tion optimization and efficient S-Box implementation.

1) OPTIMIZED ROTATION IMPLEMENTATION
Rotation operation is not supported in RISC-V. Therefore,
rotation is implemented using the SLLI, SRLI, and OR
instructions. ROL(n) can be implemented by OR the value
of SLLI(n) and SRLI(32 − n). This process can be seen in
Figure 4.

2) EFFICIENT S-BOX IMPLEMENTATION
RISC-V uses 32-bit registers. However, in the S-Box, it is
converted to a pre-computed value in bytes. Therefore, it is
necessary to convert a 32-bit value by dividing it into 8-bit
units. For the implementation, a stack pointer (SP) and load
unsigned byte (LUB) are used. The SP has the address of
the current stack, and the LBU loads only the 1-byte value
of the indicated address. The S-Box process is the same as
Algorithm 1. In Algorithm 1, the result value of the S-Box is
stored in T1, and A2 has the S-Box address.

C. 64-BIT HIGH-END ARM PROCESSORS
On the 64-bit ARMv8 processor, efficient implementation is
possible by using vector registers. In parallel implementation,
12 plaintexts can be encrypted at once. Because ARMv8 has
32 vector registers, we utilized these registers in an optimal
way. First, vector registers (v0–v11) store plaintext. Second,
vector registers (v12–v15) have intermediate values, and the
v15 register is also used for saving the round key value. Third
vector registers v16–v31 are used for the S-Box look-up
table. The SM4 encryption is performed on ARM processors
in the following order, loading phase, register transpose step,
round function layer, and storing phase.

1) INSTRUCTIONS SUMMARY
Table 4 shows the instructions for parallel implementation
of the SM4 block cipher. Most of the instructions are vector
instructions, except the ADR instruction. The ADR instruction

VOLUME 10, 2022 80229



H. Kwon et al.: Optimized Implementation of SM4

Algorithm 1 Efficient S-Box Implementation in RISC-V

Input: S-Box In = T0
Output: S-Box Out = T1
1: SW T0, 0(SP)
2: LBU T1, 3(SP)
3: ADD T0, A2, T1
4: LBU T1, 0(T0)
5: SLLI T1, T1, 24
6: LBU T2, 2(SP)
7: ADD T0, A2, T2
8: LBU T2, 0(T0)
9: SLLI T2, T2, 16

10: XOR T1, T1, T2
11: LBU T2, 1(SP)
12: ADD T0, A2, T2
13: LBU T2, 0(T0)
14: SLLI T2, T2, 8
15: XOR T1, T1, T2
16: LBU T2, 0(SP)
17: ADD T0, A2, T2
18: LBU T2, 0(T0)
19: XOR T1, T1, T2

TABLE 4. Instructions set of ARM64 for optimized implementation of the
SM4 block cipher; Xd: destination scalar register, Xn: source scalar
register, Vd: destination vector register, Vt: transferred vector register,
Vn, Vm: source vector register.

is used to store the S-Box table address. The ARMv8 proces-
sor has 32 128-bit vector registers, which can be calculate in
a parallel way. Some instructions are require to specify the
memory arrangement. In Table 4, the memory arrangement
is omitted for the convenience.

2) LOADING PHASE
Algorithm 2 shows the implementation of the loading phase.
Using three LD1 instructions, 12 128-bit plaintexts are
stored in vector registers (v0–v11). At this point, the
post-incremented memory access is used to adjust the address
pointer offset. Therefore, it is possible to reduce the execu-
tion time for calculating additional addresses. After that, the
table look-up of S-Box is performed through TBL and TBX
instructions.

3) REGISTER SCHEDULING PLAN
ARM64 has 31 general purpose registers and 32 vector reg-
isters. Each vector register has a size of 128-bit, so 12 vector
registers are used to store 12 plaintexts. Since operations are
performed between registers, there is no additional register
use. The remaining registers store the S-Box. Vector registers
can use arrangement specifiers to adjust the arithmetic units
of their internal values. For example, if ’b’ is used, calcula-
tions are performed in units of 8 or 16 8-bits. Figure 5 shows
an example of a register scheduling scheme and arrangement
specifier.

Algorithm 2 Loading 12-Plaintext in Vector Instructions
Input: Memory address = [x1]
Output: Plaintexts = [v0, v1, v2, v3, v4, v5, v6, v7, v8, v9,

v10, v11]
1: LD1.4S v0, v1, v2,v3, [x1], #64
2: LD1.4S v4, v5, v6,v7, [x1], #64
3: LD1.4S v8, v9, v10,v11, [x1], #64

FIGURE 5. Register scheduling plan and description of arrangement
specifier for ARM64.

4) REGISTER TRANSPOSE STEP
Algorithm 3 is the transpose step with UZP1 and UZP2
instructions at the a source-code level. The UZP1 instruction
reads even-numbered vector elements from the source reg-
ister, and stores them in the destination register. The UZP2
instruction does a similar operation, but reads odd-numbered
elements. In this process, registers are grouped by four, and
32-bit blocks are arranged to be stored in one register. In total,
three iterations are repeated to align 12 plaintexts. At the end
of encryption, the transpose step is performed once again to
retrieve vector registers. Figure 6 shows the operation process
of UZP1 and UZP2 instructions.

5) ROUND FUNCTION LAYER
Source codes for the round function layer are shown at lines
1–8 of Algorithm 4, which carries out the nonlinear transfor-
mation (tau). It is implemented byTBL andTBX instructions
to seek the S-Box table. The TBL and TBX instructions read
a value from a vector element in the index source register,
search each result as an index in the byte table of the source
table register, and write the result to the destination register.
The first 64 bytes of the S-Box are extracted through the TBL
instruction. The TBX instruction searches the table in the next
range of the previous TBL instruction. To search for the next
S-Box branch, subtraction to the value of the index source
register by 0× 40 is performed, and then the TBX instruction
is carried out.

In Algorithm 4, lines 9–20 show the source code that
implements linear transformations (L) of the round function.
The rotation operation is implemented using the left shift
operations SHL and SRI instructions. Using only three regis-
ters (v12, V13, v14,), v15 is used as a temporary regis-
ter to store the round key value. To use only three registers, the
rotation operation is performed and then XOR is performed
immediately.

6) STORING PHASE
In the last storing phase, the encryption result is saved. Algo-
rithm 5 is to perform an operation that stores the ciphertext
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Algorithm 3 Alignment of the Plaintext in Vector Instruc-
tions
Input: PT0 = [va.4s], PT1 = [vb.4s], PT2 = [vc.4s], PT3 =

[vd .4s]
Output: X0 = [va.4s], X1 = [vb.4s], X2 = [vc.4s], X3 =

[vd .4s]
1: UZP1.4S v12, va, vb
2: UZP2.4S v13, va, vb
3: UZP1.4S v14, vc, vd
4: UZP2.4S v15, vc, vd
5: UZP1.4S va, v12, v14
6: UZP1.4S vb, v13, v15
7: UZP2.4S vc, v12, v14
8: UZP2.4S vd, v13, v15

FIGURE 6. UZP1 and UZP2 instructions process for SM4.

in the memory. The result value (v0–v11) is stored in the
memory address (x0) by 512-bits in a post incremental
method, and 12 ciphertexts are stored through a total of three
operations.

IV. EVALUATION
In this section, we present the evaluation of proposed imple-
mentations. The evaluationwas conducted separately for each
implementation environment. The performance evaluation
was based on clock cycles per byte (cpb).

A. EFFICIENT IMPLEMENTATIONS OF SM4 BLOCK CIPHER
ON 8-BIT AVR MICROCONTROLLERS
The proposed implementations are intended for the
ATmega128 processor, which is an AVR. Source codes were
implemented over the Microchip Studio framework
and compiled using the -O2 option. Because there are no
other SM4 block cipher implementations on AVR microcon-
trollers, performance comparisons were done with reference
C code implementations. The comparison results are shown
in Table 5. Reference C code takes 1670.69 cpb (clock cycles
per byte), while the proposed speed-optimization implemen-
tation achieved 205.2 cpb, the memory-optimization imple-
mentation recorded 213.3 cpb, and the code size-optimization
implementation reached 207.4 cpb. These excellent results

Algorithm 4 Round Function of the Plaintext in Vector
Instruction
Input: S-Box In = [va.16b]
Output: S-Box Out = [va.16b]
1: MOVI v13.16b, #0× 40
2: TBL v12.16b, v16.16b-v19.16b, va.16b
3: SUB va.16b, va.16b, v13.16b
4: TBX v12.16b, v20.16b-v23.16b, va.16b
5: SUB va.16b, va.16b, v13.16b
6: TBX v12.16b, v24.16b-v27.16b, va.16b
7: SUB va.16b, va.16b, v13.16b
8: TBX va.16b, v28.16b-v31.16b, va.16b
9: SHL.4s v13, v12, #2
10: SRI.4s v13, v12, #30
11: EOR.16b va, v12, v13
12: SHL.4s v13, v12, #10
13: SRI.4s v13, v12, #22
14: EOR.16b va, v13, va
15: SHL.4s v13, v12, #18
16: SRI.4s v13, v12, #14
17: EOR.16b va, v13, va
18: SHL.4s v13, v12, #24
19: SRI.4s v13, v12, #8
20: EOR.16b va, v13, va

Algorithm 5 Storing 12-Plaintexts in Vector Instruction
Input: Ciphertexts = [v0, v1, v2, v3, v4, v5,

v6, v7, v8, v9, v10,v11]
Output: Memory address = [x0]
1: st1.4s v0, v1, v2, v3, [x0], #64
2: st1.4s v4, v5, v6, v7, [x0], #64
3: st1.4s v8, v9, v10, v11, [x0], #64

TABLE 5. Comparison result on 8-Bit AVR microcontrollers. Symbols (s,
m, and c) represent speed, memory, and code size-optimized
implementations, respectively.

are that the proposed implementation is implemented in an
optimal form using an AVR assembly. In particular, effi-
cient rotation is used in the linear transformation (L); thus,
it achieves better performance than the reference C code
implementation. In addition, it can be compared in terms
of each criteria. The speed-optimization approach achieved
better performance than the others, the memory-optimization
approach requires the least RAM size; and the code size-
optimization approach has the smallest ROM size.

B. IMPLEMENTATIONS OF SM4 BLOCK CIPHER ON
32-BIT RISC-V PROCESSORS
In this section we present the analysis and evaluation of
the performance of the SM4 encryption implementation on
RISC-V. In this work, the implementation was not applied
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TABLE 6. Comparison result of execution timing (cycles per byte) on
32-bit RISC-V processors (left) and 64-bit ARM processors (right).

any kinds of optimization techniques. It is only proceed per-
formance measurements on RISC-V. The RISC-V implemen-
tation does not use extensions and relies on the RV32I-based
ISA. For the performance measurement, the HiFive1 Rev
B development board with a 32-bit E31 RISC-V core was
used. The results are shown in the left part of Table 6. For
the reference code, the execution timing was 345.7 cpb. The
implementation achieved 128.8 cpb, which reflects a perfor-
mance improvement by 2.68×.

C. SPEED-OPTIMIZATION OF SM4 BLOCK CIPHER ON
64-BIT ARM PROCESSORS
In this section we present the analysis and evaluation of
the performance of the SM4 encryption implementation on
ARMv8. It was written usingXcode and the calculation speed
was measured by Apple A13 Bionic. The Apple A13 Bionic
is a 64-bit ARM-based single chip (2.65 GHz) designed
by Apple. The performance comparison was done with the
reference code implemented in C language. The results are
shown in the right part of Table 6. For the reference code,
the execution timing was 120.07 cpb. The proposed imple-
mentation achieved 8.62 cpb, which reflects a performance
improvement by 12.93×.

V. CONCLUSION
In this paper, optimized implementation of SM4 block cipher
was introduced. The target environments are 8-bit AVR
microcontrollers, 32-bit RISC-V processors, and 64-bit ARM
processors. Proposed implementation improved performance
of SM4 block cipher compared to previous approaches.
We hope that proposed techniques becomes helpful to imple-
ment SM4 block cipher in various environments, including
both low-end and high-end IoT environments.
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