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ABSTRACT This paper introduces the demand-driven assembly line rebalancing problem (DDALRP)
and proposes a non-linear, multi-objective, combinatorial optimization model to solve it. A DDALRP
arises whenever the production output of the assembly line (AL) must be continuously readjusted along
a planning horizon in order to satisfy as much as possible a given demand forecast; thus, dealing not with
a one-time rebalance, but with a multi-period rebalance, fact that exponentially increases the complexity
and combinatorial nature of the problem. Adapting or regulating the production output of the AL to a
particular demand forecast or production plan is a relatively new idea in the assembly line balancing (ALB) /
rebalancing (ALR) literature; and the novelty of this work is the rebalancing mechanism employed to
solve the problem: we address the problem by reallocating workers to stations, taking into consideration
their learning and forgetting (L&F) curves. Our proposed model was solved by implementing a genetic
algorithm (GA) in 162 cases (three problem instances under 54 scenarios each), which produced useful
insights about the dynamics of worker reallocation under different situations: optimistic, most-likely,
pessimistic L&F coefficients; experienced and inexperienced workers; and different demand scenarios.

INDEX TERMS Assembly line, demand forecast, learning & forgetting curves, multi-period rebalancing,
worker reallocation.

I. INTRODUCTION
Assembly line rebalancing (ALR) is a new research topic
within the wider research field of assembly line systems.
An assembly line (AL) may need to be rebalanced for dif-
ferent reasons, including: 1) internal drivers such as quality
enhancements that lead to changes in product design or prod-
uct features (thus, resulting in different processing times of
tasks and, possibly, a new task precedence diagram); and 2)
external stimulus such as changes in the business environment
which result in variable market demand (thus, forcing ALs to
modify their cycle time and production output rate).

The associate editor coordinating the review of this manuscript and

approving it for publication was Bilal Alatas .

Continuously ensuring that the AL is optimally balanced
is a responsibility of critical industrial importance because,
as Falkenauer [10] argues, the efficiency difference between
an optimal and a sub-optimal balance may yield economies
(or loses) reaching millions of dollars per year. Therefore,
a rebalancing method must be dynamic in nature in order
to readjust the output (number of units) produced by the
AL according to some production plan or demand forecast.
However, as Li et al. [22] have clearly noted, the explicit con-
sideration of the amount of output to be produced by the AL
is a new idea in the assembly line balancing (ALB) literature.
Furthermore, Pérez-Wheelock and Huynh [27] observed that
demand fluctuations have not been taken into consideration in
the assembly line balancing problem (ALBP) when assigning
tasks or workers to stations.
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The need for rebalancing ALs in industry was identified
long ago. To the best of our knowledge, the first publication
that mentioned the idea of rebalancing was that of Chase [8]
in 1974. He conducted a survey of ALs in 111 manufacturing
plants and concluded that there was a need of balancing
algorithms and procedures as evidenced by the large num-
ber of rebalances undertaken each year in many categories
of industry. Nevertheless, just recently ALR started to gain
research attention. There is little literature addressing the
ALRP, and related theories and methods are limited. The
methods proposed until now address the rebalancing problem
by reassigning tasks to stations. This approach, unfortunately,
brings chaos to the fundamental structure of the AL. The
installation of a production system is a long-term decision
which usually requires a large capital investment [5]. Once
installed, the stations comprising the assembly line are fixed,
well-defined workplaces. A station is responsible for the
execution of a particular subset of tasks. To that end, stations
are equipped with specific tooling and equipment in order
to provide them the required functionality, so that workers
are able to perform that particular subset of tasks. Using the
terminology employed by Falkenauer [10], each station has
its particular ‘identity’. Hence, rebalancing an AL in terms
of reassigning tasks to stations is inconvenient –or simply
impractical– as a result of long-term decisions that were
taken when the production system was originally designed
and installed.

In this paper, we make an effort to contribute to ALR with-
out reengineering the line or modifying the original assign-
ment of tasks to stations. We propose a way of readjusting the
production output of the AL by means of worker reallocation,
considering their learning and forgetting curves, and aiming
to satisfy as much as possible a given demand forecast or
production plan. In this paper, our modest objectives are: 1) to
define the demand-driven assembly line rebalancing problem
(DDALRP); 2) to describe the family of problems related
to the DDALRP; 3) to propose a mathematical formulation
for one of the problem variants; and 4) to provide insights
regarding the dynamics of worker reallocation under different
scenarios. This paper is an extension of [27], where the idea
of rebalancing ALs via worker reallocation was originally
proposed.

To precisely define the scope of this research, we have
to consider a production system composed of three core
components; namely: machines, people, and information. 1)
Machines: we deal with ALs organized in straight layout
(I-shaped configuration) and operated by workers (labor-
intensive ALs). Semi-automated and robotic ALs, and other
types of layout (e.g., U-shapedALs, two-sidedALs, ALswith
parallel stations, etc.) are out of the scope of this research.
2) People: we take into consideration learning and forgetting
curves of workers. Other human factors, such as fatigue-
recovery, motivation-boredom, etc., are out of the scope of
this research. 3) Information: we take into consideration a
demand forecast in order to rebalance the line. The actual
operation of an assembly line is supported by information

systems that provide additional information, such as parts
feeding or material supply to the AL. Information other than
the demand forecast is beyond the scope of this research.

In spite of its limitations and narrow scope, this paper
should nevertheless contribute to both, theory and practice.
1) Academic contribution / implications (theory): This paper
intends to contribute to the body of knowledge in the field of
assembly line balancing (ALB) / rebalancing (ALR) by intro-
ducing a new family of problems (DDALRP). 2) Practical
contribution / implications (practice): 2.1) With our method,
it is possible to adjust the production output of the ALwithout
the need of reengineering the line. 2.2) Worker reallocation
implies job rotation, which leads to job enrichment andmulti-
skilled, motivated workers.

Following the introduction, research objectives, scope, and
academic and practical implications, the rest of this article is
organized as follows: Section II provides a review of works
on ALR. Section III describes the DDALRP, its typology,
and proposes a mathematical formulation for one of the prob-
lem variants. Section IV explains the experimental design of
the computational study and discusses the results obtained.
Finally, Section V concludes the study and points out the
directions of our upcoming research agenda.

II. RELATED WORK
Gamberini et al. [11] proposed a multi-objective heuristic
algorithm for rebalancing the single-model, stochastic-time
AL. Their method is founded on the integration of TOP-
SIS (Technique for Order Preference by Similarity to Ideal
Solution) and the well-known Kottas and Lau heuristic
approach [18]. The authors aim to minimize two objectives:
The first objective is the ‘‘assembly cost’’, defined by the
authors as the sum of the unit labor cost and the unit incom-
pletion cost. The second objective is tominimize the reassign-
ment of tasks in order to preserve a high degree of similarity
between the original and the new balance, thus, avoiding the
costs associated with the movement of tasks. Their method
was tested on several problem instances.

Gamberini et al. [12] developed a multiple single-pass
heuristic algorithm in order to find the most complete set
of dominant solutions that represent the Pareto front of the
stochastic ALRP. Their objectives are to minimize the total
expected completion cost and maximize the mean similarity
factor between the initial line balance and the new rebalance.
Their method was tested on 240 problem instances and one
case study.

Belassiria et al. [6] proposed an integrated model for
assembly line rebalancing problem (I-ALRP). After the
occurrence of a disturbance, tasks have to be reassigned to
stations according to a new cycle time that is derived from a
new demand pattern. The objective function under consider-
ation combines line efficiency and workload balance among
stations. In their rebalancing model, assignment restrictions
are considered, e.g.: machinery is too heavy to move to a
different station, as well as positive and negative zoning
constraints. To solve the problem, the authors proposed a
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genetic algorithm (GA) hybridized with a heuristic priority
rule. Their mathematical formulation and algorithm were
applied to a case study of a company that manufactures wiring
harnesses and automotive connectors.

Rebalancing has emerged as a response to some disruption
or disturbance that may occur in one or more station, such as
a breakdown or shutdown:

Sancı and Azizoğlu [28] considered the need to rebalance
an AL due to disruptions in a station. When a disruption
occurs, the tasks in the disrupted station have to be reassigned
among the active stations. The trade-off between an efficiency
measure (cycle time) and a stability measure (the number of
reassigned tasks) was taken into consideration to identify the
best rebalance of the line. To solve the problem, the authors
developed two optimization algorithms: an algorithm based
on mixed integer linear programming (MILP), and a branch
and bound (B&B) algorithm. Their method was tested on
200 problem instances.

Karas and Ozcelik [17] introduced the assembly line
worker assignment and rebalancing problem (ALWARBP).
In this problem, the authors reassign tasks and workers when
a disruption occurs in a station. The tasks in the disrupted
station have to be reassigned among the active stations. Also,
workers that were in stations that suffered disruption become
unoccupied, the total number of workers becomes greater
than the number of active stations, and the reassignment of
workers becomes necessary because some tasks cannot be
performed by some workers. The new line balance intends to
achieve theminimum possible variation in terms of cycle time
and the number of reassigned tasks. To solve the problem, the
authors developed an artificial bee colony (ABC) algorithm.
Their method was tested on 120 problem instances.

Li et al. [22] investigated the ALRP in a multi-period con-
text, with tasks having stochastic processing times. Upon
the occurrence of a disruption, the processing times of tasks
change according to a probability distribution that is built
with historical data. Disruptions occur according to a Pois-
son distribution. When a disruption occurs, maintenance or
system upgrade must be performed, and the makespan of
the work-in-process (WIP) is delayed. In this problem, the
objective function is to minimize total cost, comprised of
production cost (C1× makespan) and rebalancing cost (C2×

number of rebalances). The authors evaluate four rebalancing
policies: 1) continuous rebalancing (low production cost but
high rebalancing cost); 2) no rebalancing (high production
cost but no rebalancing cost); 3) periodic rebalancing (a mid-
point between the previous two policies); and 4) data-driven
rebalancing (dynamic rebalancing decisions supported by
real-time data).

Girit and Azizoğlu [13] define total replacement distance
as the amount of movement needed to transfer a task from one
station to another. When a disruption occurs, the tasks in the
disrupted station must be moved to another station. Further-
more, to achieve a satisfactory workload smoothness index,
some of the tasks in the non-disrupted stations may have
to be reassigned. Hence, the authors perform rebalancing

taking into consideration the trade-off between total squared
workload (a fairness measure) and total replacement distance
(a stability measure). The authors developed two algorithms:
an exact algorithm and a tabu search algorithm. Their method
was tested on several problem instances.

Rebalancing has been examined in mixed-model ALs:
The research of Altemeier et al. [2] addresses the ‘‘recon-

figuration’’ of an AL characterized by a make-to-order
production process and high variety of products. (In their
paper, the authors clarify that their reconfiguration problem
is merely a rebalancing problem.) Because there is a new
production plan in each planning horizon, the workload of
stations changes. Therefore, reassigning and shifting tasks
among stations becomes necessary as a mean of achieving
the most uniform possible distribution of workload among
stations. The authors proposed a decision support system con-
sisting of four phases (analysis, design, selection, implemen-
tation) with a mathematical formulation and a local search
heuristic embedded in it. The authors tested their decision
support system in two industrial case studies (twoworkshops)
of a car manufacturer.

Grangeon et al. [14] studied the rebalancing problem in
a mixed-model AL of a French automotive firm. The
line has to be rebalanced monthly due to changes in
demand. This rebalance is made by transferring an opera-
tion (and its corresponding tools and parts) from one sta-
tion to another. The rebalancing proposed by the authors
involves three steps: 1) obtain a feasible solution; 2) min-
imize the number of stations; and 3) smooth the operator
workload. The authors proposed three heuristics, one for
each step.

Oliveira et al. [26] presented a case study regarding the
rebalancing of the tasks and operations of a mixed-model AL
in the automotive industry. The authors proposed a binary
integer programming model that aims to minimize the num-
ber of stations, solved it using a B&B algorithm, and eval-
uated the results in terms of the number of stations created,
average workload, and imbalance rate.

Yang et al. [34] argue that the reassignment of tasks to
stations may lead to the movement of machine tools, reloca-
tion of WIP buffers, and retraining of workers. The authors
proposed a multi-objective genetic algorithm (moGA) for
the reassignment of tasks and workers, so as to minimize:
1) the number of stations used (vertical balancing); 2) the
workload variation among different models at each station
(horizontal balancing); and 3) the rebalancing cost (the cost
of retraining workers). Their algorithmwas tested on 23 prob-
lem instances.

Rebalancing has been investigated in U-shaped ALs:
Agpak [1] recognizes that some machines and fixtures

cannot be rearranged, or the rearrangement may be possible
at the expense of considerable time and cost. In this research,
the author studied the rebalancing of U-shaped lines with
deterministic task times. He proposed a two-stage heuristic
based on the COMSOAL algorithm to find a common task
sequence thatminimizes the number of stationswhile keeping
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the location of tasks, equipment, and fixtures unchanged for
different cycle time values.

Zha and Yu [35] argue that if all machines could be moved
freely, the rebalancing problem would simply reduce to the
balancing problem; and recognize that, in practice, some
machines are stationary but could be relocated at the expense
of certain moving cost. In their paper, the authors present
a new hybrid algorithm (ACO and filtered beam search) to
solve the U-line rebalancing problem. The objectives are:
1) minimize the sum of moving cost of machines + labor
cost; and 2) minimize the walking distance of workers. Their
method was tested on 26 problem instances.

Çelik et al. [7] explain that rebalancing yields a new line
balance that may result in more or fewer stations and changes
in the position of tasks within the line; and recognize that a
rebalance would probably incur in a cost for redesigning the
line. In their paper, the authors propose a new approach based
on ant colony optimization (ACO) for rebalancing U-lines
with stochastic task times (S-ULRBP). Their objective is to
minimize the total rebalancing cost which consists of task
transportation cost, station opening cost, station closing cost,
and station operating cost. Their methodwas tested on several
problem instances.

Serin et al. [31] continued the work of Çelik et al. [7]. The
authors designed a GA to address the S-ULRBP. The algo-
rithm seeks to minimize the total rebalancing cost.

Rebalancing has been studied in two-sided assembly lines:
Zhang et al. [36] proposed a station-oriented heuristic

algorithm to solve the two-sided ALRP type II1 (T-ALRP-
II). The authors considered two objectives: 1) minimization
of the cycle time and 2) minimization of the rebalancing cost,
measured as the number of reassigned tasks; and utilized con-
strained programming (CP) to transform the second objective
into a constraint. Their formulation and algorithm was tested
in a numerical example.

Zhang et al. [37] addressed a real case study, the assem-
bly of a shovel loader in a Chinese company that produces
construction machinery. The authors noted unreasonable
assignment of tasks in the current balancing of the AL, and
therefore, they proposed a modified non-dominated sorting
genetic algorithm II (MNSGA-II) to obtain a rebalanced line
with minimum cycle time at the lowest possible rebalancing
cost.

Zhang et al. [38] developed and improved imperialist com-
petitive algorithm (IICA) for rebalancing a two-sided AL,
taking into consideration space and resource (SR) constraints.
As for the SR constraints, the authors consider tasks that
must be assigned to the same station, tasks that cannot be
assigned to the same station, tasks that must be assigned
to a specified station, and tasks that must be performed
synchronously. Three objective functions were considered:
1) minimize the mean absolute deviation of completion time

1In the ALB literature, the objective in problem type I is to minimize the
number of stations given a specified cycle time, while in problem type II, the
objective is to minimize the cycle time given a predefined number of stations.
Refer to [29], pp. 20, 32, 42–61.

(a workload smooth measure); 2) minimize the cycle time
(an efficiencymeasure); and 3) minimize the rebalancing cost
(a cost measure). The authors applied their formulation and
algorithm to several benchmark problems and to a case study
of a shovel loader manufacturer in China.

Finally, rebalancing has been researched in automated
assembly lines (AALs), which are characterized by collab-
orative learning. In the manual AL (where human workers
perform the assembly operations), when a task is reassigned
to someone who has never performed that task before, the
worker starts developing skill afresh. By contrast, in AALs,
an agent receiving a task for the first time also receives the
knowledge previously built thanks to supervisory control,
distributed control, or related communication.

Li and Boucher [20] introduced the automated assembly
line (re)balancing problem with dynamic task times. Due to
collaborative leaning and the dynamic nature of the process-
ing times of tasks, the current assignment (of tasks to stations)
may not be optimal anymore. In this research, the aim of
rebalancing is to reduce the length of the line (the number
of stations) while keeping the desired cycle time. To solve
the problem, the authors proposed backward induction rules.
Their method was tested in an industrial case study.

Li [21] extended the work of Li and Boucher [20] by taking
into consideration tasks with stochastic processing times and
proposing an algorithm, ENCORE (Efficient Non-Constant
task time REbalancing), to solve the problem.

A synthesis highlighting selected features of the reviewed
literature and this work is organized in Table 13 (appendix)
for a quick reference and easier comparison. In column
‘‘Demand’’ we indicate whether or not demand is a direct
input in the model (i.e., is demand defined in the authors’
notation and is used in their mathematical formulation?).
Columns ‘‘L’’ and ‘‘F’’ show whether learning and forgetting
effects are considered in the authors’ model. If the paper
addresses a case study, this is indicated in the last column,
along with a brief description of the industrial environment.
All other columns are self-explanatory.

III. THE DEMAND-DRIVEN ASSEMBLY LINE
REBALANCING PROBLEM
In this section we explain the DDALRP. First, in subsection
A, we describe the general overview of the problem while
introducing part of the notation to be used. (The rest of
the notation is presented progressively in subsections B–D.)
Next, in subsection B, we provide a framework for the family
of demand-driven assembly line rebalancing problems. Then,
in subsection C, we explain the learning and forgetting curves
to be used in our model. Finally, in subsection D, we propose
a mathematical formulation for one of the DDALRP variants.

A. PROBLEM DESCRIPTION
1) Assembly line: We consider an AL composed of a spe-

cific number of stations j = 1, 2, 3, . . . , J , organized
in straight layout to produce one homogeneous product
(i.e., single-model AL).
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2) Stations and the flow of materials along the stations:
Stations are assumed to have the right tools and instru-
ments that are necessary to perform the subset of tasks
that belongs to them. Progressively, on each station,
the bill-of-material parts and components are attached
to the jobs or workpieces, and these become finished
products at the end of the line. Jobs or workpieces
advance as soon as stations complete their tasks (i.e.,
unpaced AL). Between two consecutive stations there
is a buffer. The buffer behind a station contains the
jobs or workpieces to be processed by that station. The
buffer in front of a station is used to place the units
processed by that station. Each station must guarantee
a minimumWIP inventory,WIPmin, for its downstream
station at the end of each working period in order to
ensure smooth production flow at the beginning of the
next working period (i.e., avoid the waiting time of
feeding the line). Stations are assumed to be reliable;
machine breakdowns or downtimes are not considered.

3) Demand: A forecast market demand, D(`), is given for
each period ` = 1, 2, . . . ,L of the planning horizon.
Demand data may have different patterns, e.g.: increas-
ing, seasonal, erratic, etc. Demand is served at the
beginning of each period using the inventory of finished
products (IFP) available at the end of the previous
period, If (`− 1). When IFP is not enough to cope with
the market demand, lost sales occur.

4) Workers and learning and forgetting (L&F) effects: In
the factory, there is a fixed number of workers, K ,
which may (or may not) have previous experience in
assembly operations; i.e., workers could have some
initial skill inventory, S initialjk , defined as the theoretical
number of units that worker k would be able to process
(in one working period) in his/her first assignment to
station j. This capacity improves (according to some
learning parameter r) as long as the worker continues
performing on the same station, or deteriorates (accord-
ing to some forgetting parameter f ) if he/she discontin-
ues performing on that station. Different workers have
different initial skill levels and different learning and
forgetting parameters. It is assumed that workers come
to the factory every period; worker absenteeism is not
considered.

5) Allocation of workers: Since any worker is able to
perform the assembly operations of any station, any
worker can be assigned to any station. In one period,
one worker is to be assigned to one station and one
station receives one worker. Therefore, there are as
many workers as stations; i.e., K = J .

6) The rebalancing mechanisms and its aim: The AL is to
be rebalanced by reallocating workers to stations along
the planning horizon. In different periods the allocation
of workers to stations may vary in order to slow down
the production output rate of the AL, or it may be the
same in order to take advantage of the learning effect
and increase the number of finished goods produced by

the AL. By assigning and reassigning workers to sta-
tions, the AL shall be balanced in the best possible way
in each period ` = 0, 1, 2, . . . ,L−1 in order to satisfy
D(`+1), the forecast market demand of the next period.

B. DDALRP TYPOLOGY
The solution to a DDALRP seeks to match the production
output of the AL to the forecast market demand. The units of
finished products available at the end of period `, If (`), are
used to satisfy themarket demand of the next period,D(`+1).
If If (`) < D(`+1), the factory would be losing sales in period
` + 1. The solution to a DDALRP intends to minimize the
amount of lost sales. Hence, the objective function:

Min Z1 =
L−1∑
`=0

max
{
0,D(`+ 1)− If (`)

}
(1)

deals with the first type of DDALRP: minimization of lost
sales in terms of units. (We will name this problem DDALRP
type A1.)

Moreover, because every unit of unmet demand represents
an economic loss, the measure of interest could be lost sales
in terms of monetary resources. To reduce the likelihood of
losing sales, the AL should build sufficient inventory. How-
ever, the fact of holding inventory represents an operating cost
which, ideally, should be as small as possible.

If Ii(`) and If (`) are respectively the inventory of finished
products at the beginning and at the end of period `, then,[
Ii(`)+ If (`)

]
÷ 2 is the average inventory held in period

`. If h represents the unit cost of holding inventory, and g,
the unit cost of lost sale, then, objective function (1) can be
reformulated as:

Min Z1 = g
L−1∑
`=0

max
{
0,D(`+ 1)− If (`)

}
+ h

L∑
`=0

Ii(`)+ If (`)
2

(2)

in order to deal with the second type of DDALRP: minimiza-
tion of lost sales in terms of monetary resources. (We will
refer to this problem as DDALRP type A2.)

Under this analysis, the unmet demand is a lost sale. How-
ever, if customers are willing to receive their products later,
at the expense of some economic penalty for the factory,
then, the unmet demand becomes a backlog or back order.
Since there is a penalty for supplying units late, the number
of back orders should be minimized. Again, to reduce the
likelihood of backlog, enough inventory should be built, and
some appropriate balance between the penalty of back orders
and the cost of holding inventory shall be sought.

Min Z1 = b
L−1∑
`=0

max

{
0,
∑̀
`′=0

[
D(`′ + 1)− Q(J , `′)

]}

+ h
L∑
`=0

Ii(`)+ If (`)
2

(3)
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TABLE 1. DDALRP typology.

deals with the third type of DDALRP, minimization of back-
log in terms of monetary resources, where b is the unit cost
of backlog (the economic penalty for delaying one unit of
finished product one period). We will label this problem
DDALRP type B2.

Finally, the fourth type of DDALRP deals with the min-
imization of backlog in terms of units. The corresponding
objective function is:

Min Z1 =
L−1∑
`=0

max

{
0,
∑̀
`′=0

[
D(`′ + 1)− Q(J , `′)

]}
(4)

and we will call it DDALRP type B1.
The family of demand-driven assembly line rebalancing

problems is summarized in Table 1. This paper treats the
DDALRP typeA1,minimization of lost sales, in units. (Equa-
tions (2), (3), and (4) are not used in our computational study;
however, these equations were introduced for the purpose
of illustrating the DDALRP variants.) We propose a mathe-
matical formulation for problem variant A1 in subsection D.
Before that, in subsection C, we need to explain the learning
and forgetting curves that will be incorporated in our model.

C. LEARNING AND FORGETTING CURVES
We incorporate the formulations of skill improvement and
skill deterioration proposed by Azizi et al. [3], which are
presented here only for the sake of completeness. Readers are
referred to the original work.

On the one hand, when a worker is assigned to a station,
his/her skill improves as he/she performs in the same station.
A worker’s skill improvement may depend on the initial skill
(if the worker is assigned by the first time) or the remnant skill
(if the worker is re-assigned), the length of the assignment
(the elapsed time between the current period, `, and the period
on which he/she was assigned, a), and the worker’s learning
slope. Therefore, skill improvement can be modeled as:

Sjk` = Smaxj −

(
Smaxj − Sremjka

)
eβk (`−a) (5)

where Sjk` is the skill level of worker k in station j in period `.
Smaxj is the theoretical maximum level of skill at station j. Sremjka
is the skill level that worker k had in station jwhen he/she was
assigned to that station (in period a); it is the remnant skill,
i.e., the previously gained skill that has not been affected by
the forgetting phenomenon. However, at time zero, ` = 0,
the skill level of worker k in station j, Sremjk0 , corresponds to
the worker’s initial skill level; hence, Sjk0 = Sremjk0 = S initialjk .

Therefore, in the case that a worker is assigned to a station
for the first time, the remnant skill Sremjka in (5) should be
substituted by S initialjk . And βk is the learning slope of worker
k given by βk = (log rk )/(log 2), where rk is the learning
coefficient of worker k .
According to (5), at infinite time, `→∞, the skill level of

worker k performing in station j reaches the maximum level,
Sjk∞ = Smaxj . However, achieving the maximum level of skill
in infinite time is unrealistic. Therefore, the idea of achiev-
able upper level or skill upper bound is introduced. This
concept is represented by SUBj and the relationship between
Smaxj and SUBj can be expressed as:

SUBj = Smaxj − δj (6)

where δj is the skill upper bound threshold value for station j.
On the other hand, as the worker continues to learn the

new skill, his/her previously gained skill decays as a result
of the forgetting phenomenon. A worker’s skill deterioration
may depend on the previous skill level achieved (the worker’s
skill level at the time of interruption), the length of time that
he/she has not been performing (the elapsed time between
the current period, `, and the period d at which the worker’s
experience with that specific station was last interrupted), and
the worker’s forgetting slope. Therefore, the corresponding
skill deterioration formula is:

Sremjk` = Sminj +

(
Sjkd − Sminj

)
eγk (`−d) (7)

where Sremjk` is the remnant skill of worker k in station j in
period `, Sminj is the theoretical minimum level of skill at
station j, Sjkd is the skill level that worker k had in station
j when he/she departed last time (in period d) from that
station, and γk is the forgetting slope of worker k given by
γk = (log fk )/(log 2), where fk is the forgetting coefficient of
worker k .

According to (7), at infinite time, ` → ∞, the skill level
of worker k performing in station j reaches the minimum
level, Sremjk∞ = Sminj . However, achieving the minimum level
of skill in infinite time is unrealistic. Therefore, the idea of
achievable lower level or skill lower bound is introduced. This
concept is represented by SLBj and the relationship between
Sminj and SLBj can be expressed as:

SLBj = Sminj + εj (8)

where εj is the skill lower bound threshold value for station j.
In the following subsection we propose a mathematical

formulation for the DDALRP type A1, taking into consid-
eration the learning and forgetting curves presented in this
subsection.

D. A MATHEMATICAL FORMULATION FOR DDALRP TYPE
A1
1) OBJECTIVE FUNCTIONS
The first objective function comprising this formulation is
(1). In addition to minimize lost sales, the solution to the
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DDALRP also aims to achieve the smoothest possible pro-
duction flow. Therefore, workers have to be assigned to sta-
tions so as to obtain the most balanced AL with the lowest
possible standard deviation of the number of units processed
by the stations, and the least possible excess of production.
These two objective functions were modified and adapted
from those of Song et al. [32]. If Q(`) represents the average
number of units processed among all stations in period `,
then, the degree of how smooth production is flowing along
the AL in period ` can be expressed by the standard deviation:

Std .Dev(`) =

√√√√√1
J

J∑
j=1

[
Q(j, `)− Q(`)

]2
Hence, the second objective function consists of minimizing
the standard deviation of the number of units processed by the
stations along the whole planning horizon, and can be written
as:

Min Z2 =
L−1∑
`=0

√√√√√1
J

J∑
j=1

[
Q(j, `)− Q(`)

]2
(9)

The bottleneck station is the station that processes the
fewest number of units. The number of units processed by the
bottleneck station is Q(bn) = min {Q(1),Q(2), . . . ,Q(J )}.
The excess of production of station j in period `, represented
by Qe(j, `), is defined as the difference between the number
of units that station j processed (in period `) and the number
of units processed by the bottleneck station (in period `).
Mathematically, Qe(j, `) = Q(j, `) − Q(bn, `). The total
production excess (of the whole AL) in period `, represented
by Qe(`), is the sum of the production excess of all stations:

Qe(`) =
J∑
j=1

[Q(j, `)− Q(bn, `)]

Therefore, the third objective function is to minimize the total
production excess over the whole planning horizon:

Min Z3 =
L−1∑
`=0

J∑
j=1

[Q(j, `)− Q(bn, `)] (10)

Finally, the solution to the DDALRP intends to conclude
the planning horizon with the lowest possible amount of IFP:

Min Z4 = If (L) (11)

Notice that Z1 and Z4 are measured in units of finished
products, while Z2 and Z3, in units of unfinished products.
Thus, we proceed to normalize the objective functions.

2) NORMALIZATION OF OBJECTIVE FUNCTIONS
In order to handle this multi-objective formulation,
we employ the desirability function approach, originally
introduced by Harrington [15], and later extended by Der-
ringer and Suich [9]. In a nutshell, this approach transforms
a response function into a scale-free function that ranges

between zero and one. Thus, the value of the desirability
function presents the degree of desirability or satisfaction
level (SL) for the corresponding response.

The desirability function was extended by Derringer and
Suich [9] into three forms: ‘‘the larger the better’’, ‘‘the
smaller the better’’ and ‘‘nominal the best’’. In our case,
our four objective functions are of the type ‘‘the smaller the
better’’. This concept is very intuitive, and works as follows:
Let z1 be the amount of lost sales expressed as a ratio of the
total forecast demand:

z1 =
Z1∑L

`=1 D(`)
(12)

z1 should be as small as possible. If z1 is smaller than or
equal to some lower bound, z`1, SL will be 1. On the contrary,
if z1 is greater than or equal to some upper bound, zu1, SL will
be 0. For any other amount of lost sales between these two
extremes, the corresponding SL is computed linearly:

SL1 =


1 if z1 ≤ z`1

1−
z1 − z`1
zu1 − z

`
1

if z`1 < z1 < zu1

0 if z1 ≥ zu1

(13)

We treat in a similar way the other three objective func-
tions. We define z2 as the average standard deviation per
station expressed as a ratio of the demand forecast, z3 as the
average production excess per station expressed as a ratio of
the demand forecast, and z4 as the amount of IFP at the end
of period L as a ratio of the demand forecast:

z2 =
Z2

J
∑L
`=1 D(`)

(14)

z3 =
Z3

J
∑L
`=1 D(`)

(15)

z4 =
Z4∑L

`=1D(`)
(16)

z2, z3, and z4 shall be as small as possible; and the correspond-
ing expressions to compute the SL associated with objective
functions 2, 3, and 4 are identical to (13). For the sake of
completeness:

SLm =


1 if zm ≤ z`m

1−
zm − z`2
zum − z`m

if z`m < zm < zum

0 if zm ≥ zum

for m = 2, 3, 4. Thus, SL is defined on the basis of lower and
upper bounds. Table 2 shows the value of these parameters
used in our numerical experiments.

Now, with normalized objective functions, we proceed to
scalarize; i.e., convert the original problem with multiple
objectives into a single-objective optimization problem.

Max Z = SL1 + SL2 + SL3 + SL4 (17)
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TABLE 2. Lower and upper bounds used to define SL.

The solution to the DDALRP intends to maximize total SL,
as stated in (17), with a special rule on SL1: If SL1 will
result in 0 as a consequence of a challenging demand, Z1 (the
number of units of lost sales) shall be as low as possible. This
is, in scenarios of challenging demand (where it will not be
possible to satisfy at least 90% of the market demand forecast
and SL1 will inevitable be 0), the model shall not simply
‘‘give up’’ on SL1 and ‘‘concentrate’’ on the best combined
performance of SL2, SL3, and SL4. The model shall prioritize
the lowest possible amount of lost sales (Z1).

3) CONSTRAINTS
Equations (18) and (19) are the classical ‘‘one-to-one’’ con-
straints: in each period, every worker is assigned to one
station, and each station receives exactly one worker.

J∑
j=1

xjk` = 1 ∀ k ∈ K , ` = 0, 1, . . . ,L − 1 (18)

K∑
k=1

xjk` = 1 ∀ j ∈ J , ` = 0, 1, . . . ,L − 1 (19)

Equation (20) uses the worker allocation decision to com-
pute the theoretical number of units that can be processed
in station j in period `. This theoretical number of units is
a function of the worker assigned to station j and his/her
respective skill level in period `. (21) is the binary constraint
imposed to the decision variables. A decision variable is equal
to 1 if worker k is assigned to station j in period `; otherwise,
it is equal to 0.

P(j, `) =
K∑
k=1

(xjk` ·Sjk`) ∀ j ∈ J , `=0, 1, . . . ,L−1 (20)

xjk` ∈ {0, 1} (21)

Equations (22)–(24) regulate the dynamics of the actual
number of units processed in the stations. Equation (22)
indicates that the actual number of units processed in station
1 equals its own theoretical number of units processed. Equa-
tions (23) and (24) compute the number of units processed
in the other stations in period 0 (when there is no WIP
inventory), and in subsequent periods (when there may exist
some WIP inventory), respectively.

Q(j, `) = P(j, `)

j = 1, ` = 0, 1, . . . ,L − 1 (22)

Q(j, `) = min {P(j, `),Q(j− 1, `)}

j = 2, 3, . . . , J , ` = 0 (23)

Q(j, `) = min {P(j, `),Q(j− 1, `)+WIP(j, `− 1)}

j = 2, 3, . . . , J , ` = 1, 2, . . . ,L − 1 (24)

Equations (25)–(26) together with constraint (27) control
the dynamics of WIP inventory. Equations (25) and (26)
compute the WIP inventory that remains at each station at
the end of period 0, and at the end of subsequent periods,
respectively. Constraint (27) requires the WIP inventory at
the stations to be at least the minimum necessary to ensure
immediate work at the beginning of each period (i.e., avoid
the waiting time of feeding a station). Period 0 is excluded
from thisWIP constraint because in period 0 the AL is empty;
there is no WIP inventory. Station 1 is excluded from these
three WIP constraints because station 1 is not fed by WIP
inventory from a previous station; instead, it is fed by raw
materials.

WIP(j, `) = Q(j− 1, `)− Q(j, `)

j = 2, 3, . . . , J , ` = 0 (25)

WIP(j, `) = WIP(j, `− 1)+ Q(j− 1, `)− Q(j, `)

j = 2, 3, . . . , J , ` = 1, 2, . . . ,L − 1 (26)

WIP(j, `) ≥ WIPmin
j = 2, 3, . . . , J , ` = 1, 2, . . . ,L − 1 (27)

Finally, equations (28)–(31) compute the IFP at the begin-
ning and at the end of each period `. The equations are self-
explanatory.

Ii(`) = 0 ` = 0 (28)

If (`) = Q(J , `) ` = 0 (29)

Ii(`) = max
{
0, If (`−1)−D(`)

}
` = 1, 2, . . . ,L (30)

If (`) = Ii(`)+ Q(J , `) ` = 1, 2, . . . ,L (31)

IV. NUMERICAL EXPERIMENTS
We now present and discuss numerical experiments demon-
strating the use of the developed formulation. The AL data
for these experiments come from the collection of simple
assembly line balancing problems (SALBP) that appears in
Scholl [30]. All cases in these experiments were solved using
a GA implemented in Python NumPy, and were launched
in the same computer: Intel(R) Xeon(R) with 32 CPUs E5-
2667 v3 at 3.20GHz, 125 GB of memory, and SUSE Linux
Enterprise Server 12 SP1 operating system. In the following
subsection A, we describe the methodology and experimental
design. Afterwards, in subsection B, we present and discuss
the results obtained.

A. EXPERIMENTAL DESIGN
The proposed model was tested on 162 cases (three problem
instances, each of them was run under 54 variations). The
selected problems were:

1) Martens (7 tasks, organized in 2 stations),
2) Jackson (11 tasks, organized in 3 stations), and
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TABLE 3. Pre-processing of the problem instances, step 1: Theoretical
number of stations and their layout.

3) Mitchell (21 tasks, organized in 4 stations).2

These problemswere prepared for experimentation according
to the following methodology.

1) PRE-PROCESSING OF THE PROBLEM INSTANCES
The pre-processing of a problem instance consists of design-
ing a specific AL (number of stations, layout, distribution of
tasks among stations), and calculating all of the parameters
related to its production capacity intended in its initial design
and configuration (Smaxj , δj, Sminj , εj).
The first pre-processing step deals with defining the num-

ber of stations and their layout (Table 3). Consider, for
instance, the Martens problem. The Martens problem con-
sists of 7 tasks, which together require a processing time of
29minutes. For the purpose of assuming an AL that is already
built, assume that: (a) there are 8 hours (480min.) of available
productive time per period, and (b) the AL is intended to
produce 30 units per period. Hence, the cycle time is CT =
480 min ÷ 30 units = 16 min/unit. The minimum theoretical
number of stations is computed by dividing the processing
time of all tasks (29 min.) by the cycle time, and rounding up
to the nearest integer, d29÷ 16e = 2 stations.
The second pre-processing step deals with the distribution

of tasks to stations and the calculation of the capacity-related
parameters. The distribution of tasks to stations is shown in
the first two columns of Table 4. For instance, consider the
Martens problem again. Station 1 consists of tasks 1, 2, 4,
and 5, resulting in a station load SL1 = 14 min. Therefore,
in one working period (480 min.), a worker with the theoreti-
cal maximum level of skill performing in station 1 should be
able to process Smax1 = 480 min÷ 16 min/unit= 34.29 units.
According to equation (6), achieving the theoretical maxi-
mum level of skill is unrealistic; therefore, a skill upper bound
threshold δ1 = 2 units was defined for station 1. Sminj values
were all set equal to 0. According to equation (8), achieving
the theoretical minimum level of skill is unrealistic; therefore,
a skill lower bound threshold ε1 = 3 units was defined for
station 1.

2Note that we do not consider ALs longer than 4 stations. Recall that in the
first few cycles, the AL is being filled with products. The longer the AL, the
more cycles it takes to feed the entire AL. This requires a different modeling
from the one proposed in this paper. The equations that we have proposed
[(22)–(26)] are deterministic, and therefore, can approximate the dynamics
of ALs composed of a small number of stations. We leave the investigation
of longer ALs –characterized by throughput variability and uncertainty– as
part of our next research agenda.

TABLE 4. Pre-processing of the problem instances, step 2: Assignment of
tasks to stations and definition of parameters associated with capacity.

2) SCENARIOS AND CASES
Each of the 3 problem instances was run under different sce-
narios, creating a total of 54 cases for each problem instance.
The scenarios were created for: 1) learning and forgetting
(L&F) coefficients (optimistic, most-likely, and pessimistic
scenarios); 2) initial skill inventory (workers with some initial
skill inventory and workers with no initial skill inventory);
3) demand challenge or level of difficulty of the demand fore-
cast (easy to achieve, intermediate, and difficult to achieve);
and 4) demand pattern (increasing, seasonally increasing, and
erratic).

First, optimistic, most-likely, and pessimistic values were
defined for L&F coefficients. Learning coefficients ranged
between 0.700 and 0.850. (The lower the value, the faster
the learning effect.) Optimistic values: [0.700, 0.750), most-
likely values: [0.750, 0.800), pessimistic values: [0.800,
0.850). Forgetting coefficients ranged between 0.950 and
0.800. (The higher the value, the slower the forgetting effect.)
Optimistic values: [0.950, 0.900), most-likely values: [0.900,
0.850), pessimistic values: [0.850, 0.800). Based on the value
of L&F coefficients, three cases have been developed.

It is possible to distinguish between the ‘‘best’’ worker,
‘‘average’’ workers, and the ‘‘worst’’ worker. If workers are
sorted in order from the best to theworst, then, the best worker
has the lowest r value (fastest learning) and the highest f
value (slowest forgetting). Progressively, r values increase
and f values decrease, until reaching the worst worker, who
has the highest r value (slowest learning) and the lowest f
value (fastest forgetting).

Second, in regard to the initial skill inventory, two scenar-
ios were created: (a) workers are experienced, and hence, pos-
sess some initial skill inventory (S initial values were obtained
randomly following a uniform distribution in the interval that
ranges between 40% and 60% of the lowest Smaxj value);
and (b) workers are new operators or new hires, and hence,
do not have any initial skill inventory (S initial = 0 for all
workers). This variation, combined with the optimistic, most
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likely, and pessimistic scenarios described above, generates
six cases.

Third, the demand challenge: each of the previous six
cases was run under three different levels of difficulty: easy,
intermediate, and difficult. In the easy and intermediate sce-
narios, workers, at their skill upper bound, are able to produce
during the length of the planning horizon (52 periods) a total
number of units that exceeds by approximately 30% and 10%,
respectively, the total demand forecast that shall be satisfied.
Of course, workers do not start performing the assembly oper-
ations at their skill upper bound from the beginning. Reaching
the skill upper bound takes time, especially if workers are
new operators or new hires (i.e., workers with no initial skill
inventory). Therefore, the ‘‘margins’’ of 30% and 10% are
actually less. In the difficult scenario, workers, at their skill
upper bound, are able to satisfy approximately 90% of the
total market demand.

Consider the Martens problem again. The lowest Smaxj
value is that of station 2, Smax2 = 32 units. Hence, according
to (6) the skill upper bound is SUB2 = Smax2 − δ2 = 31 units.
Since the planning horizon in these experiments consist of
52 periods, 31 units × 52 = 1612 units. Accordingly, the
easy (1612 ÷ 1.3), intermediate (1612 ÷ 1.1), and difficult
(1612 ÷ 0.9) demand scenarios consist of 1240, 1465, and
1791 units, respectively. These three variations in the demand
challenge, combined with the previous scenarios, generate
18 cases.

Finally, the three levels of difficulty described above were
run under three scenarios of demand forecast pattern: increas-
ing, seasonally increasing, and erratic. This is, the demand
challenge computed above, was distributed differently across
the planning horizon, shaping increasing, seasonally increas-
ing, and erratic patterns. This variation, combined with the
previous scenarios, generates a total of 54 cases for each
problem instance. The deployment of cases run is organized
in Table 5.

3) GENETIC ALGORITHM
According to Battaïa andDolgui [4], GAs seem to be themost
popular solution method employed to solve ALBPs. A GA is
a powerful metaheuristic technique inspired by the process of
natural selection. This technique was initially developed by
Holland [16] in 1975. Today, GAs are employed in different
research domains because they can provide nearly optimal
solutions in reasonable time [19]. Nevertheless, the fine tun-
ing of our GA parameters was the most time-consuming
activity in this research. We systematically tested values and,
after 300 trial runs, we identified the parameters the led to the
best solutions. To run our numerical experiments, we coded
a GA with the following characteristics and parameters:

• Initialization: An initial population of size 1% (of the
total number of possible allocations) is randomly gener-
ated. (The total number of possible allocations is K !L ,
where K is the number of workers and L is the number
of periods in the planning horizon.)

TABLE 5. Deployment of cases run.

• Selection: A portion (0.1%) of the existing population is
selected to breed a new generation. Individual solutions
are selected on the basis of the fitness function defined
in equation (17) (total satisfaction level), which serves
as a measure of the solution quality.

• Genetic Operators: Successive generations were
obtained by recombination; more specifically, crossover
two points with a rate of 0.75. In addition, mutation was
implemented randomly and with very low probability of
occurrence, 0.01.

• Termination: Our GA stops when either, it has found the
best possible satisfaction level it is capable of finding or
when the maximum allowed time of 5 hours is reached.

The solution representation of our problem is straightfor-
ward and is illustrated in Table 6. For each station listed on
the left, a gene string is deployed on the right, indicating the
worker allocation from period 0 to 51.

Our GA was run 10 times for each of the 162 cases, and
the best solution found (i.e., that with the highest SL) is
reported. We present and discuss the results in the following
subsection B.

B. RESULTS AND DISCUSSION
1) RESULTS
Tables 7–9 present the results of all 162 cases that were run in
the three problem instances. For each case listed, results of the
objective functions Z1 (lost sales, LS), Z2 (standard deviation,
SD), Z3 (production excess, PE), and Z4 (inventory of finished
products, IFP) are presented, followed by their corresponding
contribution to the satisfaction level. Total satisfaction level
is presented in column SL, followed by the total number
of reallocations that each worker k experienced throughout
the length of the planning horizon. Worker reallocation was
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TABLE 6. Solution representation.

measured by the number of times that a worker changed sta-
tion. The last column in Tables 7–9 presents the computation
time, measured in seconds.

Furthermore, Tables 10–12 present additional details of the
worker reallocation observed in the three problem instances
and all of its cases under scenarios of ‘‘easy’’ and ‘‘intermedi-
ate’’ demand. These tables do not contain results for the ‘‘dif-
ficult’’ cases because under this scenario there was no worker
reallocation. (Workers remained in the same station through-
out the whole planning horizon.) A dot indicates the periods
where worker reallocation took place. The first allocation of
workers occurs in period 0; therefore, any reallocation may
start as early as period 1. The last column on the right shows
the total number of times that a worker changed station; i.e.,
the count of dots in a given row.

2) VALIDATION OF RESULTS
The purpose of this subsection is to show that the results
obtained are reasonable. To that end, we employed simulation
and what-if analysis in order to observe how total SL would
be affected by modifications in the worker allocation deci-
sion. For example, Jackson case 3 draws attention because
of its 9.6 units of lost sales (Table 8). A simulation of this
case shows that reducing worker reallocation from 23 to 22,
increases 21.3 units the production output of the AL; thus,
helping eliminate lost sales, but also leaving 11.8 units of
IFP. At the end, total SL results lower with 11.8 units of IFP
(SL = 3.662) than with 9.6 units of lost sales (SL = 3.917).
Moreover, because 9.6 units of lost sales is less than 10%
of the total demand forecast, SL1 brings some contribution
(to the total satisfaction level) that is greater than zero, and
therefore, there is no need to apply the special priority rule
on SL1 –prioritize the lowest possible amount of lost sales.
(This rule applies in cases where SL1 would result in 0 as a
consequence of a challenging demand scenario.)

To provide another example, consider Martens case 46 in
Table 10. What if worker reallocation were shifted one period
earlier (i.e., if dots moved one position to the left)? We
simulated this situation and observed that total SL would
be reduced from 3.032 to 3.031. Furthermore, we simulated
two additional situations: 1) add one more reallocation in
period 19, and 2) remove the reallocation of period 36. Both
situations resulted in a lower total SL.
Thus, results were validated via simulation and what-if

analysis in order to ensure that the results are reasonable.
Upon validation of the results obtained, the basic behavior
of worker reallocation is summarized as follows:

3) THE DYNAMICS OF WORKER REALLOCATION
1) In the periods when reallocation was observed, all workers
moved to a different station.

For instance, in the Jackson problem, with three stations
and three workers, there is no period where only two workers
switch stations while the third worker remains in the same
station. When reallocation occurs, all workers change station.
This means that being ‘‘best’’, ‘‘average’’, or ‘‘worst’’ worker
did not affect the decision as to whether or not to reallocate.
The explanation for this phenomenon has to do with reasons
related to smooth production flow. If the ‘‘best’’ worker
(‘‘worst’’ worker) had remained in the same station, produc-
tion excess (bottleneck) would have occurred. Therefore, the
movement of all workers was required so as to achieve a
balanced production flow.

Regarding the ‘‘easy’’ and ‘‘intermediate’’ demand
scenarios:

2) From Tables 10–12, it is clear that the ‘‘easy’’ demand
scenario allows more room for the reallocation of workers
than the ‘‘intermediate’’ demand scenario.

In the ‘‘easy’’ demand scenario, the natural ability of work-
ers in the assembly operations leads to a higher number of
units produced than that required by the demand forecast.
Therefore, in order to match the demand forecast, worker
reallocation is used to slow down the production output of
the AL.

3) Within each subgroup of six cases, a higher number
of reallocations occurs when workers have some initial skill
inventory, compared to the scenario of workers with no skill
inventory.

For instance, cases 25–27 exhibit more reallocations than
their respective counterparts, cases 28–30. The fact of having
some initial skill requires more reallocation to adjust the
production output of the AL. By contrast, the scenario of
workers with no initial skill requires less reallocation in order
to make progress in the learning curve.

4) More worker reallocation is needed as we move
from the pessimistic to the most likely, to the optimistic
scenario.

For instance, more worker reallocation is observed as we
move from case 3 to 2 to 1; or from case 6 to 5 to 4. In the
experiments, in general, within each subgroup of six cases,
the number of reallocations is greatest in the ‘‘optimistic,
with some initial skill inventory’’ scenario; and least in the
‘‘pessimistic, no initial skill inventory’’ scenario. Only one
exception was observed: Jackson cases 48, 47, 46 did not fol-
low this pattern. Jackson case 47 exhibits more reallocations
(11) than case 46 (10).

5) The demand pattern, whether increasing or seasonally
increasing, has little effect on the worker allocation solution.
For instance, compare cases 1–6 vs. 19–24, or cases 7–12 vs.
25–30 in Tables 10–12.

Martens case 12 (in the intermediate, increasing scenario)
and case 30 (its counterpart in the intermediate, seasonally
increasing scenario) was the only pair of cases that showed a
different allocation solution.
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TABLE 7. Results of the 54 cases of the Martens problem.
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TABLE 8. Results of the 54 cases of the Jackson problem.
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TABLE 9. Results of the 54 cases of the Mitchell problem.
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Both, the increasing and seasonally increasing demand
patterns share the characteristic of gradual change, which
possibly leads to the same (or nearly the same) worker alloca-
tion solution; while in the erratic demand pattern, the change
is abrupt; thus, leading to a different allocation of workers.

6)When the demand pattern is erratic, worker reallocation
is never observed from the beginning of the planning horizon.

In the cases with erratic demand (37–48), due to a sud-
den high demand in early periods, no worker reallocation is
observed at the beginning of the planning horizon. Workers
remain in the same station, and, if enough IFP has been
assured, worker reallocation takes place in order to slow down
the production output of the AL and conclude the planning
horizon with the lowest possible amount of IFP.

By contrast, in the increasing and seasonally increasing
demand patterns, we cannot categorically state whether such
reallocations occur earlier or later in the planning horizon. For
instance, in the Jackson problem (Table 11), cases 1–7 of the
increasing demand pattern, worker reallocation started early
in the planning horizon; while in cases 8–12, late. Moreover,
in cases 19–25 of the seasonally increasing demand pattern,
worker reallocation started early; while in cases 26–30, late.

In the ‘‘difficult’’ demand scenario:
7) No worker reallocation occurs in the cases belonging to

the ‘‘difficult’’ scenario.
Finally, under the ‘‘difficult’’ cases observed in the three

problem instances, the assignment of workers in period
0 remained the same throughout the whole planning horizon,
indicating the need to capitalize on learning effects in order
to cope with the challenging demand and satisfy the forecast
to the extent possible.

At this point, we have already addressed the research
objectives intended in this paper. However, because we
believe that Tables 7–12 are dense, and for reasons of exhaus-
tiveness, we would like to proceed with additional discussion
on the results obtained. The following subsection is for read-
ers interested in further details.

4) DISCUSSION
Among cases 1–6, case 1 presents the most favorable condi-
tions for production (optimistic L&F, workers have some ini-
tial skill inventory); however, it resulted in the lowest SL. The
low SL is mainly driven by SL4 = 0 as a result of high IFP
at the end of the planning horizon. In order to slow down the
production output of the AL, worker reallocation is needed,
and case 1 already presents reallocation in all periods. (See
column ‘‘Number of reallocations’’ in Tables 7–9 showing
51 reallocations in case 1 of the three problem instances.)
Therefore, optimistic L&F and initial skill inventory do not
seem to be an advantage in scenarios of ‘‘easy’’ demand; thus,
suggesting that additional production and operations man-
agement (P&OM) initiatives (e.g., employ that workforce and
AL in the production of other families of products) must be
considered.

Case 6, by contrast, resulted in the highest SL within this
first subgroup of six cases. In case 6, production conditions

are the least favorable (L&F scenario is pessimistic and work-
ers have no initial skill inventory). Nevertheless, this situation
did not have a negative impact on lost sales and, additionally,
it was favorable for the purpose of concluding the planning
horizon with low IFP.

Next, the following question deserves discussion: How
was it possible that Jackson cases 1–6 achieved a perfect
satisfaction level of 1 in both, SD and PE? Consider, for
instance, case 1 of Jackson problem. In period 0,

• Station 1 received worker 2 (S initial12 = 12 units);
• Station 2 received worker 1 (S initial21 = 13 units); and
• Station 3 received worker 3 (S initial33 = 14 units).

With this distribution, the three stations process 12 units; thus,
resulting in 0 standard deviation and 0 production excess,
and leading to SL2 and SL3 be equal to 1. This situation was
observed in several other cases of the Jackson problem. (See
Jackson cases 7–42 and 47–54 in Table 8.)
Martens’ SL2 and SL3 also merit discussion because

in each of its 54 cases, the two performance metrics
resulted in exactly the same score. With only two sta-
tions, the computation of SD (in any given case) results
in exactly half the value of PD (for that same case).
By coincidence, the lower and upper bounds used to
define

• SL2 (z`2 = 0, zu2 = 0.04) and
• SL3 (z`3 = 0, zu3 = 0.08) (refer to Table 2)

transform SD and PD figures in satisfaction levels that
have the same numerical value. This suggests that, in short
ALs (i.e., ALs composed of a few number of stations),
objective functions Z2 and Z3 lead to SL2 and SL3 figures
that are similar; thus, suggesting the possibility that the
employment of either Z2 or Z3 could have led to nearly
the same results shown here with the employment of both,
Z2 and Z3.

(For an assembly line composed of n stations, what values
of z`2, z

u
2, z

`
3, and z

u
3 lead to the same SL2 and SL3 scores?

Are Z2 and Z3 equivalent (redundant to each other) for the
purpose of achieving the same degree of smoothness in the
production flow? These and other questions are proposed as
part of a mathematical analysis of the DDALRP. See further
research directions in Section V.)

Cases 7–12: With the exception of Jackson cases 8 and
12, and Mitchell 12, cases 7–12 of the three problem
instances show higher SL than their respective counterparts in
cases 1–6. In cases 7–12, the demand challenge is ‘‘interme-
diate’’, and this level of difficulty is more in accordance with
the production capability of workers than in the previous six
cases. SL1 resulted very close to 1, satisfying nearly the entire
demand forecast. Lost sales –if any– resulted in less than 1%
of the demand forecast. Martens case 7, Jackson case 7, and
Mitchell case 9 resulted in flawless LS. Moreover, due to
that better consonance between the demand forecast and the
capability of workers, SL4 was a driver of better performance
(compared to cases 1–6), as evidenced by lower IFP achieved
by the end of the planning horizon. Additionally, in Martens
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TABLE 10. Worker reallocation, Martens problem.

TABLE 11. Worker reallocation, Jackson problem.

TABLE 12. Worker reallocation, Mitchell problem.

andMitchell, SL2 and SL3 were drivers of better performance.
In Jackson cases 7–12, SL2 and SL3 continuedwith the perfect
score observed in cases 1–6.

In cases 7–12, worker reallocation was significantly less
(than that observed in cases 1–6). The number of reallocations
were reduced at least 50% (as inMitchell case 7). The highest
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reduction observed was in Mitchell case 11, where workers
changed station only one time (vs. 35 times in Mitchell case
5); followed by Mitchell case 12 (only two reallocations vs.
21 in Mitchell case 6).

In cases 13–18 there was no reallocation. Workers
remained in the same station to make progress in their learn-
ing curves, at the particular station where they were assigned.
In spite of this, it was not possible to meet at least 90% of
the demand forecast (the threshold from which SL1 starts
bringing a positive contribution to the total satisfaction level.)
Accordingly, SL1 resulted in 0 in cases 13–18. Lost sales
range between 11.9% and 15.7% (of the demand forecast),
being more severe in case 18 (least favorable production
conditions; e.g., pessimistic L&F, no initial skill inventory),
and less severe in case 13 (most favorable production condi-
tions). As workers remained in the same station throughout
the length of the planning horizon, there was an effort to
procure the lowest possible amount of lost sale (Z1), as it
was meant to be according to the special priority rule on SL1.
Nevertheless, additional P&OM initiatives must be consid-
ered (e.g., overtime, temporal workers in night shift, etc.) in
order to further reduce Z1.
In the set of cases of increasing demand pattern (1–18),

those belonging to the scenario of ‘‘intermediate’’ demand
(7–12), along with cases 2, 3, 5, and 6, could better maneu-
ver worker reallocation showing better balance between LS
and IFP and thus, better combined performance SL1 + SL4.
By contrast, in the other cases (1, 4, and 13–18), a trade-
off is usually observed between objective functions 1 and 4.
When there is significant amount of LS (implying SL1 = 0),
the planning horizon naturally concluded with 0 units of IFP
(implying SL4 = 1), as observed in cases 13–18. On the
contrary, cases 1 and 4 showed flawless LS (perfect score in
SL1) with a high amount of IFP at the end of the planning
horizon (score 0 (or nearly 0) in SL4).

The six ‘‘easy’’ cases of the seasonally increasing demand
pattern (cases 19–24) exhibit the same results observed in
the six ‘‘easy’’ cases of the increasing demand pattern (cases
1–6); hence, apparently suggesting that the demand pattern
has no effect on the worker allocation decision. However, the
six ‘‘easy’’ cases of the erratic demand pattern (cases 37–
42) reveal a different solution, suggesting that the demand
pattern does impact the allocation decision. Recall that the
total demand that must be satisfied in the ‘‘easy, erratic’’
scenario is the same as that of the ‘‘easy, increasing’’ and
that of the ‘‘easy, seasonally increasing’’ scenarios. However,
due to the nature of the erratic pattern, it is possible to have a
sudden high demand early in the planning horizon. Therefore,
as an effort to have IFP available to satisfy these unexpected
demand peaks, there is no worker reallocation in the first few
periods of the cases belonging to the erratic scenario. (Refer
to Tables 10–12.)

With the exception of Martens cases 28 and 30 (Table 7),
the six ‘‘intermediate’’ cases of the seasonally increas-
ing demand pattern (cases 25–30) exhibit the same results
observed in the six ‘‘intermediate’’ cases of the increasing

demand pattern (cases 7–12). However, the results of the six
‘‘intermediate’’ cases of the erratic demand pattern exhibit a
different solution. The reason relies on the fact that the erratic
demand pattern presents abrupt changes, as opposed to the
gradual changes of the increasing and seasonally increasing
demand patterns.

In the cases belonging to the erratic demand scenario,
due to a sudden demand peak, workers remain in the same
station at the beginning of the planning horizon in order to
take advantage of the learning effect. If enough inventory
has been assured, then, worker reallocation takes place in
order to reduce the production output rate of the AL. The
number of worker reallocations is reduced as we move from
the optimistic, to the most-likely, to the pessimistic scenario.
In some cases, the fact of having or lacking some initial skill
inventory had a small impact on the number of reallocations.
For instance, compare cases 38 and 39 (some initial skill
inventory) vs. cases 41 and 42 (no initial skill inventory); as
well as cases 44 and 45 vs. cases 47 and 48 in Jackson and
Mitchell problems (Tables 11 and 12).

Due to abrupt peaks of demand in the erratic scenario, lost
sales in cases 37–48 were higher than in their counterparts,
cases 1–12 (increasing scenario) and cases 19–30 (seasonally
increasing scenario). In the ‘‘easy’’ and ‘‘intermediate’’ sce-
narios of both, increasing and seasonally increasing demand,
lost sales resulted in less than 1% of their respective demand
forecast. By contrast, in the ‘‘easy, erratic’’ scenario, lost sales
reached up to 4.5%, 4.3%, and 3.9% in Martens, Jackson,
and Mitchell, respectively. In the ‘‘intermediate, erratic’’ sce-
nario, lost sales reached up to 4.9% in Martens and Jackson,
and up to 5.8% in Mitchell.

Lost sales in the six subgroups of the ‘‘difficult, erratic’’
scenario (cases 49–54) resulted in the same amount as in their
counterparts, ‘‘difficult, increasing’’ (13–18) and ‘‘difficult,
seasonally increasing’’ (31–36). In these cases, there was
no worker reallocation. Therefore, the learning curves of
workers progressed in the same way throughout the planning
horizon; thus, producing the same number of finished goods
and satisfying the market demand at the same level. As a con-
sequence, the amount of lost sales observed in cases 13–18,
31–36, and 49–54, is the same.

A detailed discussion of the results obtained has been
provided. Now, we proceed to conclude this study.

V. CONCLUSION AND FUTURE RESEARCH DIRECTIONS
In this paper we introduced the demand-driven assembly
line rebalancing problem. The underlying mechanism for
rebalancing the AL is the reallocation of workers, by which
the AL will produce more (or fewer) finished goods based
on the learning (or forgetting) curve of workers. In general,
the reallocation of workers aims to satisfy a given demand
forecast or production plan.More specifically, four objectives
were established: minimize lost sales in terms of units (A1)
or in terms of economic loss (A2), minimize back orders in
terms of units (B1) or in terms of economic loss (B2); thus,
giving rise to a family of four problem variants. A non-linear,
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multi-objective, combinatorial optimization model was pro-
posed for DDALRP type A1. The model was tested in
162 cases (three problem instances under 54 variations each)
using a GA, and results were organized to obtain useful
insights about the dynamics of worker reallocation under dif-
ferent scenarios (different L&F coefficients and skill inven-
tory of workers, as well as different demand scenarios).

Now that we have grasped the basic behavior of worker
reallocation under different scenarios, a further research step
in problem variant A1 may involve analytical approaches for
sensitivity analysis. For instance, to what extent may input
parameters (L&F coefficients, lower and upper bounds of
z1, . . . , z4, etc.) be increased or reduced without causing a
modification in the worker allocation solution? How much
less reallocation is likely to be observed if the number of
units required by the demand forecast increased 7% (or, if the
erraticity of the demand data increased 7% across the plan-
ning horizon)? In case of lost sales, how much improvement
in the learning (or forgetting) coefficients is required in order
to avoid such lost sales? Furthermore, given that learning
tends to last and, when forgetting occurs, remembering takes
shorter time than learning for the first time; then, as time
passes, worker reallocation will be having a weaker impact on
slowing down the production output rate of the AL and, in the
long run, worker reallocation will have no significant impact
on the number of units produced (i.e., any worker allocation
would lead to nearly the same production output). At this
point, whichwemay call the steady state, it can be said that all
workers have achieved the skill upper bound in all assembly
operations and have become fully multi-skilled. How long
does it take to achieve the steady state and what are its
practical implications for the purpose of line rebalancing? An
analytical approach to answer these questions is desirable in
order to have a deeper understanding of both, capabilities and
limitations of this model. For this reason, the mathematical
analysis of the DDALRP is being planned in our next research
agenda.

Additionally, our future research directions include:
1) Investigate the DDALRP in long I-shaped assembly

lines. ALs consisting of a larger number of stations require
a more complex modeling than the one proposed in this
paper. In the current formulation, we are using deterministic
equations to model the number of units processed by the
stations as well as the flow of WIP inventory along the AL.
When a production system is modeled purely deterministic
(i.e., randomness is not taken into consideration), the queue
time of the jobs or workpieces is zero and it is said that the
manufacturing system is being operated in the ‘‘ideal’’ situ-
ation [33]. However, in the presence of randomness, queue
time is observed, and the actual number of units produced by
the AL is certainly less than that computed by the determin-
istic model. As Wu et al. argue, variability is a fundamental
property of production lines [33].

2) Develop heuristics especially dedicated to solve the
DDALRP, capable of finding better solutions within shorter
computation time. One important feature that we want to

challenge is meta-GA; i.e., a GA that optimizes the value
of parameters and operates inside the main GA (the GA
that finds the best allocation of workers). In this way,
we would be automating the fine-tuning process and avoiding
the time-consuming activity of systematically testing val-
ues. Recently, in the ALB literature, innovative optimization
algorithms are being adapted and/or improved to solve spe-
cific assembly line balancing problems; for example: lex-
icographical whale optimization algorithm for the type-II
ALBP considering preventive maintenance [24]; water-flow
like algorithm for solving U-shaped ALBPs [25]; and multi-
objective genetic flatworm algorithm for solving stochastic,
mixed-model, two-sided disassembly lines [23]; to mention
a few.

3) Undertake a comparative study of the four problem
variants (A1, A2, B1, B2).
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