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ABSTRACT Accurate channel model predictions are crucial in mobile communication systems to identify
the coverage area of cellular base stations. It also allows network operators to optimally choose the locations
of the new sites, solve coverage gap problems and optimize the current network parameters. Current
prediction models use ray tracing techniques that are too computationally expensive and depend on the
3D maps, which are costly and need to be regularly updated. This paper proposes a multi-modal channel
model prediction algorithm using satellite images to extract the environmental features and other numerical
features. For an accurate evaluation, experimental measurements in the 2100 MHz band are gathered and
combined with 2D maps from two different LTE network areas with varying characteristics to practically
reference our results and compare the results with the ray-tracing output. Using the well-known AlexNet
architecture as a baseline for our model and introducing new numerical features, we achieve a mean absolute
error (MAE) of 2.06 dB and 2.6 root-mean-square error (RMSE) with 4.8 dB enhancement compared to only
using numerical features. Using transfer learning, we train the model in area one and test it in another area.
We achieve 1.47 dB MAE and 1.99 RMSE with 77.34% reduction in the training time.

INDEX TERMS Channel model prediction, coverage estimation, LTE network, deep learning.

I. INTRODUCTION
Coverage prediction plays a critical role in mobile com-
munication systems to identify the coverage gaps and
lousy customer experience locations. Also, mobile opera-
tors choose the optimum new base station locations for
better investment and customer experience enhancement by
proper coverage prediction. With the exponential increase in
mobile-connected devices and deployment of 5G networks,
especially in the sub 6 GHz and mmWave spectrum for wide-
band spectrum allocation, more base stations are needed for
better mobile network coverage. Also, recently preliminary
research started to explore channel models in 6G networks
in the mmwave/ THz frequency channel to support further
enhanced mobile broadband fuMBB, ultra-massive Machine
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Type Communication (umMTC) [1]. Accordingly, the need
for better coverage prediction /channel model has become
essential for mobile operators to identify coverage holes.
Inadequate mobile network coverage negatively impacts the
Quality of Service (QoS) and capacity provided to mobile
customers and devices. Therefore, accurate and efficient
models are essential for coverage prediction, overall system
optimization, resource allocation, and optimum base station
placement. Coverage is the geographical area covered by a
service provider’s network. The User Equipment (UE) will
complete a call using a mobile operator network within
this area. Therefore, the threshold of the received signal
level by UE to complete a call correctly models the cov-
erage area. The received signal level is measured in Long
TermEvolution (LTE) networks through the Reference Signal
Received Power (RSRP). The RSRP defines the average
power received for the Reference Signal (RS) transmitted
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from a cell in LTE networks. Typically, the UE calculates
the RSRP for a specific cell at a given location by averaging
the received power of multiple resource elements used to
transfer the reference signal within the measured frequency
bandwidth. RSRP is measured in decibels to one milliwatt
(dBm) [2]. Moreover, RSRP is used as an indicator for cell
coverage in LTE networks, which differs from one grid or
area to another for several reasons: cell density per area,
transmitted cell power, area topology, or cell type (indoor cell
or outdoor cell) [3].

Radio propagation models use the environmental charac-
teristics and radio waves propagation to measure the RSRP,
defining the coverage area. Radio wave propagation suffers
from different factors affecting the RSRP, such as absorption,
scattering, reflections, and refractions. Therefore, the radio
propagation behavior is different according to area character-
istics. For example, in urban and sub-urban areas, scattering,
reflections, and refractions have the most contributions to the
RSRP.While in rural areas, absorption is the main contributor
to the RSRP. The transmitted signal from the transmitter to the
UE travels through multipath due to the radio wave propaga-
tion. The direct Line of Sight (LoS) is the main component
for the received signal, along with delayed versions from
the transmitted signal due to multipath fading. Each signal
path experiences different attenuation values corresponding
to the terrain, buildings characteristics (geometry, heights,
construction material,. . . ), and angle of arrival (AoA).

Over the years, many models were developed for coverage
prediction and path loss modeling. These models, in general,
are categorized into two types: deterministic and stochastic
models. Stochastic models result from extensive experimen-
tal measurements in different areas jointly with statistical
analysis to fit a propagation model in other area characteris-
tics. Therefore, stochastic models are simple and require low
computation power but with low accuracy. Different models
should be studied to use the nearest one developed in a similar
area to achieve a high accuracy. Deterministic models depend
on the environmental characteristics such as the operating
frequency, types of buildings, accurate geometric information
about the obstacles and buildings, and material types for
all the subjected areas. Extensive simulations are used in
radio wave propagation (ray-tracing) to estimate scattering,
refractions, and reflections effects on the transmitted signal,
calculate the corresponding RSRP values. Hence, determin-
istic models require accurate and detailed area characteris-
tics by using updated 3-dimensional (3D) maps from maps
providers with high resolution. However, these maps have
costly operating expenses (OPEX) that are added to the net-
work optimization requirements and must be updated every
six months to capture the environmental changes and enhance
the prediction accuracy. Deterministic models employ heavy
computational and time-consuming process to estimate the
RSRP. Therefore, network operators seek new approaches
to estimate and build accurate coverage prediction mod-
els. For more detailed information about different stochastic
and deterministic models, the reader may refer to [4]–[9].

Field measurements are used to measure the quality of the
channel models derived using the deterministic or stochastic
models using drive test techniques.

Machine learning-based techniques are alternate and excit-
ing methods to solve coverage prediction and estimate the
RSRP values. Machine Learning (ML) has gained tremen-
dous momentum in different domains in the last few years.
ML maps an input to an output from an extensive dataset
using backpropagation to learn the relationship between
the input and output [10]. ML solves complex problems,
from self-driving cars to machine translations and Natu-
ral Language Processing (NLP). An Artificial Neural Net-
work (ANN) and Convolutional Neural Network (CNN) are
ML algorithms that are used separately or jointly to solve
these problems. In the case of different data types (numer-
ical, images), multi-modal techniques are used to optimize
ANN and CNN algorithms. Supervised, semi-Supervised and
unsupervised learning are the categories of ML techniques.
In supervised learning, the model learns the relation between
the input and the output from labeled data. Semi-supervised
learning utilizes a minimum number of labeled data to esti-
mate the relation between the input and the output. On the
other hand, unsupervised learning tries to cluster or classify
the data from unlabeled samples.

Machine-learning techniques are time-consuming and
need heavy computational power in the training phase.
However, they exploit parallel processing and using dedi-
cated accelerators Graphical/Tensor Processing Units (GPUs,
TPUs) in the training process. On the other hand, the pre-
diction process is fast, efficient, and uses less computation
power. Recent works leveragemachine learning techniques in
RSRP and coverage prediction problems. The following sub-
section discusses the relatedwork and ourmain contributions.

A. RELATED WORK
In [11], the authors presented predictions for path loss models
in an urban environment using traditional machine leaning
techniques such as, support vetctor regression, K-nearest
neighbor algorithm and random forest for LTE networks.
In [12], the authors provided an algorithm to estimate the
channel parameters (precisely, the pass loss exponent and
the shadowing standard deviation) using a CNN architecture
by utilizing satellite images. In [13], the authors provided
a model-aided framework to estimate the RSRP by using
a single image with rasterization and a link budget model
to enhance the prediction output. In [14], the authors used
a U-NET CNN architecture to predict signal strength in
different locations using 3D maps of the subject area. The
authors of [15] provided different machine learning tech-
niques to predict the path loss in unmanned aerial vehicle
UAV. The authors in [16] presented a comparative study of
propagation path loss prediction using neural networks and
random forests in Narrowband Internet of Things (NB-IoT).
In [17], the authors presented a deep learning model to pre-
dict the path loss for a wireless communication network by
extracting some defined features from satellite images based
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on specific types of objects and using Principal Component
Analysis (PCA) to generate the low-dimensional environ-
mental features to be used by the deep learningmodel. In [18],
the authors presented a deep learning model to predict the
large-scale channel fading in mmWave by designing input
features and neural-network architecture to capture topo-
graphical information around the base station coverage area
using U-Net CNN architecture. In [19], the authors presented
a deep learning framework to convert some tabular data to
an image and, jointly with a high scale map, extract the high-
importance features that impact the path loss hence predicting
its values. In [20], the authors presented a model using image
segmentation using image processing and image transforma-
tion. A fuzzy logic algorithm determines the area’s type from
five main types then applies one of the known propagation
models according to area type. In [21], the authors proposed
a model to extract the features from satellite images using
PCA then used a FeedForward Neural Network (FFNN) to
predict the path loss. The authors of [22] proposed machine
learning models based on PCA and FFNN with single and
multiple features. The authors in [23] provided a model based
on extracting images from satellite maps and aided with a
simple propagation model to predict the path loss. In [24]
the authors presents an artificial neural network (ANN) based
multi-dimensional regression framework for path loss model-
ing ans studied the impact of using different activation func-
tions. In [25] the authors proposed a machine learning based
approach to enhance the output of ray tracing techniques by
leveraging a pre-identified set of smart predictors, includ-
ing transmitter parameters and the physical and geometric
characteristics of the propagation environment. In [26] the
authors presented explainable deep leaning based path loss
prediction from path profiles in urban environments using
5G network simulation data. However, most of the previous
works have the following limitations and concerns regarding
their practical implementation and accepted accuracy from
the service provider’s point of view:

1) Most of the current work uses ray tracing as a reference,
which is inaccurate and not practical. Depending only
on the ray tracing for comparison is not an accurate
measure of the accepted coverage prediction accuracy,
especially for investment allocation [13], [27].

2) The models that use the satellite map can not cap-
ture all the environmental features without supporting
handcrafted features. Most of the current work uses
a high zoom level of a satellite map, which can not
accurately capture the topographical characteristics of
the area [12], [28].

3) Finally, to the best of our knowledge, there is no prior
work with extensive drive test data in a large scale
area with many base stations that can be used as the
reference in the comparison to identify practical results
that will impact service provider’s plans efficiently.

The main contributions of our work are summarized
below:

TABLE 1. Table of notations.

1) We propose new features used in our model by creating
new handcrafted features from expert/practical point of
view from the collected dataset.

2) We propose DeepChannel a multi-modal framework
for outdoor channel model estimation based on numer-
ical features and environmental features extracted from
satellite maps based on the well-known architecture
AlexNet.

3) DeepChannel presents a new and high accurate model
to predict coverage map based on historical drive test
data which help minimizing the drive test cost.

4) We compare our results with practical measurements
LTE dataset in 2100 MHz Band collected from two
major cities in Egypt (Cairo and Giza) and computer-
ized applications based on ray tracing. We compare our
results with other state-of-the-art systems.

5) We use transfer learning between the two datasets using
a pre-trained model in one dataset to the other dataset.

The rest of the paper is organized as follows: Section II
presents the Channel model prediction model. Section III
presents the DeepChannel system model. We then dis-
cuss the system performance, comparison, and evaluation in
Section V. Finally, Section VI concludes the paper.

Notation: throughout the paper, we use the following
acronyms as shown in Table 1.

II. CHANNEL MODEL PREDICTION
Estimating the RSRP value is equivalent to calculating the
Path Loss (PL) between the transmitter and the receiver, i.e.,
figuring out the deterioration in the transmitted power at the
receiver.

Using simple curve fitting techniques, the
Okumura et al. [29] model was developed based on

VOLUME 10, 2022 79291



M. T. Waheed et al.: DeepChannel: Robust Multimodal Outdoor Channel Model Prediction in LTE Networks

FIGURE 1. System model.

measurement in Tokyo and Japan as shown in equation (1)

PLmedian = FSPL+ A(f , d)− G(ht )

−Gr − GArea (1)

where PLmedian is the median value of the PL, A(f , d) is the
median attenuation as a function of distance and the operating
frequency, G(·) is the antenna gain, ht , hr is the effective
antenna height at the transmitter and receiver, andGArea is the
gain/attenuation due to the type of the terrain in the operating
area. The Hata-Okumura model [30] extends the Okumura
model by adding more parameters to fit different terrain
types accurately. Reflections, diffraction, and scattering are
the main propagation loss for this model. The most common
form of this model is defined by equation (2)

PLurban = 69.55+ 26 log(fc)− 13.82 log(hte)− a(hre)

+(44.9− 6.55 log(ht )) log(d)+ Cm (2)

where fc is the operating frequency in MHz, d is the distance
between transmitter and receiver in kilometer, hte, hre is the
effective heights of the transmitter and receiver, and Cm is
a factor dependent on the area and environmental charac-
teristics. a(hre) is the correction factor for receiver antenna
heights, and it has different values according to the area and
environmental characteristics. In the case of small to medium
sized cities, equation (3) represent the value of a(hre) and Cm

a(hre) = (1.1 log(fc)− 0.7)hre − (1.56 log(fc)− 0.8),

Cm = 0 (3)

Similar models were developed based on this analogy trying
to figure out propagation models for different environmental
areas [31]–[38], hence, calculate the RSRP in different areas.
As a generalization for the calculation of the path loss model,
we can model the PL as shown by equation (4)

PL(d) = α(fc, ht , hr )+ λ log(d)+ X0 (4)

where α(fc, ht , hr ) is a non linear function in the operat-
ing frequency, transmitter height, receiver height and area
environmental characteristics. λ is a deterministic factor and
function in receiver antenna height. Shadowing is the random
variations of the received signal (RSRP) around its mean
value at a given location. These variations are due to objects

and obstacles in the radio path, i.e., shadowing is a measure of
the variability in the received signal. X0 in equation (4) repre-
sents the shadowing factor that can be modeled as a Gaussian
distribution with zero mean and σ standard deviation [39].
Equation (4) represents a general function that all stochas-

tic models try to figure out its optimum parameters to fit
in different areas. This is a nonlinear equation and using
basic and traditional curve fitting techniques gives a low
accuracy model. Supervised machine learning can be adopted
to learn this nonlinear function from the output and a set
of input features [10] using labeled data. Neural and Deep
Neural Networks (DNN) are a subset of the machine learning
discipline and have proven to be a state-of-the-art technique
to map non-linear functions from a set of labeled data. Neural
network main components are neurons, layers, and activation
functions. Each layer of the network consists of multiple neu-
rons, each of which has an output that is a nonlinear function
of a weighted sum of the neurons of its previous layer. Hence,
the output of the overall neural network is a multi-layer non-
linear transformation to the set of input features. The reader
can refer to [40], [41] for more information about neural
networks. Accordingly, we can use neural network to learn
the optimum parameters of the channel model represented
by equation (4). The convolution operation [42] proved to
be an efficient way to extract features from images. That
was the introduction of a convolutional neural network in
machine learning and was the main reason for the significant
advancements in extracting features from the images. The
reader can refer to [43]–[45] for more details about ConvNet.

As the RSRP values are continuous values, we have two
methods for the prediction, either as a classification problem
by splitting the values into discrete intervals or as a regression
problem [46]. We choose the regression method for accurate
and precise predictions. In the next section, we will discuss
the proposed system model and how we utilize neural and
convolutional networks in our work to predict the nonlinear
channel model.

III. SYSTEM MODEL
This section introduces the structure and main blocks of
the DeepChannel framework. As depicted in Figure 1, the
DeepChannel framework has two modes of operation: an
offline mode for training the model and an online mode for
estimating the RSRP, and hence, the coverage map in the
needed area using the pre-trained model.

A. OFFLINE MODE
In offline mode, we train the model after collecting drive
test field measurements, followed by satellite maps Applica-
tion Programmable Interface (API), cell configuration, and a
multi-modal model.

1) DRIVE TEST DATA
Drive tests is one of the main sources to collect measurements
data from the field. Such measurements are usually carried
out to be used as a primary indication of the coverage and
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FIGURE 2. Dataset points with range of RSRP value.

performance Key Performance Indicators (KPIs). The main
reasons for drive tests are: (1) Coverage optimization based
on field measurements enhances the coverage map built from
deterministic or stochastic models discussed in Section I;
(2) It enables mobility optimization to detect handover fail-
ures; (3) Capacity optimization, using drive tests measure-
ments, allows the operators to detect low throughput areas
and through correlation with the coverage map it enables
detecting the coverage holes and gaps that impact the capac-
ity. Drive tests are usually carried out on a regular basis to
detect any coverage or network issues and in many cases
after any optimization action taken by the service provider
engineering team such as frequency shuffling or re-farming.
Drive test is a cost and human efforts process; techniques are
required to minimize drive test measurements to save service
providers OPEX cost [47]. Data is collected through intensive
drive tests in a suburban area using the TEMS solution [48],
an autonomous solution that uses smartphones to test data
and voice services. Data logs are uploaded or saved peri-
odically for further post-analysis. The used testing unit is a
commercial smartphone to simulate a real customer’s experi-
ence. In our model, we collect the log files through Samsung
Galaxy Note8. Two datasets are collected in Cairo and Giza
governorates with different area characteristics. Figure 2
shows the collected data with a color legend representing
the range of RSRP values. The car’s speed was an average
road speed of 40 KM/h, sampling interval of 24 msec, and
the mobile was locked in 4G network using the 2100 MHz
B1 band, with carrier bandwidth of 15 MHz. We have differ-
ent messages exchanged between the UE and the base station.
We select the readings for downlinkmessages.We use a built-
in GPS module for accurate coordinates synchronization.

The Cairo area dataset spans 8 km2 with a 24 km driving dis-
tance covered by 28 different physical cell identifiers (PCI)
which is an identification of a cell in the physical layer. The
Giza dataset spans 31 km2, with a 46 km2 driving distance
covered by another 24 PCIs.

2) SATELLITE MAPS API
Satellite maps have been significantly improved and are
now available at a low cost from different providers. The
improvement includes variousmapswith varying zoom levels
to capture different types of objects and even street-level
details. Also, map providers now support on-the-shelf APIs to
facilitate the integration with other systems with different cat-
egories. In our proposedwork, we use Google Cloud Platform
(GCP) [49], a suite of cloud computing services offered by
Google. In the satellite maps (API), we combine the collected
data with the online satellite map provider to download the
satellite image corresponding to a specific location. We uti-
lize the static maps API to download satellite images in all
geographical locations where we collected the drive test data.
The center of the image corresponds to each point in the drive
test data. We use zoom level 19 and image size 640 × 640,
which gives 0.298 m/pixel resolution to capture all environ-
mental details. Figure 3 shows samples of the output of the
satellite Maps API for different areas. According to Figure 3,
we are able to capture different objects like buildings, roads,
trees, and swimming pools (water objects).

3) CELL CONFIGURATION
In the third module, cell-specific parameters and config-
uration (operating frequency, transmitted power, antenna
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FIGURE 3. Different samples for satellite map API.

heights,. . . ) and the geographical locations of the existing
base stations. This data is in the planning tool that the ser-
vice providers’ engineers use to plan and optimize the net-
work. Planning includes the optimal allocation for the new
needed base station to achieve specific coverage and customer
experience requirements. At the same time, optimizations
aim to find the optimum parameters to operate the network
efficiently for the same coverage and customer experience
requirements. These data are collected with post-processing
to fit in the multi-modal model and accurately calculate the
hand-crafted features.

4) MULTI-MODAL MODEL
In this section, we present the DeepChannel model start-
ing with the feature engineering module and the AlexNet
followed by the multi-modal fusion. Figure 4 presents the
detailed blocks of the model, in the next subsections we will
explain each block in detail.

a: MULTI-MODAL NEURAL NETWORK
Typical neural networks are used to solve supervised and
unsupervised problems for single modalities, i.e., structured
numerical features. Typical ConvNet are also used to solve
single modalities, i.e., images/videos [50]. While multi-
modal networks are used to combine features from different
modalities, i.e., combine features from structured numeri-
cal features and unstructured features from images resulting
in cross-modality feature learning. Different combinations
techniques are used to fuse the results of both networks
by flattening the output of ConvNet and concatenating or
summing the output. Multi-modal techniques are well known
in computer vision for fusing multiple sources of informa-
tion/features. We have three main questions that need to
be addressed in multi-modal networks. The first question is
what features to fuse, and feature engineering methodologies

play a prominent role in answering this question. The second
question is how to fuse these features related to different
modalities and techniques used, such as addition or average
mean, concatenation, ensemble, or a mixture of experts. The
reader may refer to [51]–[53] for detailed information about
how to fuse different modalities. The last question is when
to fuse. Also, we have different strategies for fusion location.
We have early, middle, or late fusion depending on the loca-
tion of the fusion layer in the network structure.

b: FEATURE ENGINEERING
The first block is feature engineering. Feature engineering in
machine learning selects the essential features that impact the
output [54]. Feature engineering can be categorized into two
main types. The first is handcrafted features that use domain
knowledge experience to define and extract the needed fea-
tures. The second is the self-learned features that can be
learned and extracted automatically using a machine learning
algorithm. In our model, we use a mix between the two types
as follows:

1) Handcrafted features:

a) The distance between the transmitter and receiver
is a critical feature in path loss model calculations
as discussed in Section II. Using Equation (10) to
calculate the distance between the serving trans-
mitter and the UE point D.

b) Geographical coordinates (Latitude and longi-
tude) for the receiver are used as landmark fea-
tures for the location LAT,LONG.

c) Adding a simple path loss model as a feature to
aid and guide the model in the right and accu-
rate direction of convergence, we use the Hata-
Okumaramodel defined by Equation (2),PLurban.

d) Bearing angle between the transmitter and
receiver to identify the azimuth direction of the
receiver toward the transmitter. Assume that we
need to get the bearing between two points
(Lat1,Long1) and (Lat2,Long2), we use equa-
tions (5),(6),(7), as (8) to get the bearing angle as
follows:

1long = (Long2− Long1) (5)

y = sin(1long) · cos(Lat2) (6)

x = cos(Lat1) · sin(Lat2) (7)

− sin(Lat1) · cos(Lat2) · cos(1long)

bearing = tan−1(x, y) (8)

2) Self-learned features: From Equation (1),(2),(3), its
clear that the major contributor to the path loss model is
the area characteristic that dominates the impact on the
RSRP value. Accordingly, capturing the geo-statistics
information is a significant factor in the path loss
model. In our proposed model, we are using satellite
images to extract the geo-statistics information of the
environment. Using a Satellite map, we may consider
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FIGURE 4. Multi-modal model architecture. Network 1 for feature extraction from the first modality, AlexNet for the environmental features extraction
from the satellite images (the second modality) and Network 2 for the fusion between the two modalities.

different types of features, we use the direct LoS path
between TX and RX, detect the type of objects in the
direct path, or calculate the contribution of different
objects in the direct path, or getting information about
all the environment and obstacles around the receiver
location. That is why we use a well known convolu-
tional neural network architecture to extract the essen-
tial features that impact the output (RSRP).

5) MODEL ARCHITECTURE
This section presents the network structure. Figure 4 shows
the block diagram and components of the multi-modal model.
We have three main networks. The first is one of the well-
known backbone networks for computer vision, the AlexNet.
We are using the well-known ConvNet AlexNet architecture
proposed by Alex Krizhevsky et al. [55]. AlexNet is one
of the dominant backbone networks used in image feature
extraction and won ImageNet LSVRC-2010 to classify the
1.2 million high-resolution images into the 1000 different
classes. It consists of five main convolutional blocks. Each
block has building layers with different convolution ker-
nel filters, Relu activation functions, and batch normaliza-
tion layer followed by flatten and dense layers. Table 2
shows the detailed configuration and parameters for the
AlexNet network. We use AlexNet for image modality to
extract the features that impact the RSRP value. The second
network (Network 1 in figure 4) is a feed-forward neural
network (FNN) to extract features from the numerical modal-
ity by adjusting neural network weights that influence the
RSRP values. We use a late fusion strategy to concatenate
the extracted features from networks one and two. We use
a final FNN (Network 2 in Figure 4) to mix and produce a
regression prediction for the RSRP value for the output of
the two networks (network 1 and AlexNet). Table 3 shows
detailed architecture of network 1 and network 2.

6) MODEL TRAINING
This section will explain the training process and parameters
for the model. First, we have two datasets, the first in the
Cairo region with 172,600 data points and the second in
the Giza region with 118,995 data points. We download the
corresponding image for each drive test data point using the
satellite maps API presented in section III-A2. We resize
the image to 160 × 160 × 3 to fit the device’s memory used
during the training process. We use a laptop with a dedicated
4 GBGPU accelerator and 16 GB of RAM and equipped with
an SSD hard disk. We build the model using the Tensorflow
framework. Then, we train the model using Cairo dataset
with 20% of the data used for validation. We exploit different
model parameters to reach the optimum one we used. We use
a batch size of 128, the learning rate is 0.001, and Adam
optimizer with Root Mean Squared Error as a cost function.
The ground truth is the RSRP values of the drive test data, and
the input features are numerical features (D, LAT,LONG,
PLurban, bearing) discussed earlier which is considered the
first modality. The second modality is the satellite map image
discussed above. We train the model for 10 hours to converge
for the best accuracy. We use the mean absolute error as the
primary metric for accuracy.

B. ONLINE MODE
The online mode dynamically estimates the RSRP values in
any given location. It consists of four modules similar to
the online mode, except that we have the needed location to
calculate the coverage map/RSRP in module two. We down-
load the satellite image for the needed locations using Google
Maps API and combine it with cell configuration data using
the geographical locations. The pre-trained model is initial-
ized with the output weights of the offline stage. The output
of the online stage is a coverage Map that shows the RSRP
values in the input locations.
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TABLE 2. ALexNet network architecture details.

TABLE 3. Network 1 and Network 2 architecture details.

FIGURE 5. Numerical features output for Cairo and Giza dataset.

IV. PERFORMANCE EVALUATION AND DISCUSSION
In this section, we present the results of our model with
different views. we use twometrics to evaluate the results, the
Mean Absolute Error (MAE) defined by equation (9) and the
Root Mean Square Error (RMSE) defined by equation (10)

MAE =

∑n
i=1 |yi − xi|

n
(9)

RMSE =

√∑n
i=1(yi − xi)2

n
(10)

where yi is the predicted value and xi is the true value.

FIGURE 6. Multi modal output for Cairo region.

FIGURE 7. multi modal boxplot Cairo dataset.

A. NUMERICAL FEATURES ONLY
In this section, we present the result of the model based on
the numerical features explained in the feature engineering
section III-A4. Figure 5 shows that theMAE for Cairo dataset
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FIGURE 8. Comparison between different path loss prediction models
showing the low RMSE for DeepChannel model in the Cairo area and Giza
area with transfer learning.

TABLE 4. Distribution distance and measure of variability.

is 6.82 dB, and RMSE is 9.8 dB, while for the Giza dataset,
the MAE is 4.08 dB, and the RMSE is 5.47 dB. These are
relatively high values that we can not depend on in actual
practical predictions. The accuracy of Giza is higher than
Cairo’s accuracy as the geographical characteristics in the
Cairo region are denser than Giza region. Therefore, the
RSRP values in Cairo region suffer from different conditions
(scattering, reflection, refraction) that significantly affects the
RSRP.

B. MULTI-MODAL PERFORMANCE
This section presents the multi-modal system (Figure 4) out-
put for both datasets. Figure 6 shows the results for the Cairo
dataset compared to the numerical features only. We can
see that the proposed multi-modal model achieves MAE of
2.06 dB with 4.8 dB enhancement and RMSE of 2.05 dB
with 7.8 dB enhancement.
We complete our study by comparing our multimodal pre-

diction system with the drive test RSRP values and the values
from the ray tracing system. Figure 7 shows a box plot for
the actual values of the validation RSRP values from the
driving test, the ray-tracing simulations, and the predicted
RSRP values from the model. We export the ray-tracing
simulation result from a third-party application provider in
the same driving test area. The distributions of the driving
test and multi-modal prediction are almost identical with the
same interquartile range and statistical parameters, showing
the proposed model’s high accuracy and nearest to the drive
test practical measurements. However, the ray-tracing model

TABLE 5. Transfer learning.

output is a different distribution with a small interquartile
range indicating that the resultant RSRP values are within a
small range and can not capture the accurate environmental
features impacting the actual RSRP values.

Table 4 shows the statistical parameters with the coefficient
of variation between the validation drive test RSRP from
field, model predicted RSRP and the ray tracing RSRP. The
values of the mean and standard deviation (STD) of the
validation drive test RSRP and the model predicted values
are very close to each other and the coefficient of variation
as well showing the similarity between the two distribu-
tions. On the other hand we have a much high difference
between the validation drive test data and the ray tracing
RSRP values.

Figure 9 shows the geographical plot of different RSRP
values for the Cairo dataset’s actual (Drive Test Data), ray
tracing, and predicted values. We can see that almost all the
points in the actual values and multi-modal model predicted
values are the same with the same range of values in the
same points, while the ray tracing values are far from the
actual values. Thus, the multi-modal output accurately pre-
dicts the RSRP using satellite images to extract environmen-
tal features.

A comprehensive comparison of different path loss pre-
diction systems are shown in figure 8. It shows that the
DeepChannel multi-modal model architecture, with hand-
crafted features, can achieve better accuracy than the state-
of-the-art techniques using deep learning only or jointly with
images.

C. TRANSFER LEARNING
Transfer learning is a state-of-the-art technique to lever-
age the training processing and converge to the optimum
weights that achieve the best predictions. Then, initialize a
new network model with these weights and use them for the
prediction with minor changes to fit the new dataset. This
process directly saves training time and computation powers
with the opportunity to achieve higher accuracy. We use the
model’s weights trained in area one as the initialization for
area two. Table 5 shows the model accuracy for dataset two
with and without transfer learning. The MAE and RMSE are
enhanced with about 20.2% and, we have a 77.35% reduction
in training time.

V. DISCUSSION
In the performance and evaluation section we show the
robustness of DeepChannel model, and the high accuracy
compared to ray tracing models and the state-of-the-art tech-
niques. Service providers network planning and optimization
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FIGURE 9. (a) Ray tracing output (b) Drive test result (c) Multimodal prediction output.

can be significantly enhanced using the DeepChannel model.
In the planning phase, service providers planning engineers
select the optimum location of the new base station to solve
coverage problems based on ray tracing models which as
shown in section IV-B is not accurate and service providers
cannot rely on these data as the main input to the planning
phase. The second method is to build the coverage map from
drive test data with each newly deployed base station which is
a very expensive and time-consuming process. Accordingly,
build a trained model on different area characteristics is used
to estimate the coverage map with high accuracy. There-
fore, DeepChannel model is adopted with transfer learning
methodology explained in section IV-C to build the coverage
map taking into consideration the environmental characteris-
tics of the area and build an accurate channel model that can
be used in the planning process of selecting the optimum base
station locations. The second process of service provider is to
optimize the current network base station to solve customer
coverage or capacity complaints related to bad experience.
The optimization process comprises changing some configu-
ration parameters to solve the subjected problem. To examine
the result of the action taken in the optimization process,
we should rely on the ray tracing techniques which is not
accurate as explained in section IV-B or drive test data and
with the nature of the optimization process from try and errors
many drive test data needed after any action to examine the
results. Accordingly, DeepChannel model is utilized to exam-
ine the output of the optimization process, however, the usage
of DeepChannel model is limited to the parameters associated
with coverage parameters. A major factor of the robustness
of the DeepChannel model is we can adopt transfer learn-
ing from different areas to build a robust model. Therefore,
the model must be retrained when the area characteristics
is changed based on area demographic conditions and real-
estate investments [56], [57].

VI. CONCLUSION
Coverage prediction plays a vital role in the daily operation
of mobile service providers to enhance customer experiences
and smart allocation for new investments. Thus, we have
introduced DeepChannel, a multi-modal deep learning model
for path loss and coverage prediction by predicting the RSRP
values in 4G networks in 2100 MHz band. Our proposed
architecture with the handcrafted features achieves a high pre-
diction accuracy compared to state-of-the-art models. Using
the satellite maps as a new modality with numerical features
has significantly enhanced the prediction accuracy. We have
tested our model with physical drive test data collected from
two different areas with different characteristics. We have
compared our results with the drive test data, which is a
better comparison than ray tracing data which is not accurate.
In addition, we have compared our model results with the
ray-tracing output. The results have shown a considerable
accuracy of the DeepChannel model with similar distribution
to the drive test data. Moreover, we have utilized the transfer
learning paradigm to transfer model weights trained in one
area to another to save training computation time and power.
DeepChannel uses multiple modalities to extract the environ-
mental features that impact the path loss in 4G networks in
different area characteristics. In our future work, we will use
image semantic segmentation to capture the different objects
from the satellite image. Finally, we can test DeepChannel
in different operating frequency band and for new evolving
mobile technologies such as 5G, 6G.
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