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ABSTRACT It is essential to identify similarity between graphs for various tasks in data mining, machine
learning and pattern recognition. Graph edit distance (GED) is the most popular graph similarity measure
thanks to its flexibility and versatility. In this paper, we study the problem of top-k graph similarity search,
which finds k graphs most similar to a given query graph under the GED measure. We propose incremental
GED computation algorithms that compute desired GED lower and upper bounds. Based on the algorithms,
we develop novel search frameworks to address the top-k search problem. Our frameworks are also designed
to use a state-of-the art indexing technique to speed up top-k search. By conducting extensive experiments on
real datasets, we show that the proposed frameworks significantly improve the performance of top-k graph
similarity search.

INDEX TERMS Top-k similarity search, graph edit distance, incremental GED computation.

I. INTRODUCTION
Because of the representational flexibility, graphs are widely
used to model complex and interconnected data in many
application scenarios. For example, images such as envelops,
lunar surfaces, and topological building structures have been
represented by graphmodels [1]–[3]; fingerprints and cancer-
ous tissue of biological cells have beenmodeled by graphs for
identification and classification [4], [5]; Control flow graphs
have been used in business process management [6]; and
malware detection by comparing call graphs of programs
have been studied in [7], [8]. In these applications, error-
tolerant graph search, i.e., graph similarity search, is essential
due to inconsistency, noises, and representational differences
of graph data [9]–[15].

To quantify graph similarities, various similarity measures
have been proposed such as missing edges and features [16],
[17], maximum common subgraphs (MCS) [10], [18], graph
alignment [19], and graph edit distance (GED) [20]–[26].
Among them, GED is the most commonly used mea-
sure, because GED precisely captures structural differ-
ence between graphs and it is applicable to all types of
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graphs [13], [27]. The GED between two graphs is the min-
imum number of graph edit operation to make the graphs
isomorphic, where a graph edit operation is an insertion,
deletion, or relabeling of a single vertex or edge.

Many techniques have been developed to solve the problem
of threshold-based similarity search, which is to find all data
graphs whose GED to the query is within a given threshold.
However, the number of results for the same threshold can
vary significantly for different queries because the distribu-
tion of different structures in a graph database is not uni-
form [28]. This makes it hard for a user to choose a suitable
threshold for each query. In this paper, therefore, we study
the problem of top-k graph similarity search, which finds k
graphs most similar to the query under the graph edit distance
measure.

The major difficulty in graph similarity search with GED
constraints is that GED computation is NP-hard. Existing
solutions adapt a filtering-and-verification framework, which
generates candidate graphs in the filtering phase and verifies
each candidate through GED computation in the verification
phase. To reduce the overhead of GED computation, it is
essential to generate a small set of candidate graphs. There-
fore, the focus of existing solutions has been on develop-
ing effective filtering techniques for candidate generation.
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Commonly used techniques in the filtering phase are to utilize
features of graphs, which are substructures of graphs [9],
[11], [13], [14], [27], [30], [31]. These techniques have been
mainly developed for solving the problem of threshold-based
similarity search, and filtering conditions are established
based on a GED threshold. They typically build an inverted
index on features of data graphs to generate candidate graphs.

In top-k similarity search, however, a user specified GED
threshold is not available, and thus existing feature-based
filtering techniques cannot be directly used. We are aware of
a top-k graph similarity search technique ParsK [31], which
are based on a partition-based filtering technique. ParsK
builds a hierarchical partition-based indexmotivated by a top-
k string similarity search technique [41]. However, recent
work has revealed that the filtering power of feature-based
indexing techniques is inherently limited [29], [33], [37]. For
example, Inves [29] and AStar+-LSa [33] have empirically
showed that efficient verification techniques invalidate the
filtering effect of existing feature-based indexing techniques.

To address the problems, in this paper, we develop effi-
cient top-k graph similarity search frameworks (Section III).
A naive approach is to compute the GED between the query
and each data graph and return top k best results. However,
this naive approach obviously incurs prohibitive GED com-
putation overheads. As a baseline of top-k search, therefore,
we adapt existing threshold-based approach by issuing a
series of queries by increasing the threshold one by one until
k result graph are found. This baseline approach requires
multiple verifications of the same candidates in different
thresholds, which are computationally expensive. To improve
the performance of top-k similarity search, we develop a few
search frameworks. The first is to derive different thresh-
olds from intermediate results of top-k search and utilize
these thresholds for efficient verification of data graphs
(Section III-A). We further optimize top-k search by utilizing
precise GED lower and upper bounds. To obtain precise GED
bounds, we propose novel GED computation algorithms that
stop and resume GED computation. Based on the algorithms,
we explore two search frameworks that reduce GED com-
putation overheads of unpromising graphs (Section III-B
and III-C). To utilize the latest pre-computed GED-based
index proposed in our previous work [37], we also propose
a hybrid search framework that integrates threshold-based
approach with our top-k search techniques (Section III-D).
We conduct extensive experiments on widely used real
datasets and show that the proposed frameworks significantly
improve the performance of top-k graph similarity search
(Section IV).

The rest of the paper is organized as follows. Section II
formulates the problem of top-k similarity search with
GED constraints and reviews GED computation algorithm.
Section III proposes incremental GED computation algo-
rithms for obtaining desired GED lower and upper bounds
and develops novel top-k search frameworks. Experimental
results are reported in Section IV. Section V lists related work
and Section VI concludes the paper.

FIGURE 1. Example graphs g1 and g2.

II. PRELIMINARIES
A. PROBLEM FORMULATION
A simple graph is a labeled undirected graph having neither
self-loops nor multiple edges. In this paper, we use simple
graphs for the ease of exposition. A labeled simple graph g
is represented in a triple of a set of vertices V (g), a set of
edges E(g) ⊆ V (g)×V (g), and a labeling function l : V (g)∪
(V (g)× V (g))→ 6, where 6 is the label set of vertices and
edges. If there is no edge between two vertices u and v, l(u, v)
returns a unique value λ distinguished from all other labels.
We also define a blank vertex ε such that ∀v ∈ V (g) l(ε) =
l(ε, v) = l(v, ε) = λ. We remark that λ is not a label and used
only for identifying the absence of a vertex or edge.

To measure the similarity between a pair of graphs, we use
graph edit distance defined in Definition 1.
Definition 1 (Graph Edit Distance): The graph edit dis-

tance (GED) between two graphs g1 and g2, which is denoted
by ged(g1, g2), is the minimum number of edit operations
that transform g1 into g2, where an edit operation is one of
the following:

1) insertion of an isolated labeled vertex.
2) deletion of an isolated labeled vertex.
3) relabeling of a labeled vertex.
4) insertion of a labeled edge.
5) deletion of a labeled edge.
6) relabeling of a labeled edge.

Example 1: Figure 1 shows example graphs g1 and g2. The
graph g1 is transformed into the graph g2 by performing the
following edit operations: deleting the edge between u1 and
u2, inserting an edge labeled with b between u1 and u4, and
relabeling the vertex u5 with C . Therefore, the GED between
g1 and g2 is 3.
We formulate the problem of top-k graph similarity search

as follows.
Definition 2 (Top-k Graph Similarity Search Problem):

Given a graph databaseD, a query graph q, an integer k , and a
maximum GED threshold τmax , top-k graph similarity search
finds a result set, denoted by K(q, k, τmax), that contains
every data graph g ∈ D such that

|K(q, k, τmax)| =

{
k, if |R(q, τmax)| ≥ k
|R(q, τmax)|, otherwise

and ∀g ∈ K(q, k, τmax), @g′ ∈ G\R, ged(q, g′) <

ged(q, g).
Similar to existing work for threshold-based similarity

search [31], [37], in Definition 2, we introduce a maximum
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FIGURE 2. Search tree for graphs in Figure 1.

threshold τmax for top-k graph similarity search to prevent
excessive GED computation for a large k .

B. GED COMPUTATION
In this subsection, we review existing GED computation
algorithms. Given two graphs g1 and g2, if |V (g1)| 6= |V (g2)|,
we add ||V (g1)| − |V (g2)|| copies of ε into either V (g1) or
V (g2) to make the sizes of g1 and g2 the same. So, we assume
that |V (g1)| = |V (g2)| throughout the paper. The GED
between two graphs g1 and g2 is basically computed by enu-
merating all possible vertex mappings between the graphs,
where a vertex mapping is a bijection of V (g1) onto V (g2).
By imposing a pre-defined ordering of V (g2), which is called
the vertex ordering of g2, we represent a vertex mapping as an
ordered set of mapped vertex pairs. Given a vertex mapping
m, the edit cost of m is the number of edit operations to make
each mapped vertex pair identical in terms of the vertex label
and adjacent edges.
Definition 3 (Edit Cost): The edit cost for a vertex map-

ping m = {u1 7→ v1, . . . , un 7→ vn} is defined as:

ec(m) =
n∑
i=1

D(l(ui), l(vi))+
∑
j<i

D(l(ui, uj), l(vi, vj))

 ,

where D(x, y) is 0 if x = y, 1 otherwise.
Example 2: For the two graphs in Figure 1, consider a ver-

tex mappingm = {u1 7→v1, u2 7→v2, u3 7→v3, u4 7→v4, u5 7→v5}.
The edit cost of m is computed as follows. we omit D(ε, ε) in
the following.
• u1 7→ v1 : D(A,A) = 0
• u2 7→ v2 : D(B,B)+ D(a, ε) = 1
• u3 7→ v3 : D(A,A)+ D(b, b) = 0
• u4 7→ v4 : D(C,C)+ D(a, a)+ D(b, b)+ D(ε, b) = 1
• u5 7→ v5 : D(D,C)+ D(a, a) = 1

Therefore, ec(m) = 0+ 1+ 0+ 1+ 1 = 3.
GED computation is to find a vertex mapping among all

possible vertex mappings whose edit cost is the minimum.
By merging the shared prefix of different vertex mappings,
all possible vertex mappings form a state-space tree, which
is called search tree. For example, Figure 2 shows the search
tree for the graphs in Figure 1. In the figure, we assume the
vertex ordering of g2 is (v1, . . . , v5). Each leaf node of the
tree represents a vertex mapping, and an intermediate node is
a shared prefix of vertex mappings, which is called a partial
mapping. In the figure, a tree node at level j, denoted by ui,

represents a partial mapping mp ∪ {ui 7→ vj}, where mp is the
partial mapping of the parent node and the root node repre-
sents an empty mapping. For example, the node indicated by
an arrow represents a partial mappingm = {u1 7→v1, u2 7→v2}.
In the remainder of the paper, we abuse a mapping to refer to
a partial mapping if clear from the context.

Before we present a GED computation algorithm, we intro-
duce a lower bound of a partial mapping, which is used for
computing GED.
Definition 4 (Lower Bound of a Partial Mapping): Given

a partial mapping m, let Sm be the set of the vertex mappings
in the leaf nodes rooted bym. A lower bound ofm, denoted by
lbM(m), is a number lb such that 0 ≤ lb ≤ minm′∈Sm ec(m′).
Given a partial mapping m, lbM(m) can be computed by

the sum of the edit cost of the mapped part and that of the
unmapped part. It is clear that the number of edit operations
required in mapped vertices and edges is ec(m). To obtain
a lower bound of m, therefore, we need to estimate a lower
bound of the edit cost required in unmapped vertices and
edges. The label set-based lower bound in Definition 5 is the
most widely used lower bound function to estimate the edit
cost of the unmapped part.
Definition 5 (Label Set-Based Lower Bound [30], [37]):

The label set-based lower bound between two graphs g1 and
g2 is defined as:

lbL(g1, g2) = 0(LV (g1),LV (g2))+ 0(LE (g1),LE (g2)),

where LV (g) and LE (g) respectively denote the label multi-
sets of vertices and edges of g, and 0(S1, S2) = max(|S1 −
S2|, |S2 − S1|).
Example 3: Consider we have a partial mapping m = ∅,

which corresponds to the root node of the search tree. Since
there is no mapped vertices and edges in m, the unmapped
part of the mapping is g1 and g2. A lower bound of m can be
computed as:

lbM(m) = ec(m)+ lbL(g1, g2) = 0+ 2 = 2,

since ec(m) = 0, 0(LV (g1),LV (g2)) = 0({A,A,B,C,D},
{A,A,B,C,C}) = 1, and 0(LE (g1),LE (g2)) =

0({a, a, a, b, b}, {a, a, b, b, b}) = 1.
The tightness of a lower bound of a mapping is crucial

in reducing the search space of GED computation. Various
techniques have been proposed to compute a tightened lower
bound of a mapping. For example, Inves [29] captures edit
errors in bridges, which are edges connecting mapped ver-
tices to unmapped vertices. Nass [37] applies different lower
bound functions to the unmapped part to obtain a tighter lower
bound.

Now, we will review a threshold-based GED computation
algorithm.1 Algorithm 1 outlines a GED computation algo-
rithm that uses the A* search strategy. It first determines the
order of vertices in g2 (Line 1). A common intuition behind

1Although a user-specified GED threshold is not available in top-k graph
similarity search, we will derive different thresholds while processing a top-k
query in Section III.
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Algorithm 1 GED(g1, g2, τ )
input : g1 and g2 are graphs, and τ is a GED threshold
output: ged(g1, g2) if ged(g1, g2) ≤ τ , τ + 1 otherwise

1 O← vertex ordering of V (g2);
2 initialize a priority queue Q with an empty mapping;
3 while Q 6= ∅ do
4 m← Q.pop();
5 if |m| = |V (g1)| then return ec(m);
6 if lbM(m) ≤ τ then
7 v← next unmapped vertex in V (g2) as per O;
8 foreach u ∈ V (g1) s.t. v 6∈ m do
9 mc← m ∪ {u 7→ v};
10 if lbM(mc) ≤ τ then Q.push(mc);

11 return τ + 1;

the vertex ordering is that infrequent vertices arematched first
while preserving the connectivity [29], [33]. After determin-
ing the vertex ordering of g2, the algorithm pushes the initial
state, i.e., an empty mapping, which corresponds to the root
node of the search tree, into the queue (Lines 2). In the main
loop, it pops a mapping m from the queue (Line 4). If the
mapping m popped from the queue is a full mapping (i.e., m
contains all vertices of g1 and g2), it returns the edit cost of
the mapping as ged(g1, g2) (Line 5). Ifm is a partial mapping
and its lower bound is less than τ (Line 6), it expands the
search tree by mapping the next unmapped vertex v in g2
(Line 7) to each unmapped vertex u in g1 (Line 8). It pushes
each expanded tree nodemc into the queue if the lower bound
of mc is less than τ (Lines 9–10). If the queue is empty, the
algorithm returns τ + 1 (Line 11).

III. TOP-k GRAPH SIMILARITY SEARCH
In this section, we develop techniques for top-k graph sim-
ilarity search. To prevent excessive computation for some
queries, we assume a maximum threshold τmax for top-k
search, similar to [37] and [31]. Because of the maximum
threshold, the number of results for some queries can be less
than k . For the ease of presentation, however, we assume
that we have at least k results within τmax throughout this
section. The maximum threshold τmax enables us to generate
candidate graphs using an existing feature-based index such
as Pars [13] and MLIndex [9]. For a large threshold such
as τmax , however, the filtering effects of these feature based
indexing techniques are almost the same as that of a basic
filter that uses the label set-based lower bound [33], [37].
Therefore, we use the label set-based lower bound (Defini-
tion 5) to generate an initial candidate set with τmax .
As we described in Section I, we use a threshold-based

top-k similarity search as a baseline algorithm. The threshold-
based top-k similarity search is to evaluate a series of simi-
larity queries by increasing the threshold τ (initially, τ = 0)
one by one until k result graphs are found. However, this
baseline algorithm can be computationally expensive because

FIGURE 3. An overview of basic top-k search.

it requiresmultiple verifications of the same candidates in dif-
ferent thresholds. To improve the baseline algorithm, we pro-
pose three top-k search algorithms. Each algorithm is also
designed to use an index structure based on the pre-computed
GEDs, which has been proposed in our previous work [37].

A. BASIC TOP-K SEARCH ALGORITHM
To avoid redundant verifications of the same candidates, the
first technique we propose is to use a min heap C to keep
candidate graphs with their GED lower bounds and a max
heap to keep the current best k results. When R is filled up,
we can utilize the GED of the head ofR as a GED threshold
for searching remaining data graphs. This threshold plays an
important role in reducing the overhead of GED computation.
We call this technique a basic top-k search.
Figure 3 shows an overview of the basic top-k search.

Assume that we have a candidate set C organized into a
min heap using GED lower bounds of candidates. We also
organize the result set R into a max heap using GEDs of
current results. After R is filled up, the head of R has the
largest GED among other graphs in R. Hence, we can filter
out remaining graphs whose GED to the query is not less than
ged(q, r), where r is the head of R. That is, we can set a
threshold τ = ged(q, r)−1. Given the threshold τ , 1©we pop
a candidate graph c from C, and 2© if ged(q, c) ≤ τ , we pop
r from R and push c into R. This approach overcomes the
disadvantage of the baseline approach since it verifies each
candidate graph only once.

Algorithm 2 outlines the basic top-k algorithm. The algo-
rithm initializes a min-heap C to keep pairs of (candidate
graph, GED lower bound lb) (Line 1). Given a maximum
threshold τmax , the algorithm generates a candidate set using
the label set-based lower bounds lbL of each data graph
(Lines 2–3). After generating a set of candidates, it initializes
the threshold τ to τmax and a max-heap R to keep pairs of
(result graph, GED dist) (Lines 4–5). From the candidate set
C, it pops out a candidate graph having the minimum lower
bound (Line 7), and computes GED δ between the candidate
and the query (Line 8). If the current candidate g is identified
a result, i.e., one of the current best k results (Line 9), the algo-
rithm remove the head element from the result setR and push
gwith the GED δ intoR (Lines 10–11). If it has k results inR
(Line 12), it updates the threshold τ toR.head().distance−
1 (Lines 13) because R.head().distance is the largest GED
among currently identified results. By tightening the thresh-
old τ , it accelerates the GED computation in Line 8 as well
as reduces the number of candidates to verify in Line 6.
To efficiently pruning unpromising graphs, our algorithm
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Algorithm 2 TopK-Basic(D, q, k)
input : D is a graph database,

q is a query graph, and k is an integer
output: K(q, k, τmax)

1 C ← min-heap initialized to be ∅;
2 foreach graph g ∈ D do
3 if lbL(q, g) ≤ τmax then C.push(g, lbL(q, g));

4 τ ← τmax ;
5 R← max-heap of size k with each value set to (nil,∞);
6 while C 6= ∅ and C.head().lb ≤ τ do
7 (g,−)← C.pop();
8 δ← GED(q, g, τ );
9 if δ ≤ τ then
10 R.pop();
11 R.push(g, δ);
12 ifR.head().dist 6= ∞ then
13 τ ← R.head().dist − 1;

14 if index is available then
15 C ← regenCandidates(C, δ, τ );

16 returnR;

uses an index based on the pre-computed GEDs of data
graphs, which is proposed in our previous work [37]. If the
index is available, we can regenerate a candidate set whenever
a result is found. Given a graph g, the index requires a GED
threshold τ and δ = ged(q, g) to regenerate a candidate set.
regenCandidates regenerates candidates using the index if
the index is available (Line 15, refer to [37] for the details of
the index and candidate regeneration). The algorithm finally
returns the result set R (Line 16).
Theorem 1: Algorithm 2 correctly returns top-k result

graphs.
Proof: It is obvious that the initial candidate set contains

all top-k results (by Lines 2–3). Let’s assume that current
R correctly contains top-k results from candidates verified
so far. Let the next candidate graph be g and the maximum
distance in R be dm.
1) If δ = ged(q, g) > τ , δ ≥ dm since δ > τ = dm −

1. Hence, excluding g from the result set (in Line 9)
does not affect the correctness of the result setR. Here,
we do not consider the case where τ = τmax because it
is trivial to exclude g in this case.

2) If δ = ged(q, g) ≤ τ , the head element in R is
removed (in Line 10) and g is inserted into R (in
Line 11). Since the GED of the removed head element
has the largest GED in R and δ ≤ τ < dm, replacing
the largest element with g guarantees the correctness
of R.

Therefore, the algorithm correctly returns top-k results. �
The following lemma states that the algorithm keeps

decreasing the overhead of GED computation while it finds
result graphs.

FIGURE 4. An overview of lower bound based top-k search.

Lemma 1: The GED threshold τ in Algorithm 2 decreases
monotonically.

Proof: As shown in Theorem 1, the algorithm always
replaces the largest GED from R with a smaller one. Hence,
it guarantees that the largest GED dm in R decreases mono-
tonically. Since τ is either τmax or dm − 1 and dm ≤ τmax , τ
is also decreases monotonically. �

B. GED LOWER BOUND-BASED TOP-k SEARCH
ALGORITHM
The problem with the TopK-Basic algorithm proposed in the
previous subsection is that it uses loose GED lower bounds
in C. Hence, it may push some graphs having high GED val-
ues intoR and pop them fromR later, which causes unneces-
sary GED computation. We may use a different feature-based
lower bound function for the candidate set. However, the
problem with existing feature-based lower bound functions is
that they generally produce a loose lower bound. To address
the problem, in this subsection, we develop an incremental
GED computation algorithm to precisely obtain a desired
GED lower bound and propose another top-k search algo-
rithm based on incremental GED computation.

Figure 4 shows an overview of the lower bound-based
top-k search. We keep a candidate set C which is organized
into a min heap using GED lower bounds of candidates.
Initially, the GED lower bound of each candidate is computed
using the label set-based lower bound function. We generate
result graphs by incrementally tightening the lower bounds
of candidates as follows. 1©We first pop the head element c
from C. Then, we look up the head c′ of C and set a target
lower bound to lb(q, c′) + 1, where lb(q, c′) is the current
lower bound of c′. 2© We incrementally tighten the lower
bound of c up to the target. 3© If we successfully tighten the
lower bound of c, we push c into C. We can fail to tighten the
lower bound of c if and only if we obtain ged(q, c) which is
less than the target (see Algorithm 3). In this case, c is added
into the result set because it is a top-k result (we will formally
state this observation in Lemma 2). The intuition behind this
approach is that we do not always fully compute the GED of
the head element of the candidate set.
Definition 6 (GED Computation Context): A GED com-

putation context γ is a triple (Q, lb, ub), where Q is a priority
queue containing mappings, lb is a GED lower bound, and ub
is a GED upper bound.

We use the GED computation context in Definition 6 to
stop and resumeGED computation. For each candidate graph,
the main idea is to compute GED until a desired lower bound
is found. The A* search strategy finds an optimal path in the
search tree by increasing the lower bound of each mapping.
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If the minimum lower bound of the A* search is greater than
or equal to a given target lower bound, therefore, we can
immediately stop GED computation and keep the current
context of GED computation for later use.

Algorithm 3 TightenLB(g1, g2, γ , target , τ )
input : g1 and g2 are input graphs,

γ is current GED computation context,
target is a target lower bound,
and τ is a GED threshold

output: updated context γ

1 while γ.Q 6= ∅ do
2 m← γ.Q.head();
3 γ.lb← lbM(m);

4 if |m| = |V (g2)| then
5 γ.ub← γ.lb;
6 return γ ;

7 if γ.lb ≥ target then return γ ;

8 γ.Q.pop();
9 foreach child node mc of m do
10 if lbM(mc) ≤ τ then γ.Q.push(mc);

11 γ.lb← γ.ub← τ + 1;
12 return γ ;

Algorithm 3 shows incremental GED computation for find-
ing a lower bound greater than or equal to a given target
bound. The algorithm looks up the first mapping from the
priority queue (Line 2) and save the lower bound of the
mapping in the current context γ (Line 3). If the current
mapping is a full mapping, the algorithm makes the upper
bound of the current context equivalent to the lower bound
and return the context (Lines 4–6). By making both bounds
the same, we can see that the exact GED is found. If the
lower bound of the current mapping is not less than the target
bound, the algorithm stops GED computation and returns the
current context (Line 7). Otherwise, it removes the current
mapping from the queue and expands child of current map-
pings (Lines 8–10). If the queue is empty, the algorithm saves
τ + 1 as the GED into the context and return the context
(Lines 11–12).
Lemma 2: Given a top-k query q and a data graph g,

ged(q, g) ≤ min
g′∈C

lb(q, g′) H⇒ g ∈ R,

where C is a candidate set containing currently remaining
candidates and R is a result set.

Proof: Since ged(q, g) ≤ lb(q, g′) ≤ ged(q, g′) for any
remaining candidate graph g′, g has the lowest GED, which
implies that g is an answer of the top-k query. �
Given the algorithm TightenLB that incrementally tight-

ens the lower bound of a candidate graph, we develop a top-k
search algorithm based on Lemma 2. Algorithm 4 encapsu-
lates the top-k search algorithm. The algorithm first generates

Algorithm 4 TopK-LB(D, q, k)
input : D is a graph database,

q is a query graph, and k is an integer
output: K(q, k, τmax)

1 C ← min-heap initialized to be ∅;
2 foreach graph g ∈ D do
3 if lbL(q, g) ≤ τmax then
4 C.push(g, ({∅}, lbL(q, g), τmax + 1))

5 R← ∅;
6 while |R| < k and C 6= ∅ do
7 (g, γ )← C.pop();
8 if γ.lb = γ.ub thenR← R ∪ {g};
9 else

10 (−, γ ′)← C.head();
11 γ ← TightenLB(q, g, γ, γ ′.lb+ 1, τmax);
12 if γ.lb ≤ γ ′.lb then
13 R← R ∪ {g};
14 if index is available then
15 C ← regenCandidates(C, γ .lb, τmax);

16 else C.push(g, γ );

17 returnR;

an initial candidate set using the label set-based lower bound
function, where the candidate set contains pairs of (candidate
graph g, GED context γ of g). The GED computation context
of each candidate g consists of a priority queue having an
empty mapping, which denotes the root node of the search
tree, a label set-based lower bound lbL(q, g), and an upper
bound τmax + 1 (Lines 2–4). It retrieves a candidate having
the lowest lower bound from the candidate set (Line 7). If the
lower bound is the exact GED of the candidate, the algorithm
adds the candidate into the result set based on Lemma 2
(Line 8). Otherwise, it tightens the lower bound of the current
candidate using Algorithm 3, where a target bound is set to
the smallest lower bound + 1 of the remaining candidates
(Lines 10–11). If the tightened lower bound is not greater
than the target bound, we can assure that the exact GED of the
current candidate is found while tightening its lower bound.
Hence, the algorithm includes the current candidate into the
results by Lemma 2, and regenerates the candidate set using
our index (Lines 12–15). Otherwise, it pushes the candidate
with its GED computation context into the candidate set
(Line 16). The algorithm repeats the same procedure until
either k results are found or the candidate set empties (Line 6),
and finally it returns the result set (Line 17).
Theorem 2: Algorithm 4 correctly returns top-k result

graphs.
Proof: It is trivial that the initial candidate set contains

all results. Since the algorithm pushes a candidate into the
result set only when the candidate has a GED less than or
equal to the minimum lower bound of remaining candidates,
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FIGURE 5. An overview of upper bound based top-k search.

by Lemma 2, the algorithm correctly collects top-k
results. �

C. GED UPPER BOUND-BASED TOP-k SEARCH
ALGORITHM
The problem with the lower bound approach is that it does
not utilize GED thresholds. Since it collects exactly k results
only, it relies only on τmax in pruning the search space of
GED. Although it can avoid full GED computation for many
candidate graphs, it suffers from the large search space due to
the absence of practical thresholds. To overcome the problem,
in this subsection, we develop another top-k search algo-
rithm that utilizes GED upper bounds. The basic and lower
bound approaches require full GED computation for all top-
k results. The main idea of this subsection is that some results
can avoid full GED computation if their GED upper bounds
are less than the maximum GED of the graphs the result set.

Figure 5 shows an overview of upper bound based top-k
search. Again, we keep amin heap C for candidates and amax
heapR for results and produce top-k result graphs as follows.
1©We pop the head element c of C. We set the threshold τ =
ged(q, r)−1, where r is the head element ofR. 2©we tighten
the upper bound of c down to τ . 3© If we successfully tighten
the upper bound of c, we pop r from R and push c into R.
We can fail to tighten the upper bound of c if and only if we
obtain ged(q, c) which is greater than τ (see Algorithm 5).
In this case, c cannot be a result and we simply remove c.
To correctly set the threshold τ , we compute the GED of the
head element of R whenever necessary (see Algorithm 6).
To obtain a desired GED upper bound, we basically tra-

verse the search tree in a depth-firstmanner and incrementally
tighten an upper bound. To this end, we adapt the hybrid
depth-first search approach, which we have proposed in our
previous study [35]. Before we present our GED upper bound
algorithm, we briefly summarize the hybrid search technique.
Wefirst find amapping having the smallest GED at the global
level, i.e., from all mappings in the queue. Then, we expand
child mappings of the mapping and keep going down to the
next level of the current mapping. At each level, we select a
mapping having the smallest GED at the level. We stop the
downward traversal if we encounter a leaf node of the search
tree or there is nomapping at the current level. Then, we select
another mapping at the global level to start with.

Algorithm 5 shows an incremental GED computation algo-
rithm to obtain an upper bound that is not greater than a target
bound. The algorithm uses a special priority queue,2 which

2Please refer to [35] for the details of the implementation of the queue.

Algorithm 5 TightenUB(g1, g2, γ , target)
input : g1 and g2 are input graphs,

γ is current GED computation context,
and target is a target upper bound.

output: updated context γ

1 lv← global;
2 while γ.Q 6= ∅ do
3 m← γ.Q.pop(lv);
4 if m = nil or lbM(m) > target then
5 lv← global

6 else if |m| = |V (g2)| then
7 if lbM(m) < γ.ub then
8 γ.ub← lbM(m)

9 if lv = global then
10 γ.lb← γ.ub;
11 return γ ;

12 else if γ.ub ≤ target then return γ ;
13 else lv← global;

14 else
15 foreach child node mc of m do
16 if lbM(mc) ≤ target then
17 γ.Q.push(mc)

18 lv← |m| + 1;

19 γ.lb← γ.ub← target + 1;
20 return γ ;

can return a mapping having the lowest GED lower bound at
a specific level of the search tree. To this end, it receives a
level in its pop method. When the level is it global, it returns
a mapping having the lowest GED among all mappings in
the queue. The algorithm first finds a mapping having the
smallest GED from the global level (Line 1). In every iteration
in the while loop (Lines 2–18), it basically expands the child
mappings of the current mapping (Lines 15–17) and goes
down to the next level of the current mapping (Line 18).
If there is no mapping at the current level or the minimum
GED lower bound of the current level is greater than the
target bound, the algorithm stops searching downwards and
selects a mapping at the global level in the next iteration
(Lines 4–5). When it meets a leaf node (Line 6), it updates the
current upper bound if necessary (Lines 7–8). Then, it returns
if either the exact GED is found (Lines 9–11) or the current
upper bound is not greater than the target bound (Line 12).
Otherwise, it sets the level to the global level for the next
iteration (Line 13). We remark that we use the target upper
bound as a threshold for computing the lower bound of a
mapping in the algorithm. Hence, the algorithm does not take
a threshold as a parameter.

Algorithm 6 finds top-k results by incrementally tightening
GED upper bounds. Like other algorithms, it generates an
initial set of candidates using the label set-based lower bound
function (Lines 1–3). The initial GED computation context of
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Algorithm 6 TopK-UB(D, q, k)
input : D is a graph database,

q is a query graph, and k is an integer
output: K(q, k, τmax)

1 C ← min-heap initialized to be ∅;
2 foreach graph g ∈ D do
3 if lbL(q, g) ≤ τmax then

C.push(g, ({∅}, lbL(q, g), τmax + 1));

4 τ ← τmax ;
5 R← a max-heap of size k with each value set to (nil,

nil);
6 while C 6= ∅ and C.head().γ .lb ≤ τ do
7 (g, γ )← C.pop();

8 if |R| < k then R.push(g, γ ) ;
9 else
10 γ ← TightenUB(q, g, γ, τ );
11 if γ.ub ≤ τ then
12 R.pop();
13 R.push(g, γ );

14 while |R| = k and R.head().lb 6= R.head().ub do
15 (g, γ )← R.pop();
16 TightenUB(q, g, γ, 0);
17 if γ.ub ≤ τmax then
18 R.push(g, γ );
19 if index is available then
20 C ← regenCandidates(C, γ .lb, τmax);

21 if |R| = k then τ ← R.head().ub− 1;

22 returnR;

each candidate is the same as Algorithm 4. After generating
the initial candidate set, it initializes the threshold τ to τmax
(Line 4) and make a result setRwhich is a max-heap of pairs
of (result graph g, GED computation context γ ), where the
ordering of the pairs in the heap is determined by the GED
upper bound in γ (Line 5). For each candidate graph and
its GED computation context, the algorithm directly pushes
the candidate to R if R is not filled (Line 8). Otherwise, it
tightens the upper bound of the candidate (Line 10). If the
tightened upper bound is less than the GED of the head
of R (i.e., the maximum GED value in R), it removes the
head of R and push the current candidate to the result set
(Lines 11–13). If γ.ub > τ , TightenUB computes the exact
GED between q and g, and since the GED, which is γ.ub,
is greater than τ , we can safely remove g. So, the algorithm
do nothing in this case. In the remaining part of the algorithm
(Lines 14–21), it basically updates the threshold using the
maximum GED in the result set (Line 21). Since the GEDs of
some graphs inR are not fully computed, the algorithm finds
the maximum GED by incrementally computing the GED of
the head graph of R (in the while loop of Line 14). To this

end, it calls TightenUB by passing the target threshold 0,
which forcesTightenUB to compute an exact GED (Line 16).
After tightening the head, it could not be the graph having
the largest GED. In this case, it repeats the same procedure.
In the meanwhile, it regenerates candidate graphs using our
index if an index is available (Lines 19–20). Remark that
the algorithm tightens the head only when the result set is
filled. In case that the result set is just filled by the current
candidate in Line 8, the GED of the head graph may exceed
τmax because we simply push the candidate into the result set
without any computation. In this case, we simply remove the
head graph from R (see the if statement in Line 17).
Lemma 3: The algorithm does not always compute exact

GEDs of all graphs in the final result set.
Proof: Let an upper bound of a graph g inR be u, which

is not the exact GED of g. Whenever the algorithm computes
the exact GED of another graph in Line 17, consider the GED
is not less than u. In this case, the algorithm does not need to
compute the exact GED of g since ged(g, q) ≤ u ≤ m, where
m is the maximum GED of the result graphs in R. �
Lemma 3 states that the algorithm can save some GED

computation for finding top-k result graphs.
Lemma 4: The GED threshold τ in Algorithm 4 monoton-

ically decreases.
Proof: The threshold τ is updated either (1) R is filled

up for the first time or (2) the head graph inR is removed from
R. In the first case, τ does not increase since the algorithm
collects graphs whose GED is not greater than τmax and the
initial value of τ is τmax . In the second case, let the removed
graph g and the new head graph g′. In this case, τ is updated
from ged(q, g) − 1 to ged(q, g′) − 1 (by Line 22). Since
ged(q, g) ≥ ged(q, g′), τ does not increase in this case. �
Theorem 3: Algorithm 6 correctly returns the top-k

results.
Proof: For simplicity, we assume that we have more

than k graphs whose GED is not greater than τmax . Again,
it is of certain that C contains all results. Let the graph having
the maximum GED in R be gmax . Consider there is a graph
g ∈ C such that g 6∈ R but ged(q, g) < ged(q, gmax). For the
graph g, we have the following two cases.

1) The first case is that g is pushed into R and removed
fromR later. At the time g is removed fromR, g should
be in the head of R and its GED is already computed
(by Line 17). The algorithm assures that either the GED
or an upper bound of every graph in R is not greater
than ged(q, g). Hence, gmax 6∈ R. gmax cannot be
pushed into R after g is popped because τ is set to
a value less than ged(q, g) (by Line 22) when g is
the head of R, and it is monotonically decreases by
Lemma 4 (i.e., ged(q, gmax) > ged(q, g) > τ ). This
contradicts the hypothesis gmax ∈ R.

2) The second case is that g is never pushed intoR. At the
time the algorithm tests the graph g, it is obvious that
ged(q, g) > τ . Since ub(q, gmax) ≥ ged(q, gmax) >
ged(q, g) > τ , gmax 6∈ R at the moment. Afterwards,
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gmax cannot be inserted into R as τ decreases mono-
tonically by Lemma 4. This contradicts the hypothesis
again.

Therefore, both cases cannot be possible. �

D. HYBRID TOP-K SEARCH WITH AN INDEX
The upper bound approach remedies the problem with the
basic and lower bound approaches. But there is a problem
with the upper bound approach when it is used with an
index based on pre-computed GEDs [37]. The upper bound
approach tends to avoid GED computation for graphs having
low GED values. Since the upper bound approach computes
GEDs of graphs appeared in the head of the max-heap for the
result set, GEDs produced by the approach are usually high.
Due to the overhead of pre-computation of pairwise GEDs,
however, the index omits those pairs having high GED values
(see [37] for the details of the index). Therefore, the index is
hardly beneficial to the upper bound approach. To remedy the
problem, in this subsection, we propose a simple but efficient
hybrid approach for top-k graph similarity search.
The main observation is that existing threshold-based algo-

rithms are extremely fast for low GED thresholds (e.g. τ ≤
3). Therefore, we perform a threshold-based similarity search
for a low threshold τc, which is a tunable parameter. We then
remove unpromising graphs from D by utilizing the result
graphs of the threshold-based search. We finally perform top-
k graph search. We remark that this hybrid approach can be
used for all top-k algorithms proposed in this paper.

Algorithm 7 TopK-Hybrid(D, q, k)
input : D is a graph database,

q is a query graph, and k is an integer
output: K(q, k, τmax)

1 Rτ ← simsearch(D, q, τc);
2 C ← ∅;
3 foreach graph g ∈ D do
4 if lbL(q, g) ≤ τmax then C ← C ∪ {g};
5 foreach g ∈ Rτ do
6 remove g from C;
7 C ← regenCandidates(C,ged(g, q), τmax);

8 if |Rτ | > k thenRτ ← top k results in Rτ ;
9 R← TopKsearch(C, q, k − |Rτ |);

10 returnR ∪Rτ ;

Algorithm 7 shows the hybrid top-k search framework.
It first performs a threshold-based similarity search with a
pre-defined low threshold τc and saves the results in Rτ

(Line 1). Then, the algorithm generates a candidate set C
using the label set-based lower bound function (Lines 2–4).
it removes unpromising graphs from C using the index with
the result graphs in Rτ (Lines 5–7). Since it has all graphs
whose GEDs are within τc in Rτ , it needs to find remain-
ing k − |Rτ | best graphs in the modified candidate set

FIGURE 6. Frequencies of numbers of similar graphs within τmax .

(Lines 8–9). It finally returns the union ofRτ and remaining
k − |Rτ | best graphs (Line 10).

IV. EXPERIMENTS
From the experimental study in this section, we shows that
the proposed approaches improve the performance of top-k
similarity search.

A. EXPERIMENTAL SETTING
In our experiments, we used the following two real datasets,
which were frequently used in related
work [13], [14], [29]–[31], [33], [34].

• AIDS: The AIDS dataset consists of 42,689 graphs rep-
resenting antiviral screen compound data. The average
numbers of vertices and edges are 25.6 and 27.6, respec-
tively. The numbers of distinct labels of vertices and
edges are 62 and 3, respectively.

• PubChem: The PubChem dataset has 22,794 graphs
representing chemical compounds. The average num-
bers of vertices and edges are 48.11 and 50.56, respec-
tively. The numbers of distinct labels of vertices and
edges are 10 and 3, respectively.

Similar to [13], [37], we set τmax = 6 as users are
typically more inclined to search for similar graphs from
graph databases [9]. One problem with top-k GED search
is that many graphs have small number of similar graphs
within τmax . If we randomly select queries from the dataset,
therefore, most queries return less than k results within τmax
for a moderate size of k (e.g., k = 30). Figure 6 shows
the frequencies of similar graphs in AIDS and PubChem
datasets. Given a value n of the x-axis, the y-axis shows the
number of graphs that have exactly n similar graphs within
τmax . Notice that the y-axis of the figure is log-scaled. Based
on the observation, we reasonably assume that top-k queries
are issued for those graphs having many similar graphs. For
evaluating top-k search, by the assumption, we randomly
selected 100 query graphs in the gray areas in Figure 6, which
have at least 30 similar graphs. For each dataset, we evaluated
the selected 100 queries with k ∈ {10, 20, 30, 40, 50} and
obtained the total numbers of results for different k values as
shown in Table 1.
We reported aggregated results of 100 queries in the
experiments.

Our GED computation algorithms were implemented in
C++ based on the latest algorithm NassGED [37]. They
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FIGURE 7. Response times of top-k queries.

TABLE 1. Total numbers of top-k results for 100 queries.

FIGURE 8. Response times of Top-k query with NassIndex.

were complied using GCCwith the -O3 flag. All experiments
were conducted in a single machine with an Intel core i7 and
32GB RAM running a 64-bit Ubuntu OS. Data graphs and
indices were kept in memory.

B. EVALUATION OF TOP-K SEARCH
In this subsection, we evaluate top-k graph similarity search
algorithms proposed in Section III. The purpose of evalua-
tion is to compare the baseline algorithm with TopK-Basic,
TopK-LB, and TopK-UB. We remark that we used the state-
of-the art GED computation algorithm NassGED [37] for
the baseline algorithm. We omitted the comparison with
ParsK [31] as ParsK relies on an outdated indexing tech-
nique Pars.
Top-k evaluation results of alternative algorithms are

reported in Figures 7 and 8. On the both datasets, the baseline
algorithm exhibited good performance for small k values
(e.g., k ∈ {10, 20}). This was because most results had small
GEDs w.r.t the query. For larger k (e.g., k ∈ {30, 40, 50}),
however, the baseline algorithm showed poor performance
because it had to repeat GED computation of many graphs
for each distinct threshold τ ∈ [0, τmax]. The proposed
algorithms were significantly faster than the baseline algo-
rithm for k ∈ {30, 40, 50}. On the PubChem dataset, for
example, TopK-UB was two times faster than the baseline
algorithm when k = 40. TopK-Basic exhibited poor per-
formance for small k values on the both datasets because
it needed to push unnecessary graphs having large GEDs
into the queue and pop them from the queue later. TopK-LB
and TopK-UB reduced such unnecessary GED computation
and outperformed TopK-Basic for small k values. On the
PubChem dataset, for example, TopK-LB and TopK-UB was

FIGURE 9. Response times of the hybrid top-k search.

about 2 times faster than TopK-Basic for k ≤ 20. For larger
k values, TopK-Basic ran as fast as TopK-LB and TopK-UB
as shown in the figures. For k ≥ 30, TopK-UB was the best
performer among the algorithms. This was becauseTopK-UB
did not need to perform full GED computation for some result
graphs.

C. EVALUATION OF TOP-K SEARCH WITH AN INDEX
In this subsection, we evaluate top-k search algorithms using
the NassIndex [37], which is based on the pre-computed
GEDs of data graphs.

Figure 8 shows experimental results of top-k searches
using NassIndex. TopK-Basic and TopK-LB were well
suited with the index. For k > 20, these algorithms out-
performed the baseline algorithm. On the AIDS dataset, for
example, TopK-LB was about 2 times faster than the base-
line algorithm when k > 30. For k ≤ 20, however, the
baseline algorithm exhibited very good performance. This
was because the existing threshold-based similarity search
techniques and GED computation algorithms ran extremely
fast when a GED threshold is low [29], [37]. For smaller
k values, top-k results tend to be found within a low GED
threshold. Nonetheless, TopK-Basic and TopK-LB were still
competitive with the baseline algorithm for the smaller k
values. As we discussed in Section III-D, TopK-UB hardly
utilized the index and exhibited very poor performance com-
pared with other algorithms. It was about three times slower
than the baseline algorithm for a large k value.

D. EVALUATION OF HYBRID TOP-K SEARCH
We applied the hybrid search framework to all the top-k algo-
rithms with the parameter τc = 3. Figure 9 shows the results.
As shown in the figure,TopK-UBwere surprisingly fast when
we used the hybrid search framework. This is because the
threshold-based search finds result graphs having low GEDs
and it takes advantage of the index using those results to
reduce the number of candidates. As a result, TopK-UB con-
sistently outperformed all other algorithms on both datasets.
For example, it was about 2 times faster thanTopK-Basic and
TopK-LB on the PubChem dataset for k > 30. The hybrid
approach also improved the performance of TopK-Basic.
However, the performance ofTopK-LBwas slightly degraded
with the hybrid search framework. The reason is as follows.
TopK-LB found the graph having the smallest GED first.
TopK-LB could greatly reduce the number of candidate using
the first result. Therefore, it hardly took advantage of the
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TABLE 2. Improvement when using the index (in %).

threshold-based search of the hybrid framework and the over-
head of the threshold-based search degraded the performance,
which was negligible though.

The hybrid search framework are well designed to utilize
the index so that the index effectively reduced the num-
ber of graphs requiring GED computation and significantly
improved the performance. On the AIDS dataset, for exam-
ple, TopK-UB with the index was up to 5 times faster than
that without the index. On the PubChem dataset, it was up to
10 times faster. Table 2 summarizes the improvement of the
all algorithms on the both datasets when using the index.

V. RELATED WORK
A. FILTERING AND INDEXING
Existing feature-based filtering techniques are categorized
into two groups. The first group utilizes small fixed-length
substructures to establish a necessary condition to meet a
given threshold. k-AT [11], path-based q-gram [14], [30],
c-star [27] and branch [15] are proposed in this group.
They build an offline inverted index on fixed-length features
extracted from data graphs. The second group utilizes large
variable-length features to capture structural differences.
To make a feature as large as possible, they partition each
data graph into disjoint subgraphs and filter out dissimilar
data graphs using the pigeonhole principle based on the obser-
vation in string similarity search techniques (e.g., [38], [39]).
Pars [13] and MLIndex [9] build an offline inverted index on
partition features extracted from data graphs. Recently, pre-
computed pairwise GED-based index are proposed to address
the fundamental limitations of feature-based index [37].

B. GED COMPUTATION AND VERIFICATION
The most representative GED computation algorithm is
A∗-GED [36], which traverse the search tree using A* algo-
rithm. BLP-GED [40] formulates the GED computation
problem as a binary linear program. DF-GED [32], and
CSI_GED [34] traverse the search tree in a depth-first man-
ner. HGED [35] mixes both the depth-first and A* search
techniques to improve GED computation. To verify candidate
graphs in graph similarity search techniques, A∗-GED is the
most widely used. To reduce the search space, Inves [29]
uses the bridge differences to obtain tight GED lower bounds,
and AStar+-LSa [33] removes blank vertices from a vertex
mapping. NassGED integrates existing filtering techniques

into GED computation to tighten the lower bound of a partial
mapping.

C. TOP-K GRAPH SIMILARITY SEARCH
ParsK [31] is the first attempt to the top-k graph similarity
search with graph edit distance constraints. Based on the
observation of the top-k string similarity search technique
proposed in [41], it built a hierarchical partition index struc-
ture to support top-k graph similarity queries. We differ
by developing top-k search algorithms that exploit precise
GED lower and upper bounds based on incremental GED
computation. Our hybrid search framework are also designed
to utilizes the latest index based on pre-computed pairwise
GEDs of data graphs. An MCS-based top-k graph similarity
search technique has been proposed in [28]. In [42], they
formulated the problem of top-k representative queries on
graph databases focusing on representativeness modeling.

VI. CONCLUSION
In this paper, we have proposed novel approaches for top-
k graph similarity search. We utilizes GED lower and upper
bounds to efficiently obtain the best k results for a query.
To precisely compute a target GEDbound, we have developed
incremental GED computation algorithms. We have adapted
a recent index structure based on pre-computed pairwise
GEDs to top-k graph similarity search by designing a hybrid
similarity search framework that are applied to our top-k
search techniques.We have conducted extensive performance
studies using real datasets to test the proposed techniques.
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