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ABSTRACT In this paper, the architecture of an application-specific integrated circuit for adaptive metasur-
faces is presented. The architecture allows scalable networking over large metasurfaces and reconfiguration
of each unit-cell with unique complex impedance settings, for adjusting metasurface electromagnetic
performance. The one-chip-design metasurface array, includes self-initialization/addressing, configuration-
packet routing, and network adaptation for fault-tolerant dynamic metasurfaces. An asynchronous design is
adopted for power efficiency and high scalability, whereas speed is enhanced through multilevel pipelining.
The ability to dynamically form reconfigurable networks in conjunction with the clockless operation helps
the metasurface to cover arbitrary physical shapes, implemented on both rigid or flexible substrates. The
architecture is validated through transistor-level simulations of the complete design implemented in a
commercially available process. Then, a variety of scalable and/or flexible networks are presented, exploiting
the strengths offered by the architecture, to demonstrate its capabilities and estimated performance. The
demonstrated results of the architecture and its networking capabilities, allow the realization of chip-to-chip
programmability of metasurfaces with up to 2!3 ASICs. The individual ASICs can be reconfigured in 2 s
and consume only 342 u'W of static power.

INDEX TERMS Metasurface ASIC, fault-adaptive metamaterial ASIC network, ASIC architecture, asyn-
chronous network, inter-tile network, adaptive metamaterial cells, programmable metamaterials.

I. INTRODUCTION metamaterials are engineered structures that enable unnatural

With the advent of reconfigurable processors and software
defined networking [1], there have been many architec-
tures [2]-[6] that provide flexibility and energy efficiency
in network systems. Recently, Network-on-Chip (NoC) sys-
tems have been established as the dominant communica-
tion method in multicore processors, mostly because of
their increased scalability [7]-[9]. However, until now,
there has been limited availability of networked-IC solu-
tions to address the needs for programmable metamate-
rials and programmable metasurfaces (MSFs). In general,
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electromagnetic (EM) functionalities, while MSFs are the
two-dimensional versions of metamaterials that can be tuned
or programmed to enable programmable adjustment of the
surface’s EM properties. MSF systems in the literature are
mostly static and are tailored for a single application, with EM
functionalities operating at limited frequencies and angles of
incidence [10]-[16].

Reconfigurability in metamaterials has been under
research for more than a decade [17], with many systems
configuring the MSF using tunable devices and mechanical
parts [18]. Also, other approaches utilize more advance
materials like graphene [19], [20] or liquid crystals [21]
to configure the MSF. However, in all these approaches
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FIGURE 1. Proposed integration of ASICs in MSF meta-atoms as
described in [30]. The integrated circuit is soldered at the bottom-side of
the meta-atom and is connected to the copper-patches at the top-side
using through-via connections. The ground plane is placed in between the
routing tracks of the integrated circuit and the copper-patches to isolate
the two layers.

the reconfigurability is very limited, since they rely on the
properties of the materials and the meta-atoms do not contain
elements that include programmatic control over the desired
functionality. Programmability on MSFs is mainly achieved
by using lumped elements such as PIN diodes and varactor
diodes as part of the MSF structure [22]-[24] and an external
controller that leads to complex, bulky, non-scalable wiring
solutions [25], [26]. These lumped elements are controlled
by a Field-Programmable Gate Array (FPGA) providing a
binary control over the lumped element state [22]. Although
this approach provides some programmability to the static
MSF systems, they have shortcomings in terms of their
limited tuning range, network scalability, fault-tolerance,
power-consumption and commercial viability. The evolution
of these discrete-based approaches, which aims to eliminate
the above-mentioned shortcomings, is to replace the lumped
elements, and a large portion of the control circuitry, with
application-specific integrated circuits (ASICs). This takes
advantage of customized integrated circuit technology to
improve the power, the size and the performance of MSFs.
In addition, the MSF system will become software-driven
and will be able to host multiple functionalities, which will
allow them to adapt to the system needs. Furthermore, the
ASIC approach is more suitable for mass production of MSFs
both in terms of cost and production time. The ASIC includes
loading element circuits such as varistors and varactors in
conjunction with digital control circuits in one single tiny
package. In doing so, a plethora of novel MSF functionalities
will be unlocked and new applications will arise such as pro-
grammable wireless environments, dynamic holograms, THz
wave manipulation etc. Despite its tremendous theoretical
potential, there are many challenges in all design levels, both
theoretical and practical, which is one of the main reasons for
the lack of network ASICs for programmable MSF systems.
This work identifies these design challenges and proposes
solutions to overcome them.

Networked-IC programmability requires thousands of
homogenous chips to be networked on a large printed circuit
board (PCB), to be simpler for mass production. The chips
uniquely adjust each meta-atom’s properties that make up
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the programmable MSF. A theoretical approach is described
in [27]-[29] whereby the MSFs are configured by a digital
device e.g. a computer by utilizing a user-friendly applica-
tion programming interface, to send configuration data to
a network of integrated circuits that are directly connected
to the MSF. In these de-centralized, reconfigurable systems,
each meta-atom, or a small cluster of meta-atoms, has a
corresponding chip on the back side of the PCB, connected
to some metal texture patterns on the front side of the PCB,
where the EM waves strike the surface. The chips adjust the
electrical impedance of all parts of the surface and hold their
settings, even if the digital device is removed. Such chips are
required to have low-power, should be able to inherently scale
over large surfaces, and should have a means of changing
the electrical load on each RF port. An example distributed,
programmable meta-atom is shown in Fig. 1 and is described
in detail in [30]. Here, the same meta-atom design is being
adopted to illustrate the proposed ASIC as part of a structure
that has already being studied and tested.

While the contribution of this paper is mainly focused on
a chip architecture with novel features for increased perfor-
mance, it is useful to briefly provide an overview of the
procedure followed to apply the impedance to the meta-
atoms, and how this impedance controls the EM properties
of the MSF. The EM impedance is formed at the chip’s RF
ports/pads by electronically tunable resistive and capacitive
integrated components. The RF pads are connected to the
texture patterns at the meta-atom plane using through-via
or via-in-pad technology, thus setting the desired impedance
on the communication plane, this way controlling the EM
behavior through a reconfigurable pattern. By extending this
approach on an array of meta-atoms forming a metasur-
face, continuous control over the real and imaginary part
of the complex surface impedance is obtained, which leads
to shaping the special profile of the reflection amplitude,
as well as the reflection phase. The configuration data is
pre-calculated on a computer, based on the EM properties
of the incidence waves and the communication plane of the
metasurface. Once calculated, the configuration data is stored
in look-up tables in the gateway device. The gateway device
can be any digital device that can convey bitstreams to the
chips, for example an FPGA, a microcontroller etc. When the
functionality of the system is selected by the user, the gateway
device will prepare a serial bitstream consisting of many
configuration packets, each one intended to reach a specific
chip, so that the appropriate data reaches and get stored in the
destination nodes and set the bias voltage of all the varistors
and varactors. Note that the computer can be removed once
the configuration data has been calculated, leaving only the
gateway and the metasurface as part of the system, thus
making the overall system mobile, this way extending the
system applications to mobile units e.g. vehicles, planes etc.
The performance from the EM perspective of a metasurface
utilizing the metallic pattern of Fig. 1 is evaluated in [30],
showing multiple functionalities achieved like tunable perfect
absorption, anomalous reflection and polarization control on
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FIGURE 2. Top-Level block diagram of the ASIC. It consists of four RF
Loading Elements (LE1-4) for setting the meta-atom/s impedance, eight
digital-to-analog converters for converting the digital configuration data
to analog bias voltages for the varistors and varactors of the LEs, and one
control circuit for communication and networking between neighboring
ASICs and/or other external digital devices.

a wide range of incidence waves of both TE and TM polar-
izations. Utilizing the technology of integrated circuits, the
authors showed controlled over amplitude, wave-front and
polarization of the output wave. Moreover, control over a
frequency range is possible through fast time reconfiguration
of the impedance. To achieve fast reconfiguration times, the
control circuitry that is incorporated in each chip has to be
carefully designed to meet certain specifications and avoid a
variety of constraints that limits its performance. These are
presented in details in Sections II and III.

In this paper, the architecture of an ASIC, which real-
izes adaptive and/or reconfigurable networks, as well as
dynamically adjustable RF loads is presented. The architec-
ture, implements a dynamic addressing scheme, alongside
a routing algorithm and a fault tolerant mechanism. This
approach allows the realization of highly scalable, board-
to-board MSF systems that can be fitted on large surfaces
to co-operate with the already established communication
systems. Such MSF systems impose many requirements and
constraints on the architecture of any ASICs optimized for
MSF applications and have to be addressed in order to get
the desired programmability from the system. These con-
straints include the ASIC size, the EM noise generation
from the controllers, the appearances of faults in the net-
work [31], the scalability, the power consumption, the cost
and finally the necessity for asynchronous digital circuit
design [32]. The proposed ASIC architecture aims to realize
an ASIC-based programmable MSF enabler, that will allow
for scalable, low-power, low-cost programmable MSFs to
be implemented. Also, the architecture aims to significantly
increase the number of available states per unit-cell in con-
junction with fast reconfiguration and programmability. Fur-
thermore, this work aims to establish both the theoretical
and practical limitations for the design of ASICs for MSF
applications, by providing the requirements and constraints
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of such a system and proposing a generic architecture that
addresses all issues associated.

Section II presents the ASIC-based architecture and
describes the addressing methodology, the fault-tolerant
mechanism and the routing topology adopted. Section III
presents the control circuit architecture along with the design
choices that dictate the performance and the capabilities of
this particular design. Section IV shows transistor-level sim-
ulation results for the performance of the ASIC including the
I/O pads and output buffers. Then in Section V, the capabil-
ities of the architecture are demonstrated through network
scenarios that are created using the ASICs presented. The
network scenarios exploit both the addressing methodology
and the fault-tolerant mechanism. The performance of these
network scenarios is also calculated and presented. The paper
concludes with a discussion on the results and the future
prospects of the architecture.

Il. ASIC ARCHITECTURE

The ASIC’s top-level block diagram is shown in Fig. 2.
It is divided in three parts: The control circuit, the
Digital-to-Analog-Converters (DACs), and the RF Loading
Elements (LEs).

The control circuit manages the digital communica-
tion aspects of the ASIC by sending or receiving rout-
ing/communication data to/from its neighboring controllers
as well as any other digital device that respects its commu-
nication protocol. Also, it consists of an internal memory
with sixty-four cells to store the configuration data required
for the RF LEs and another internal memory with eighteen
cells to store the addressing data required for networking. The
memory cells that store the configuration data set the inputs
of the eight, 8-bit DACs. A detailed description on the control
circuit architecture is delivered in Section III.

The LEs, consist of a MOSFET varistor to adjust the
real part of the surface impedance, and a MOSFET varactor
to adjust the imaginary part of the surface impedance. The
tuning range of the LEs is controlled by the applied voltage
on the MOSFETS gates, where the DACs’ output voltages are
connected. Voltage VR sets the varistor value of the LE whilst
voltage V¢ sets the varactor value. The LEs can be realized
in both parallel and series configuration which affects the
tuning range of the LEs. A detailed elaboration on the design
of the LEs and their tuning range can be found in [33]. The
LEs presented in [33] are considered part of a conventional
microprocessor-based architecture. In this paper, the focus
is on a novel control circuit architecture, that is very low
power, but also has highly-scalable, fault-tolerant networking
capabilities, which is able to control these LEs. The architec-
ture of the ASIC is kept generic, however the control circuit
presented offers novel and unique functionalities that could
be easily adopted by various designs.

An 8-bit two-stage resistor string architecture was adopted
for the DAC design. This architecture guarantees monotonic
output [34] and it consists only of passive components thus
allowing easy matching and relatively small area on chip.
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Also, there is no need for output buffers to drive the LEs since
they are MOSFETSs with very high input impedance.

As mentioned, the key advantage of the networks which
can be implemented by the proposed architecture is their abil-
ity to control the EM properties of each meta-atom individu-
ally on both rigid and flexible, board-to-board surfaces. The
configuration data is provided to the ASICs programmatically
in the form of network packets, through the network on the
non-EM side of the MSF. The network packet is divided in
two parts, the header and the payload. The former consists
of data regarding the source and destination addresses while
the latter consists of the data to be stored in the destination
node’s configuration/payload memory. A detailed description
for the packet format structure of the proposed architecture is
provided in Section III. The complex EM configuration cal-
culations can be performed on a computing device, externally
to the MSE. Specifically, a computer can be incorporated
in order to implement routing techniques and apply formal
methods to exploit and validate the networking capabilities of
the ASICs. Then, the computer generates the appropriate con-
figuration packets for every available functionality that the
system is able to perform, considering the network topology
adopted. Note that the validation process of the routing algo-
rithm needs to be performed once and then the configuration
packets are stored in a look-up table in the gateway and the
computer is removed. The generated configuration packets
are sent to the network grid via the gateway and its I/O ports.
The gateway utilizes the same communication protocol as the
ASICs and ensures valid communication.

The proposed architecture includes two external input ports
and two external output ports (Fig. 3(a)). The communication
between the ASICs/nodes is serial-unidirectional (bit-by-bit),
because of I/O pad limitations for the selected chip pack-
age and operation frequency. Details are given in subsection
‘ASIC Constraints |/ Limitations’. In Fig. 3(b), the ASIC type
is categorized according to its orientation, which is uniquely
calculated by internal circuitry in each ASIC according to the
address stored in its memory. A ‘type a’ ASIC is considered
having its output ports to the right and up directions. Then
for types b, c, and d, the orientation is simply a clockwise
rotation of the previous, i.e. ‘type b’ ASIC is the clockwise
rotation of ‘type a’ thus its output ports are to the right and
down directions. “Type ¢’ has its outputs to the left and down
directions and finally ‘type d’ has its output ports to the
left and up directions. The reconfigurability of the nodes is
enabled by the unique addressing scheme in conjunction with
a simple yet robust fault-tolerant mechanism, which operates
on top of the default routing algorithm adopted. The user
can dynamically allocate unique address to any node in the
network grid, or intentionally leave some nodes unaddressed.
In addition to this, the fault tolerant mechanism can over-
ride the default routing algorithm on specific ASICs in the
network and the user can manually decide the output of the
corresponding ASICs, for the purpose of avoiding parts of
the network that are found faulty. The addressing and fault
tolerant operations are described below.
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(a) (b)

FIGURE 3. ASIC outer view: (a) Input / Output Channels and
(b) Orientation type (a, b, ¢, d) according to the location of the ASIC on the
network grid. The type is identified via an internal function in the ASIC.

A. NODE INITIALIZATION

Each incoming packet has a destination address for the node’s
router, but also each node has an internal flag named address
bit, indicating the address state of the particular node. When
the address bit is of logic ‘0’, the node has no address and
when a new packet is received, it will automatically copy and
store the X and Y addresses from the packet to its address
memory. After the address is stored, the address bit flag is set
to ‘1’ and never changes until the circuit is reset or the power
is removed. In the case where the address bit is of logic ‘1’
and a new packet is received by the corresponding node, the
packet address is interpreted as a destination address, rather
than an address to be stored, and so the router decides, based
on the local address and the destination address, which is
the appropriate output to forward the packet. The addressing
algorithm relies on the fact that the routing decision mak-
ing process is deterministic, based on the routing strategy
adopted, and the sequence to program each node is prede-
termined beforehand in the computer device.

B. FAULT TOLERANCE

The fault tolerant mechanism enables the locking of packet
output routing to one of the node’s output ports, to force
the packets to follow a pre-determined output port, and to
bypass the default routing algorithm. This is done by send-
ing a configuration packet to a particular destination node
with the fault tolerant bits set to something other than the
default case, depending on the desired output direction of that
node. The fault tolerant bits are stored in the node’s internal
memory and this ‘route-lock’ is forced for all later packets.
To change the fault tolerant case or remove the route-lock,
a new packet must be sent to the particular node, with the
fault tolerant bits having the value that corresponds to the
desired case. This enables the user to circumvent faulty nodes
or build a non-conventional rectangular-shaped network.
In such a case the computer will need to pre-calculate the
deadlock' -free/livelock?-free network architecture configu-
ration. If a possible deadlock situation is predicted, then a

IThe state where each node of a group waits for another node before it
acts and thus the communication is stuck.

2The state where a group of nodes continuously repeat the same interaction
without any useful work.
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preceding packet can be sent to pre-configure a previous node
to force its output settings in a way to eliminate the deadlock,
send the packet and then change back the preceding node to
the default routing.

C. ASIC CONSTRAINTS LIMITATIONS

The ASIC architecture has to address various require-
ments/constraints in order to be part of MSFs that operate at
microwave frequencies.

The operation frequency of the MSF restricts the maximum
size of the MSF unit-cell and subsequently the maximum size
of the ASIC. Communication frequencies for the 5G era are
ranging between 2.4 GHz and 60 GHz. Thus, the wavelength
varies from 12.5 cm to 5 mm. For a reasonable absorption of
an EM wave (in case of MSF absorber), there should be at
least five unit-cells per wavelength. For example, at 60 GHz,
the unit-cell size must be | mm x 1 mm. Within this space,
apart from the ASIC, the unit-cell must accommodate sig-
nal routings, vias and board-to-board connectors. From the
ASIC perspective, in this limited footprint, the architecture
must be able to tune the complex impedance of the unit-
cell, send/receive configuration packets, use fault tolerant
solutions and generate acknowledgment packets to report its
current state.

The package of the ASIC affects its operation as well.
A typical wire-bond package introduces additional parasitics,
especially inductance, because of the gold wires that are
used to connect the ASIC pads to the package. The para-
sitics significantly reduce the performance of the RF LEs.
To accommodate for this issue, the ASIC is packaged using
the Wafer Level Chip Scale Package (WLCSP) technology.
This packaging method has the ASIC pads filled with solder
balls at the wafer and directly connects them to the PCB.
Following the package decision, the available I/O pins of
the IC are restricted. For example, a 2 mm x 2 mm ASIC
in a 0.18 um CMOS process technology, allows the maxi-
mum of 25 I/O pins when using WLCSP. Of those 25 pins,
twelve are needed for asynchronous communication (request,
acknowledge, data), two for global hard and soft reset and
four for analog / digital ground and supply. Serial transmis-
sion has the benefit of taking less area on-chip however, as it
is apparent from the results in Section IV, the delays from
the input and output circuits dictate the overall delay of the
chip. The cost of the ASIC must be kept low enough to be
applicable to realistic applications. Taking as an example the
60 GHz MSF absorber, to cover a surface of 1 m x 1 m,
one would require 1 million unit-cells / ASICs since the size
of every unit-cell needs to be 1 mm x 1 mm at maximum.
Assuming every unit-cell cost half a dollar to be fabricated,
then the MSF cost is 500 thousand dollars, not counting the
connectors and the frame needed to keep the boards in place!
Several precautions have been accounted to keep the cost of
the ASICs as low as possible. First, each ASIC can operate as
a standalone device without the need of extra, external com-
ponents besides the gateway. A gateway device is required
for providing configuration packets in the network, but each
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gateway in the system can provide power and operate hun-
dreds of ASICs. Second, the ASIC has only one design to
allow mass manufacturing and have many replacements in
case of faulty ASICs that have to be replaced. The ASIC can
dynamically identify its orientation in the grid according to its
stored address and adjusts the router decisions according to its
orientation. Finally, the semiconductor technology selected is
mature and relatively low-cost, and at the same time provides
decent impedance tuning range.

IIl. CONTROL CIRCUIT

In this section, the control circuit incorporating the unique
properties described in Section II is proposed. The block
diagram of the control circuit is given in Fig. 4. It mainly
consists of Input / Output Interfaces for receiving and trans-
mitting configuration packets respectively, the Mode Deci-
sion block for identifying/selecting the operation, according
to the received information and the previous state of the
control circuit, and the Router for deciding the output port
for the configuration packet. The Analog Parameters block is
not part of the control circuit architecture but is included in
Fig. 4 for the sake of completeness, illustrating the complete
chip architecture. This block is responsible for configuring
the impedance of an MSF unit-cell, thus it consists of DACs
and RF impedance LEs. The rest of the blocks which are
described in details later in this section, include the buffers
(IN BUF and OUT BUF) for pipelining the system, the mem-
ory blocks (ADDRESS MEMORY and PAYLOAD MEMORY),
the global reset signals (HARD RESET and SOFT RESET)
and the packet acknowledgment generation function (Packet
ACK).

A. ASYNCHRONOUS ROUTING

The blocks/functions use asynchronous circuits and com-
municate via handshake. Although synchronous digital cir-
cuits are by far predominant in control circuit designs, going
the asynchronous approach is this situation is necessary
because the issues accompanied the clock tree synthesis can-
not address the strict requirements of the programmable MSF
system. In a synchronous ASIC solution, one would require
a clock tree with scalability adjustments and at the same
time, satisfy the requirements of flexible surfaces, conform-
ing walls of irregular shapes. Furthermore, the clock skew
needs to be well controlled to prevent setup and hold time
violations. Given that the ASIC’s design is generic and can be
used in many applications and types of boards, the clock tree
synthesis becomes a very challenging, if not an impossible
task, given the variability of the structure. On the other hand,
with asynchronous circuits, the scalability is becoming as
easy as connecting boards together. Then, it is a matter of
the addressing scheme to provide the valid addresses to the
newly connected nodes. Furthermore, the power consump-
tion for this type of application favors asynchronous circuits
because during static conditions, which an MSF operates
for the majority of the time, an asynchronous control circuit
only consumes leakage current, whilst a synchronous control
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FIGURE 4. Top-Level Block Diagram of the control circuit. The circuit has two serial inputs and two serial outputs. All internal circuits and blocks
communicate asynchronously using handshake and the main functions (Input/output Interface, Mode Decision and Router with FT) operate in parallel
using pipeline. The Analog Parameters consists of eight digital-to-analog converters and four loading elements optimized for adaptive MSF applications.
The Global signals are used to reset all signals to their starting state and erase the data stored in the address memory and/or the payload memory.

circuit consumes at every clock cycle. Attempts for fair
comparison between asynchronous and synchronous NoC
systems is presented in [35] and [36]. Special circuits or
techniques can be adopted on a synchronous control circuit to
turn off certain circuits when not in need, but this significantly
increases the area on chip and the overall complexity of the
control circuit. Another major constraint for synchronous
designs, is the EM noise generated during switching activ-
ity. The switching can undermine the intended operation in
the case of an MSF absorber. The MSF absorber, as the
name suggests, absorbs EM waves, so transmitting broadband
clock signals may defeat the purpose of hiding an object
electromagnetically. Though there are emissions in the asyn-
chronous case as well, these are fewer since the transitions are
more evenly spread and are of lower amplitude. In addition,
the switching only happens in the portion of the circuit that is
being programmed, rather than on the entire surface. Despite
the clear advantages of using asynchronous circuits, there are
some trade-offs in designing asynchronous. Every function
exploiting the asynchronous circuit implementation is more
complex that the equivalent synchronous implementation.
This is due to the additional handshake control circuitry that
is needed. Unfortunately, the EDA/CAD tools available are
not mature enough to allow easy and efficient high-level
programming of asynchronous circuits. An elaboration in
asynchronous circuit design can be found in [37] while recent
advances are presented in [38] and [39].

B. BUILDING BLOCKS

Each building block is a standalone function and due to
the asynchronous operation and design, the control circuit
can be optimized at block level without affecting the rest of
the building blocks. Moreover, the building blocks can be
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easily connected due to the asynchronous operation, offering
a ‘plug-and-play’ approach to design.

1) INPUT INTERFACE

The Input Interface block is connected to its neighboring
Output Interface blocks and receives configuration packets.
It incorporates two 128-bit asynchronous serial-to-parallel
converters to satisfy the pin limitations and also prepare
the received packets for parallel processing in the rest of
the circuit. Once a bit is received from one of the inputs,
anew packet is formed to the corresponding serial-to-parallel
converter. All bits are moved one position to the right, with
the rightmost bit being dropped. The control circuit identifies
a valid packet by checking the ‘sequence’ of bits at the
first eleven bits of the formed packet. In case it matches
to the internal, pre-determined sequence stored in the Input
Interface, the packet is determined as valid and is sent in
parallel to the input buffer (/N BUF) for further processing,
otherwise the serial-to-parallel converter requests the next
bit. Finally, the Input Interface incorporates an asynchronous
arbiter to avoid collision of incoming valid packets from both
inputs, at the same time. In such a case, the arbiter will
arbitrarily choose the packet that goes in the control circuit
for processing. The packet that is left to the arbiter’s input,
waits until the first packet is processed at the Mode Decision
block and it then proceeds through the arbiter to the IN BUF
block.

2) OUTPUT INTERFACE

The Output Interface transmits the packet to the output
port. It ‘handshakes’ with the Input Interface block of the
receiving-end control circuit. To send the packet to the output,
two 128-bit asynchronous parallel-to-serial converters, one
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at each output, align the bits to be sent in the correct order.
A counter is used per parallel-to-serial converter to count
the number of bits that have left the control circuit. Due
to the asynchronous handshake operation between the two
control circuits, when an acknowledge signal comes back to
the Output Interface block, the corresponding counter adds
one up to the count and keeps track of the number of outgoing
bits. Also, in every cycle, the parallel-to-serial converter shifts
to the right by one bit and the rightmost bit is being sent
out. When all bits are sent, the counter is reset, and the
parallel-to-serial converter prepares the next available packet
for output.

3) ROUTER

The router block decides the output port of the processed
packet. The authors in [40] and [41] propose two routing
algorithms that can be used in this architecture, the Loop-
Free-Algorithm (LFA) and the Reliable Delivery Algorithm
(RDA). The former, uses the XY algorithm until a faulty
channel is detected in its path. Then, it switches to YX rout-
ing and continues. When another faulty channel is detected,
it switches back to the XY routing. The same process is
repeated, and results showed improved delivery rates com-
pared to other XY variants. However, this routing algorithm
is prone to livelocks in the presence of faults. At this situation,
a version of the turn model can be used on top of the XY-YX
to break potential cycles. The latter (RDA) employs variants
of the XY and YX to provide two disjoint paths between
every controller in the network. When a fault is detected in
a node, the packet is sent to the other output of the node
prior to the faulty one. The paths are selected based on the
location of the destination node. For this first implementation,
a variant of the XY algorithm proved to be effective. In [42]
the authors verified the XY variant routing algorithm on a
Manhattan topology with edge wraparounds. The normal XY
algorithm routes the packet to the ‘right’ until it reaches
the X destination address and then continues ‘up’ until the
packet reaches the Y destination address. The variant in this
algorithm is to stop sending to the ‘right’ once the destination
address is (X-1) and starts going ‘up’ until it reaches the
Y destination. Then, it goes once to the ‘right’ to reach its
destination. In case it cannot go ‘up’ directly at the (X-1) due
to the Manhattan topology, it will move once to the ‘right’
and then continue as usual on the ‘up’ direction. In case it
cannot go ‘right’ directly then it will move ‘up’ once, then
move to the ‘right’ once and finally, it will go ‘down’ once
to reach the destination node. The adoption of the variant
algorithm instead of the normal XY, proved to have better
performance and fewer deadlocks when the nodes form a
Manhattan with edge-wraparounds network topology. The
XY-variant algorithm operates in conjunction to the route-
lock mechanism whereby if it is enabled, the output port
is designated without running the algorithm. This procedure
saves time and power consumption and it is used to avoid
possible faulty/damaged nodes.
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4) MODE DECISION

The Mode Decision block enables the appropriate operation
and decomposes the packet for further processing if required.
The Mode Decision block guides the necessary bits to the
appropriate path in the control circuit according to the oper-
ation which is calculated according to the previous state of
the control circuit and/or the processed packet. There are
three main operations namely ‘address mode’, ‘route mode’
and ‘store mode’. The ‘address mode’ is checked first and
is enabled when the address flag is ‘0’ and in such case, the
address from the packet is stored in the address memory of the
control circuit. The (X) and (Y) coordinates of the address
consist of nine bits each, thus each node can have one of
218 possible addresses. Note that the network can be further
extended to more than 28 nodes by having multiple gateways
being part of the grid. Since the gateways have full computing
capabilities, they can be inserted at key locations in the grid
and when they receive a packet, they can modify its contents
and then send it again to continue further in the network.
The ‘route mode’ is enabled when the received packet has
a different destination address than the corresponding control
circuit’s, and in that case the whole packet is send to the OUT
BUF. Once the router decides the output port, the packet is
moved to the corresponding Output Interface block. Finally,
the ‘store mode’ is enabled to store the payload in the mem-
ory, in case the destination address bits match with the address
stored in the control circuit. During ‘store mode’, the control
circuit can also enable the ‘Packet ACK’ function, whereby
the control circuit generates a different kind of packet in order
to report its payload to a gateway. The generated packet trav-
els in the network grid as a normal packet with its destination
address such that it will pass through the destination gateway.
As an example, if the destination addressis X = ‘111111111’
and Y = ‘111111111’ then the packet will go to the top right
corner where a gateway can be easily placed and retrieve this
packet.

5) MEMORY BLOCKS AND BUFFERS

The control circuit stores its address, the DAC bits and the
fault tolerant bits. The allocated memory for the address
(ADDRESS MEMORY) is 18 bits (9 for the X-address and
9 for the Y-address). The allocated memory for the DAC
bits and fault tolerant bits (PAYLOAD MEMORY) is 66 bits
because there are eight, 8-bit DACs and two fault tolerant
bits. The two fault tolerant bits enable three cases. The first is
the normal operation without route-locks, the second is with
route-lock on output 1 and the third is with route-lock on
output 2.

There are two buffers in the control circuit, located before
and after the Mode Decision block. If the Mode Decision
block is busy, then the /N BUF holds any valid input packet
for the duration of the Mode Decision operation. During this
time, the IN BUF sends acknowledge signal to the Input
Interface block enabling parallel operation between the Input
Interface block and the Mode Decision block. Note that
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the Input Interface can receive two packets simultaneously
and the arbiter decides which packet moves to the IN BUF
block, in order to avoid losing any packets and also enable
parallelism that increases the throughput of the control cir-
cuit. The OUT BUF stores the packet that is entering the
Router block to enable parallel operation between the Mode
Decision block and the Router block. Moreover, the Out-
put Interface block can process two packets simultaneously.
Thus, the control circuit, can have up-to six packets being
processed at the same time, two of them in the Input Interface
block, one in the Mode Decision block, one in the Router
and two in the Output Interface block. Note that due to the
asynchronous operation, even if the preceding stage finishes
earlier, there will not be any conflicts in the signals, just like it
would happen in the synchronous design case but rather, the
preceding stage will hold and wait for acknowledge signal
from its successor stage to continue.

6) GLOBAL RESET OPERATIONS

The reset operation is necessary in asynchronous circuits so
it ensures that all state-holding cells are in a known state
during startup. If this is not guaranteed then some of the
state-holding elements may switch on to a state where they
cannot process any data and thus the control circuit will be
stuck. In this architecture the global reset operations trigger
all connected control circuits at the same time because they
are hardwired on all of them on the PCB. The available global
reset operations are two:

1) HARD RESET: The HARD RESET is used to erase
all stored data in the control circuit (both ADDRESS
MEMORY and PAYLOAD MEMORY). Also, it stops all
operations and all logic cells of all control circuits go
to their starting/reset state.

2) SOFT RESET: The SOFT RESET stops all operations
of all control circuits and erases the DAC bits (PAY-
LOAD MEMORY). The address of the control circuit
is not affected (ADDRESS MEMORY). This way, the
addressing of the control circuits can be performed one
time only. Once the addressing is finished, then the soft
reset is used for resetting the network’s data.

C. PACKET FORMAT
The control circuit can identify and process two types of
packet formats namely routing packets and ACK packets.
Routing packets contain the payload of a specific control
circuit and move in the network grid until they reach the des-
tination control circuit and store the payload to its memory.
ACK packets are only generated by the control circuits and
their destination can only be a gateway. They consist of the
payload stored in the control circuit that generated the ACK
packet and its address.

The format of the routing packet is shown in Fig. 5(a).
It consists of the header followed by the payload. The header
is further divider to the start sequence, the fault tolerant (FT)
bits and the address. The separation bits are included in
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Start Sep. Fault Sep. » Sep.
| Sequence bits Tolerant bits | bits LR bits
HEADER
DAC |Sep.| DAC || DAC [Sep.[ DAC | Sep. Sep.
| 8 |bits 7 | | 2 [wis| i |bits ACK ] bis | ety
PAYLOAD
(a)
Start Sep. Fault Sep. GW Sep.
Sequence bits Tolerant bits | bits Address bits
HEADER
DAC [Sep.| DAC | .. Sep. Sep. Sep
g Jois| 7 | | Y |bits bits| 01 | bies | EmPY
PAYLOAD
(b)

FIGURE 5. Two packet formats processed by the control circuit. (a) the
routing packet which delivers the configuration data to the ASICs in a

network grid and (b) the ACK packet which is generated by an ASIC to
report its payload to the controlling system.

between the words to separate them and prevent the ‘start
sequence’ to be formed anywhere else in the packet besides
the first 11 bits. The ‘start sequence’ is the binary number
(10101010101),. This sequence is ensured that it will not be
found anywhere else in the packet besides the beginning of
the packet since it consists of eleven bits while the following
largest word consists of nine bits and all words are separated
by the separation bits (00), which break the (10101010101),
sequence. The FT bits are exploited by the gateway to force
lock-on to one of the outputs of a specific control circuit.
Two bits are required since there are three route-lock states
(normal, lock on output 1 and lock on output 2). The address
consists of two, 9-bit words, separated by a pair of separation
bits. They contain the X and Y coordinates of the destination
control circuit in the network grid. But, when a control circuit
has not been addressed before, it will store this address in
its Address Memory. This is due to the addressing mode
explained in Section II. The payload contains the DAC bits,
the ACK bits and the empty bits. The routing packet uses
three bits for the Packet ACK operation. The first bit is used
to enable the Packet ACK function. The second bit is used to
point to the destination gateway address for the ACK packet.
The user has two options which are pre-determined during
the architecture phase of the control circuit. In case the bit
is ‘0’, the packet will travel to the bottom left corner of the
tile. In case the bit is ‘1°, the packet will travel to the top
right corner of the tile. The third bit is exploited only by the
gateway to distinguish between the routing packets and the
ACK packets.

The packet format is slightly changed for ACK packets
as depicted in Fig. 5(b). The address is replaced with the
gateway address since the destination of an ACK packet is
a gateway. Also, DAC2 and DACI bits are replaced with
the address of the control circuit that generated the ACK
packet, so that the gateway identifies the sender. In both
packet formats, DAC1 and DAC2 are 9-bit words instead of
8 bits and the 9" bit is only used during ACK packets so that
the X and Y coordinates fit. The last change for the ACK
packet is that the ACK bits are fixed to 001 for the gateway
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TABLE 1. ASIC static current consumption.

. Static Current (LA)
Circuit @ 1.8V
Control Circuit 14
DAC (x8) 176
LE (x4) Negligible [33]
Total 190

to distinguish this type of packets from the routing packets.
Finally, both packet types contain two empty bits at the end
to allow improvements in later implementations of the control
circuit. The length of the packets is 128 bits.

IV. PERFORMANCE EVALUATION

The ASIC architecture was designed using analog IC design
flow in a 0.18 um mixed-signal CMOS process technol-
ogy. The control circuit and the DACs were designed using
full-custom IC design in Cadence™ and were simulated
at transistor-level with Spectre® Simulation Platform and
Spectre® AMS Designer. The RF LEs have been designed
and simulated using Cadence® and verified in Keysight®
ADS®. The achievable tuning range of the RF LE circuits
are presented in [33]. All circuits operate at a 1.8 V power
supply.

The digital asynchronous circuit blocks that form the
control circuit have been custom-designed and simulated.
As it is known, asynchronous logic cells (e.g. C-elements)
are not included in the standard cell libraries provided by
the foundries. These state-holding asynchronous cells are
the backbone of asynchronous circuit blocks by maintain-
ing the synchronization of the circuits, since there is no clock
signal. The asynchronous blocks were simulated at transistor-
level, across corners and process variations to ensure they
do not have any internal timing related problems. Once the
blocks have been validated, a plug-and-play approach is
adopted to implement the control circuit architecture and
validate its operation.

Table 1 shows the static current drawn by the three main
parts of the ASIC. As evident, the control circuit draws
considerably less current compared to the DACs. Each DAC
draws 22 1A and thus 176 pA for all eight DACs, whilst the
control circuit draws 14 pA. The current drawn by the LEs is
the leakage current from the gate of a few RF transistors and
can be safely neglected, as stated in [33]. Thus, the total static
current drawn by the ASIC is 190 uA. The power consump-
tion from the computer and the gateway are not included since
these devices can be turned off after they calculate and send
the configuration data and also each user can use the digital
device of its choice.

The delay and energy consumption of the control cir-
cuit is shown in Table 2. The latency of the control circuit
varies according to the operation. However, due to serial
communication, the variation is very small since the time to
send / receive a packet is three orders of magnitude higher.
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TABLE 2. Simulated at circuit-level control circuit delays and energy
consumption per function.

. Delay Energy
Operation (1s) (n])

Packet Reception 2.150 7.424
Packet Transmission 2.150 21.186
Addressing 0.003 0.111
Storing 0.010 0.243
Routing without Route-locks 0.043 0.192
Put Route-lock 0.010 0.243
Routing with Route-lock 0.009 0.181
Acknowledgment 0.050 0.378

The control circuit, as described earlier, has three operations:
addressing, storing and routing. Storing can be extended to
storing with or without acknowledgement. Routing can also
be extended to routing with or without route-locks whereas
mentioned, route-locks are used to designate one of the
two outputs of an ASIC. To reconfigure an ASIC, a series
of operations have to take place. As an example, consider
one reconfiguration cycle of one un-addressed ASIC. First,
the ASIC receives a packet (Packet Reception) and stores
the address from the packet to its memory (Addressing).
Then, a second packet is received (Packet Reception) and
its payload is stored in the ASIC (Storing). Assuming the
gateway asked for acknowledgment, then the ASIC gen-
erates the packet acknowledgment (Acknowledgment) and
the router decides the output port, assuming no route-locks
are present (Routing without Route-locks) and the packet
is sent out of the ASIC (Packet Transmission). Adding the
delays from Table 2, the total delay is 6.556 wus and the
total energy consumed is 36.684 nJ. The same example,
without acknowledgment, would require 4.313 ps and would
consume 14.928 nJ since only addressing and storing of
two packets would require. Considering that the addressing
is only performed one time at the beginning in a practical
application, then most of the times, the ASICs will only
have to store the updated payload, which implies that only
one packet will be received, and one storing operation will
be executed which reduces the reconfiguration delay and
consumption even further. The route-locks, as mentioned,
are used as a fault tolerant method in order to bypass faulty
ASICs. In addition, the route-locks make the routing pro-
cedure faster and consume less energy. This is because the
output decision algorithm stays idle and the output is deter-
mined by the route-lock. As evident in Table 2, routing
with route-locks saves 0.034 s and 0.011 nJ per packet.
Considering thousands of packets may pass through an
ASIC, these savings eventually become significant. To put
a route-lock in an ASIC, the same procedure as storing is
performed since the route-lock bits are part of the payload of
a packet.

Fig. 6 presents signal transitions in a channel between two
ASICs. The data exchanged is the binary sequence (0101);
represented in the dual rail asynchronous communication
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FIGURE 6. Signal transitions in the channel between two consecutive
ASICs exchanging four bits. The word sent from the sender ASIC to the
receiver ASIC is the binary sequence ‘0101".

TABLE 3. Timings for two ASICs to exchange one bit of data.

Symbol Description 1;2;1)6
Tiata Time from data valid to ack 5.992

Tackrise Time for ack to rise 0.169

Tackfau Time for ack to fall 0.157
Teycle Time to complete a bit cycle 16.800

TABLE 4. Maximum rate for exchanging bits and packets and energy
required to exchange one bit and one packet.

Description Value Units
Maximum Bit Rate 59.52 Mbits/s
Maximum Packet Rate 465 | kpackets/s
Energy Consumption Per Bit 223.5 pJ/bit
Energy Consumption Per Packet | 28.61 | nJ/packet

protocol. Every bit is represented using two signals, namely
‘data_t" for the actual value of the bit and ‘data_f~ for the
complementary value of the bit. The ‘data_a’ signal repre-
sents the acknowledge signal that acknowledges the previous
ASIC on the reception of data. The timings for the control
circuit to react to input signals are presented in Table 3.
The ASIC needs 5.992 ns to receive valid data and respond
with acknowledge signal. The rest of the time for a cycle
completion, is for returning the signals back to their reset
state. The rise and fall times of the signals are 0.169 ns and
0.157 ns respectively, taking into consideration the pads and
I/O circuits.

Table 4 shows the maximum rate at which the ASICs can
exchange bits and packets, and the energy consumed per
bit and packet. The energy consumption is divided to the
energy of the transmitting ASIC and the receiving ASIC. The
transmitting ASIC consumes 165.5 pJ to send/transmit one
bit while the receiving ASIC consumes 58 pJ to receive one
bit. Extending this calculation to packets, the transmitting
ASIC consumes 21.186 nJ and the receiving ASIC consumes
7.424 n], giving a total of 28.61 nJ consumption of energy in
the channel for the exchange of one packet.

V. ADAPTIVE NETWORKING

The following five scenarios demonstrate the major capa-
bilities of both the addressing and routing strategies and at
the same time exploit the fault tolerant (route-locking) capa-
bilities. Scenario 1 presents tile-to-tile interconnections and
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automatic addressing of newly added nodes/tiles. Multiple
intermediate gateways can be connected in various locations
to speed up the communication. Scenario 2 expands upon
Scenario 1 by considering faulty nodes in the network. The
faulty nodes can be bypassed using route-locks while the rest
of the network is fully functional. In Scenario 3, an hourglass-
like network is described, using route-locking to block the
paths to both inputs of the unused nodes. This network
topology can be most efficient when used on a flexible sur-
face. In Scenario 4, the nodes are addressed using only even
addresses, so that the input / output ports are of the same
direction. This concept benefits flooding communications
where all nodes of one tile must have the same payload/EM
settings. Finally, Scenario 5 presents a flexible programmable
MSF utilizing the proposed ASICs, in a realistic environ-
ment, showing its potentials in terms of reconfiguration delay,
energy efficiency, storage requirements and computational
complexity.

A. SCENARIO 1 — MULTI-TILE ARCHITECTURE

Scenario 1 considers a 2 x 2 tile-array (Fig. 7) connected in a
Manhattan configuration whereby each consecutive row and
column change directions. Each tile consists of 4 x 4 nodes.
The connectors at the edges of the tile are used to connect
the tiles together. They also connect the edge nodes forming
edge-wraparound connections. The gateway devices provide
the configuration packets to the nodes. Note that, multiple
gateway devices can be connected to the network through the
connectors, for example, GW 2 is connected at the input of
node (4,4). This can make the system faster by having, for
example, GW 2 sending packets to the tiles at the top row
and GW [ to the tiles at the bottom row. The most reliable
case is to have a gateway per tile providing to the nodes
configuration packets and supplying them with power. This
approach allows for scaling the system up to its memory lim-
itations by simply connecting the tiles together. Furthermore,
each gateway can be responsible only for the chips in its
tile, which leads to parallel configuration of all tiles and thus
reconfiguration of the whole metasurface at the same time as
the reconfiguration of one tile. Introducing multiple gateways
in the metasurface system significantly reduces the system’s
latency, trading off power consumption due to the increased
resources committed.

B. SCENARIO 2 - NETWORK WITH REGIONAL DEFECT

In this scenario, the same 2 x 2 tile-array from Scenario 1 is
considered. However, to illustrate the capabilities of the
route-locking mechanism, consider the following hypothet-
ical case. The MSF is hit by an object that broke some of the
ASICs from the network. This is depicted in Fig. 8 whereby
the ASICs in the gray shaped area are considered faulty. Even
in this case, the rest of the network can still be functional by
using route-locks to completely avoid sending configuration
packets to the faulty area of the network. As seen in Fig. 8,
the outputs that lead to a faulty node (e.g. (0,0) right output,
(0,1) right output, (1,3) down output, (4,0) left output etc.) are
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FIGURE 7. Scalable wall consisting of four tiles for a tile-to-tile
interconnection. The wall consists of 64 nodes. The topology is
Manhattan with edge-wraparounds.

000

FIGURE 8. Network with damaged nodes (grey shaped area) that exploits
route-locks to send packets around the faulty part of the network and
provide configuration data to the rest of the nodes.

blocked. These ASICs are not using the default routing algo-
rithm to decide their output port but rather they immediately
output to the unblocked output port.

This increases the robustness of the system because it can
provide functionality even in case of broken parts of the
MSF without the need for changing any mechanical parts.
Unavoidably, the tolerance allowed by the network depends
on the number of faulty nodes and their location on the board.
But, the ‘key’ nodes of the network can be protected by
other means (external protection) and keep them safe from
environmental dangers.
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FIGURE 9. Hourglass configuration network suitable for flexible surfaces.
The route-locks, block all outputs that end-up in the un-addressed nodes.
The un-addressed nodes can be dynamically added to the network by
removing their route-locks and sending them addressing data.

FIGURE 10. Even-only addressing. This changes the default XY variant
routing algorithm to the normal XY routing algorithm and all ASICs are of
‘type a’ with outputs at the ‘right’ and ‘up’ directions.

C. SCENARIO 3 - FLEXIBLE SURFACE

The second scenario exploits the capabilities of the unique
addressing scheme and route-locking. Fig. 9 shows an exam-
ple topology with the shape of the hourglass. The out-
put ports that lead to un-addressed nodes are blocked. The
un-addressed nodes can become part of the network by simply
removing the route-locks that block the inputs of the un-
addressed nodes and sending them addressing data. This
topology can be reconfigured to adapt to the size and shape
of flexible surfaces without addressing and powering any
unnecessary nodes. Unavoidably, all nodes consume static
energy, but this is relatively small especially when using
techniques or communication protocols that minimize static
power consumption, as in the case of the proposed architec-
ture. The network of Fig. 9 is only an example network with
one tile. Numerous networks can be configured by connecting
multiple tiles. Combining this ability with flexible surfaces,
allows the metasurface to be applied on geometries that were
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not accessible with a rigid surface. The flexible metasurfaces
allow stretching and bending, thus enabling extra functional-
ities to existing metasurfaces by being able to wrap-around
non-flat surfaces.

D. SCENARIO 4 - EVEN-ONLY NETWORK

In this scenario, a 4 x 4 array is considered (Fig. 10). How-
ever, the addressing of the nodes uses only even numbers.
This is feasible because of the dynamic addressing mech-
anism. As mentioned, once an un-addressed node receives
a packet, it stores the destination address to its memory.
By addressing only with even addresses, the network is
formed with only one orientation type (‘type a’ in the example
of Fig. 10). Similarly, by addressing with odd addresses, the
network will have only ‘type ¢’ oriented nodes. This affects
the internal routing algorithm in case it uses the (X-1) address.
In the adopted routing algorithm, as explained earlier, the XY
routing algorithm is used, but the packets start moving ‘up’
once they reach the (X-1) address, as an optimization for the
Manhattan topology. With this scenario, the routing algorithm
is becoming a typical XY because none of the nodes has (X-1)
address. This topology leads to simpler and faster setting
adaptation, but lacks programmability because the packets
can only move to the right and up directions.

E. SCENARIO 5 - METASURFACE ON DRONE

The last scenario presented aims to illustrate the capabilities
of the proposed architecture in implementing programmable
MSFs for realistic structures, such as a small camera drone.
An illustration of the envisioned network grid is shown in
Fig. 11, on a schematic view of a typical camera drone. Note
that the dimensions of the drone are not shown on purpose
in Fig. 11 since the system can be easily expanded to cover
larger or smaller surfaces. Also note that the shape of such a
surface is not flat. Despite the shape and structure, the chip-
network can be constructed on a flexible MSF substrate and
therefore being able to bend where necessary to cover the
whole surface. The number of chips required to cover this
particular surface is dependent on the unit-cell size. As an
example, consider that the main body of the drone requires
64 chips to cover the surface with the unit-cell structure from
Fig. 1. The unit-cells are distributed on the surface as shown
in Fig. 11 to the right. Regarding the gateway connection
to the MSF, there are two approaches that can be adopted.
The first approach is to temporary connect the gateway to
the MSF, pass the required configuration settings to the unit-
cells and then disconnect it. The second approach, which is
recommended since it is the most adaptive of the two, is to
connect a very small gateway device on the side of the camera
drone and keep it connected to the MSF. The configuration
data is stored in the gateway beforehand and through the
drones remote for example, the gateway can receive direc-
tives and convey the appropriate data from its look-up tables
into the network grid. This approach enables the option of
real-time programmability through wireless communication
but at the same time, the complexity of the system is kept
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FIGURE 11. Realistic application of a programmable MSF utilizing the
proposed integrated circuits. The MSF is constructed on a flexible
substrate and placed on top of the drone’s main body. The power and
ground connections are shared with the drone’s internal battery.

TABLE 5. Delay and consumption calculations for one reconfiguration
cycle including addressing for various networks.

Static
Network Delay Power Ene;gy
ms) | oW | W

1 ASIC 0.004 0.342 0.015
8 x 8 Manhat. (Fig. 7) 2.346 21.888 28.162
Hourglass (Fig. 9) 3.199 13.680 20.711
36 x 36 Manhat. 399.587 | 443.232 | 2632.619
Drone (Fig. 11) 2.320 21.888 28.073

TABLE 6. Delay and consumption calculations for one reconfiguration
cycle without addressing for various networks.

Static
Network ]?:nl:l)y Power Et(le;gy
(mW) )
1 ASIC 0.002 0.342 0.008
8 x 8 Manbhat. (Fig. 7) 1.173 21.888 14.085
Hourglass (Fig. 9) 1.600 13.680 10.358
36 x 36 Manhat. 199.798 | 443.232 | 1316.395
Drone (Fig. 11) 1.160 21.888 14.041

fairly simple. The power supply of the metasurface and the
gateway can be shared with the drone’s battery after voltage
regulation, since the consumption of the metasurface and
the gateway is relatively small. The network formed in this
system utilizes the XY variant routing algorithm and the
route-locking mechanism proposed in Section III and creates
a path that can reach all nodes in the network grid. To set the
RF impedance of all chips, the gateway has to send in the
grid 64 configuration packets, one per chip. Each packet will
move in the grid according to the XY variant algorithm, until
it reaches its destination chip.

F. CALCULATED PERFORMANCE

The configuration delay and power consumption of all sce-
narios are presented in this part and include the number of
‘hops’ of each packet until it reaches the destination node.
Furthermore, the calculations take into account the operations
that have been performed in each chip, for example when a
packet is send from one chip to the other, the sender chip
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consumes 7.424 nJ of energy while the receiver chip con-
sumes 21,186 nJ. The delay for sending a packet from one
chip to another is 2.15 us since both chips share the same time
when exchanging packets. Table 5 shows the calculations for
delay, static power consumption and energy consumption for
one reconfiguration cycle including addressing for Scenar-
ios 1, 3, 4 and 5. Scenario 2 is left out of the calculations.
Similarly, Table 6 shows the same networks assuming that
the ASICs are already addressed and only their payload is
updated. From the current consumption perspective, the static
current consumption is considered at the steady state, when
all ASICs received address and have stored their payload.
This way, the consumption of the MSF is calculated dur-
ing static conditions, e.g. when optimized to absorb EM
waves from a specific angle for a long amount of time.
The calculations consider the number of ‘hops’ of every
packet, the routing path to reach the destination ASIC and
the operations that are enabled per ASIC. In the following
calculations, acknowledgment packets are not considered.
Also, there is only one gateway that sends packets in the
network, however multiple gateways on multiple locations
can be used to feed packets in the grid faster. Doing so
will further exploit the advantages offered by pipelining the
ASICs. The results from Table 5 and Table 6 show that the
designed networks reconfigure metasurfaces in a matter of
milliseconds consuming nanojoules or microjoules of energy.
Once the network is reconfigured, the static current drawn by
the ASICs is a few milliamperes, easily provided by FGPA
devices and controllers. The 36 x 36 Manhattan network
which is included in the calculations, can be considered as
a typical tile having a size of 36 cm x 36 cm, with unit-cells
of 10 mm x 10 mm for example. By including connectors at
the edges of the tile, one can connect the ASICs at the edges
with ASICs from other tiles expanding the network with tile-
to-tile connections. The added ASICs dynamically receive
addresses with the addressing algorithm and become part of
the same network. This architecture achieves high scalability
adaptations since every tile can use its own gateway to provide
power to its ASICs.

VI. DISCUSSION

The ASIC architecture presented in this work establishes
both the theoretical and practical limitations of using inte-
grated circuits to enable programmability on MSF systems.
The architecture is intentionally kept generic to provide
the researchers and engineers with a multipurpose platform,
which can be used for their ASIC-based programmable MSF
enablers. Then, each group can optimize the system accord-
ing to their needs. For example, some might be willing
to explore the largest available tuning range by exploiting
technology processes with better RF properties (e.g. Ger-
manium). Others might be willing to implement intelligent
networks with machine learning algorithms etc. However, the
limitations presented in this work affect all these approaches
and should be taken into account during the early stages of
the design. The calculations derived from the transistor-level
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simulations already show a great improvement in both recon-
figuration delay and power consumption, compared to the
diode-based programmable MSF approaches. Furthermore,
the 0.18 ;wm process technology used, is very reliable in terms
of its models, which enhances the results derived in this work.

The architecture described in this work can be generalized
for controlling various other applications besides metamate-
rials. For example, multi-chip board scale neural networks
can be designed where the individual cells contain synaptic
parameters rather that RF loading parameters. Or a scalable
ISFET array system [43] for measuring ion concentration
by having ISFET pixels [44] rather that RF loading param-
eters, and analog-to-digital converters instead of digital-to-
analog converters. This architecture allows many systems to
exploit the advantages of low static power, relatively low
cost, low EM noise, high scalability, small size, and fast
board-to-board communication systems which are offered by
this architecture. The results gathered in this paper show
that there are two limiting factors in this architecture that
have potential to improve in later implementations. From the
power consumption perspective, it is evident that the majority
of the current drawn during static conditions is consumed
at the DACs even though the resistor string architecture is
considered low-power in general. The second limiting factor
is the delay of receiving/transmitting a packet. The delay in
this case is three order of magnitude (10°) larger compared
to the rest of the internal asynchronous functions. However,
as mentioned during the description of the control circuit
architecture, the internal blocks can be optimized at block
level due to the adoption of the asynchronous digital circuit
design. Thus, the reception and transmission circuitry can be
optimized for higher speed and upgraded without affecting
the rest of the building blocks.

VII. CONCLUSION

In this paper, the architecture of a custom ASIC for adaptive
MSFs is presented. It is shown that a network can be formed
on the back of MSFs through using this architecture, thus
enabling a de-centralized programmability of each individual
unit-cell. Circuit level simulations on a 0.18 um process tech-
nology show that the ASICs exchange configuration pack-
ets within microseconds, consuming energy of the order of
nanojoules. The ASIC implements a fault tolerant scheme,
to increase its robustness. In order to increase its throughput,
the architecture includes pipelining of the following tasks:
packet reception, packet routing, payload storage and packet
transmission. Furthermore, it can also generate acknowledg-
ment packets to report payload reception at particular nodes
of interest. The dynamic addressing mechanism used, makes
the MSF system scalable by simply connecting tiles together
with board-to-board connectors. The architecture is generic
and any advances in the integrated technology can be adopted
to improve the ASICs performance and decrease its size.
Finally, the ASIC architecture overcomes all the specific
challenges imposed by programable MSF systems, enabling
software control of MSFs. The work presented here will lead
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to the growth of a new generation of ASICs for board-to-
board scalable networks for real-time impedance adaptation
of MSFs. These ASICs will lead to improved performance on
functionalities, such as EM absorption, anomalous reflection
and beam control, that could be utilized in medical, telecom-
muting and radar applications. This work shows that ASICs
are the future of programmable metasurface applications.
As a direct follow-up to this work, the control-circuit and
digital-to-analogue converters will be optimized for reconfig-
uring memristive devices instead of LEs, to set the complex
impedance of each meta-atom. Also, other works include the
optimization of the LEs to control metasurfaces for usage
on satellite applications e.g. satellite signal receiver, and on
telecommunication applications e.g. multi-angle anomalous
reflection systems.
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