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ABSTRACT The moving image deblurring method based on deep learning has achieved good results.
However, some methods are not effective in restoring image texture detail information. Therefore, this paper
proposes a High-Frequency Attention Residual Module (HFAR), which is used to guide the network to learn
more high-frequency texture information in the image to improve the quality of image detail restoration. The
designed attention residual module consists of two sub-modules, Fourier Channel Attention module (FCA)
and Edge Spatial Attention module (ESA). The FCA module gives more weight to the feature maps that
contain more high-frequency information in multiple channels. While the ESA module gives more weight to
the areas in the feature maps which contain more high-frequency information to guide the network to learn
image details and texture information. Extensive experiments on different datasets show that our method

achieves state-of-the-art performance in motion deblurring.

INDEX TERMS Motion blurred image, image deblurring, Fourier channel attention, edge spatial attention.

I. INTRODUCTION

Images are the main carrier for people to obtain information
and play an important and irreplaceable role in every field
of modern society. Today, with the highly developed photog-
raphy and camera technology, image-based related technolo-
gies are developing rapidly, such as target detection, image
recognition, and target tracking. However, images are often
blurred due to the influence of external factors along with
the process of imaging acquisition. Common reasons of the
image blur include object motion, camera shake, out of focus
and so on. Image blur not only affects people’s perception, but
also seriously decreases the processing efficiency of subse-
quent target detection, image recognition, and target tracking
technologies. Therefore, in the fields of image processing and
machine vision, restoring latent images from blurry images
has always been a hot topic. The most common image blur
is motion blur, which is caused by the relative movement of
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the camera and the shooting target during the exposure of the
camera. Based on the assumption of linear invariant of the
image blurring process, uniform blur is the most common
problem in many proposed approaches. However, for the
imaging objects with complex motion states, non-uniform
blur is often formed as the moving directions and speeds of
motion targets usually tend to be different in the real world
image scene.

Image deblurring technology can be divided into tradi-
tional methods and deep learning methods. For traditional
algorithms [1]-[6], the blur kernel is first calculated and
then the latent image is recovered according to the decon-
volution of the blur kernel. The prior information of the
image is used to constrain the solution space during itera-
tion, such as edge, dark channel, and saliency information.
When the restored image is non-uniformly blurred, different
image regions have different blur kernels. Image regions are
considered to be treated differently and non-uniform regions
are segmented to restore a whole latent image. Nevertheless,
the result of segmentation method directly affects the quality
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of the restoration process. For deep learning methods, the
original intention of the researchers is to use deep learning
methods to estimate the blur kernel accurately and decon-
volve the input blurred image to get the restored result com-
bined with the traditional deblurring framework subsequently
[7]1-[10]. With the improvement and development of deep
learning technology, various end-to-end deblurring methods
have emerged in recent years [11]-[14]. Moreover, a large
number of experiments also confirm that compared with the
method of estimating the blur kernel through deep learning,
the restored quality of deblurring image obtained by end-to-
end method is better. While for the above-mentioned end-to-
end methods, the restoration effects of image details still need
to be further improved.

Tao [12] and Kupyn [15] enhanced the performance of
the deblurring approach by improving the network struc-
ture at the expenses of large numbers of parameters of the
network. However, with the further increase in the number
of parameters, the improvement of the restoration quality
is limited while the model training time increases rapidly.
Accordingly, the attention mechanism [16], [17] is introduced
into the model to alleviate the problem and further improve
the training speed. However, as the network learns parameters
based on the attention mechanism blindly, a lot of redundant
information is learned, resulting in that more edge detail
information of the restored image is missing.

To solve the above discussed problem, this paper proposes
a HFARGAN motion deblurring restoration network for
motion blur image restoration. The high-frequency detailed
texture information in the image is effectively used to con-
struct an attention mechanism, which improves the model
perception of detailed texture information and enhances the
image restoration effect. The core part is the design of the
High-frequency Attention residual module (HFAR), which
is used to adaptively extract the high-frequency informa-
tion of the feature map. The module is composed of the
Fourier Channel Attention module (FCA), the Edge Spatial
Attention module (ESA) and the bottleneck. The edge of the
feature map is extracted using bidirectional gradient fusion.
An example of image deblurring result by the proposed
method is shown in Fig.1.

In general, the contributions of the presented deblurring
framework are as follows:

1. The HFAR module composed of FCA and ESA is
proposed, which is highly sensitive to the high-frequency
detail information in the feature map and can be used to
extract the high-frequency detail information in the feature
map adaptively.

2. The image content and image edge information are com-
prehensively considered in the construction of the generator
loss. On the basis of ensuring the restoration effect, the edge
information of the restoration image is enhanced.

3. The bidirectional gradient fusion method is used to
extract the edge of the feature map in the construction of
ESA module and image edge loss, ensuring the preservation
of image edge information to the greatest extent.
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FIGURE 1. An example of the deblurring results of HFARGAN. From left to
right: (a)Input blur image,(b)Results of our network, (c)Ground truth clean
image.

The sections of this article are arranged as follows:
Section I introduces the research background, research sig-
nificance and summarizes the research innovations of this
article. Section II introduces the relevant theoretical basis
of this research content. Section III introduces the research
content of this article in details. Section IV shows the experi-
mental results and analysis of the propose method. Section V
summarizes the research work of this article.

Il. RELATED WORKS
A. MOTION DEBLURRING
The image blur model formula [1] is as follows:

B=I®K+N (D

where B represents blur image, / represents the latent image,
K represents blur kernel and N represents additive noise.
For traditional methods, K and B are needed to be solved
simultaneously as the blur kernel K is always unknown in the
image blur process. It is considered to be an ill-conditioned
problem, which could easily lead to unsatisfactory results.
Compared with the traditional method, the deep learning
method can establish the mapping from the blur image to
the blur kernel to estimate the blur kernel and then restore
the image accordingly. Moreover, it also could establish the
end-to-end mapping from the blurred image to the latent
image directly and calculate restore the latent image by deep
learning network.

In the early deblurring works [2], [3], [7]-[10], the blur ker-
nel is estimated first and the blur kernel is used for non-blind
deconvolution restoration. These methods introduce prior
information to regularize the distribution of latent image.
Cho et al. [8] and Xu et al. [3] introduced edge information to
regularize the optimal equation. Xu et al. [3], [18] proposed
L0 norm regularization to extract more significant structures.
However, the method has drawbacks that the inaccuracy of
the estimated blur kernel would cause ringing artifacts in
the image obtained by non-blind deconvolution. With the
development of deep learning technology, Chakrabarti [19]
proposed deep learning methods to estimate the blur kernel.
While the main difficulties and shortcomings of the proposed

81391



IEEE Access

J. Zhang et al.: High-Frequency Attention Residual GAN Network for Blind Motion Deblurring

method are that it is difficult to produce the training set and
test set used for network training from the blur image to
the blur kernel. Chang [20] proposed a hyperspectral image
restoration method and put forward the WLRTR model,
which obtains a good performance on hyperspectral image
restoration. This method has a good reference in traditional
algorithm deblurring. But it has not been applied to the
blur of natural captured images. QuanY [21] introduced a
CNN-based image prior defined in the Gabor domain for the
noise problem of deblurring tasks, which provides a better
performance for noise suppression. Whereas this algorithm
is only suitable for the case of known blur kernels, which is
somewhat powerless for blind deblurring.

Deep learning has made remarkable achievements
in image super-resolution [22]-[24],video frame synthe-
sis [20], image segmentation [14], [26], image classifica-
tion [27], image recognition [28] and the same field of
image deblurring. Many scholars have proposed end-to-end
deblurring methods that directly learn the mapping from blur
to clear image without estimating the blur kernel [11]-[13],
[15]. Nah et al. [11] proposed a deblurring network com-
posed of multi-scale fuzzy input residual blocks. The network
uses a scaled structure and a large number of convolutional
layers with residual connections to improve the receptive field
of the network model. However, due to a large number of
parameters, it is difficult to converge. Similarly, Cho er al.
[29] proposed MIMO-UNet, which uses multi-scale input to
extract the information of multiple scales of the image. The
network parameters are relatively small and it achieves good
results in blurring of natural scenes. While the deblurring
performance in text images application is average. Tao ef al.
[12] used the encoder-decoder residual block to reduce the
amount of parameters and improved the deblurring network
model of Nah et al. [11]. Kupyn et al. [15] firstly proposed the
use of DeblurGAN for image deblurring tasks and proposed
DeblurGAN-v2 [30] in subsequent improvements for the
network performance, which achieved ideal results in the
field of image deblurring.

The research results of Kupyn can be regarded as a mile-
stone breakthrough in the field of image motion deblurring.
Currently GAN network deblurring is still the most popular
deblurring network framework and many researchers have
further improved the model on the basis of DeblurGAN.
Chen et al. [17] proposed CARGAN and introduced a chan-
nel attention mechanism in GAN to extract the difference
between channels adaptively. The quality of the deblurring
results has been improved effectively. Zhao et al. [31] pro-
posed a lightweight network FCLGAN and increased the
speed of the deblurring network greatly at the cost of some
degree of restoring image quality. Tomosada et al. [32] pro-
posed DCTGAN, which introduced the DCT loss function
to add frequency domain information to the error evalua-
tion. The restoration effect could be improved to a certain
extent. The SharpGAN proposed by Feng et al. [33] intro-
duced the receptive field block net (RFBNet), which is bene-
ficial to the extraction of image features. The deblurring effect
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was effectively improved, but the RFB module increased the
number of parameters of the network greatly.

B. GENERATIVE ADVERSARIAL NETWORKS

Generative Adversarial Network (GAN) is proposed by
Goodfellow et al. [34] and the training process of this network
is a game between the Generator and the Adversarial. The
generator takes noise as input and outputs samples that are as
similar as possible to the real samples so that the discrimi-
nator cannot distinguish the generated samples from the real
samples. In image-to-image translation, GANs are known
for their ability to generate convincing samples. However,
they encounter many problems during training, such as mode
collapse, vanishing gradients, etc. Later, Arjovsky et al. [35]
proposed to refine the GAN training problem using Wasser-
stein GAN refinement with Earth-Mover distance. But mean-
while, using weight clipping on the criterion can also lead
to bad behavior [36]. An alternative to clipping weights was
proposed by adding a gradient penalty term, which could train
various GANSs stably without tuning hyperparameters.

On basis of GAN tools, Isola et al. [37] proposed the
use of cGAN in image-to-image translation with the known
architecture as pix2pix. In the cGAN architecture, the work of
the discriminator remains unchanged. While the generator not
only allows the discriminator to be fooled, but also minimizes
the difference between the generated samples and the under-
lying input. Kubin et al. [9] used some feature extractors in a
modified WGAN to obtain perceptual loss, which achieved
good results in the deblurring task. Chen et al. [17] also
used a GAN network for the deblurring task and the effect
was remarkable. The above studies show that GAN networks
perform well on deblurring tasks.

It can be seen from the above analysis that the following
problems still exist in the current deblurring tasks:

1. The amount of parameters of the deblurring network are
too large, leading to slow training convergence.

2. The lightweight network tends to obtain a small amount
of parameters but sacrifice some degree of restoration quality.

3. The designed deep learning network is always unpleas-
ant for the restoration quality of image texture information.

For most deep learning network frameworks, increasing
the amount of network parameters and complexity of the
network structure can indeed improve the image restoration
effect to a certain extent. However, a lot of redundant infor-
mation is used in the process of model training due to the large
amount of image information, resulting in low training effi-
ciency and unsatisfactory restoration effects. Therefore, more
and more researchers pay attention to the attention mecha-
nism and introduce it into the deblurring network model to
guide the training process and provide a superior deblurring
performance with the balance of model training efficiency.

C. ATTENTION MODULE

Attention model can improve the expressive ability of the
network and the image restoration effect [16]. Research by
Khan [38] et al showed that blur has an important influence
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on visual attention. The attention mechanisms used in this
paper mainly include channel attention and spatial attention.
Channel attention can adaptively adjust the weights of each
channel of the feature map to improve the applicability of the
network to different images. Chen et al. [17] also introduced a
channel attention mechanism in the network to learn channel
information that is conducive to image deblurring, and adap-
tively adjusts the weight of the channel. Spatial attention
mechanism can deal with the blurring effect of different
regions by using the spatial features of the image. It can learn
regional information that is conducive to image deblurring,
and adaptively adjust the weights of different regions of the
image.

ill. THE PROPOSED METHOD

Currently GAN network deblurring is still the most popular
deblurring network framework. In recent years, many deep
learning methods have been proposed on the basis of further
improved DeblurGAN, such as DeblurGAN-v2, CARGAN,
FCLGAN, DCTGAN, SharpGAN, etc. Similarly, inspired
by the method presented by QiaoC [39], we proposed an
improved DeblurGAN framework and introduced a modi-
fied attention mechanism HFAR module into the network
to obtain restoration results with high quality. Furthermore,
the attention mechanism introduced in the proposed HFAR
module is an improvement structure in channel attention and
spatial attention, which is helpful to guide the network to
learn more high-frequency details and texture information
from the features and enhance the restoration effect of the
proposed model on texture areas effectively.

The HFARGAN network is composed of a generator and a
discriminator. The overall structure of HFARGAN is shown
in Fig.3. The generator is composed of encoding module,
decoding module and HFAR module, which is used to take
the blurred image as input and produce the estimate of the
sharp image. The discriminator is utilized to discriminate the
restored image and the latent image. Furthermore, it could
also be used to guide the generator to optimize the parameters.

A. HFAR GENERATOR

The generator in the proposed deblurring structure is com-
posed of an encoding module, a decoding module and an
HFAR module. The generator structure of HFAR GAN is
shown in Fig.4. The main function of the encoding module
is to extract features. While the designed HFAR module is
utilized to analyze the information extracted by the encoding
module and the conversion process is performed to calculate a
latent image from a blurred image accordingly. The decoding
module is applied to reconstruct and restore the feature map
information extracted by HFAR module to obtain the final
image.

The encoding module is composed of 3 Convolutional lay-
ers. The size of the convolution kernel is 7 x 7,3 x 3 and 3 x 3,
respectively. After convolution operation, each layer is output
to the next layer after passing through the Normalization layer
and the ReLu activation layer. The information of the feature
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map is extracted by the HFAR module adaptively. Then the
conversion operation is carried out to perform the blur image
to latent image. Moreover, in order to ensure the texture infor-
mation of the restored image more accurate, the frequency
domain information and edge information of the feature map
are utilized comprehensively to guide the designed module
and whole deblurring network to pay more attention to the
extraction of texture information. Correspondingly, the spe-
cific implementations are described in section C of this part.

The decoding module corresponds to the structure of
encoding module. Each layer is co mposed of Concat, Con-
volution, Normalization, Activation function, and Upsam-
pling.The main function of this module is to reconstruct
and restore the characteristic information of the image infor-
mation extracted by the HFAR module. Meanwhile, Skip
connection is constructed between the feature map corre-
sponding to the encoder and decoder, which helps to merge
multi-scale information and improve the utilization of effec-
tive image information. Finally, a Skip connection is con-
structed between the entire input and output, allowing the
model to learn the residual between the input and output and
speed up the convergence of the model.

B. SPECTRUM AND EDGE INFORMATION ANALYSIS
Convolutional networks can fuse information in different
areas of different channels to construct new channels and
feature information. Each feature map reflects certain feature
information of the image. For different learning tasks, the
useful feature information varies accordingly. When extract-
ing feature maps, each layer of convolutional network would
extract a large amount of feature information. Different kinds
of feature information occupy different degrees of importance
in deblurring tasks. In other words, the feature information
of different channels contributes differently to the deblurring
task. Similarly, the information on different locations of a
certain feature map also provides different contributions to
the implementation of deblurring task.

Along with the solution process of image deblurring, the
characteristic of image blur is the loss of detailed texture
information, which could be reflected in the edge map and
saliency map in the spatial domain. Meanwhile, the detailed
texture information could also be embodied by spectrum
information analysis in the frequency domain.

The HFAR module combines edge information and spec-
trum information so that the network pays more attention to
detailed texture information in the deblurring task.

The following sections analyze the benefits of introducing
edge information and spectrum information into the network.

1) SPECTRUM INFORMATION

The detailed texture information of the image can be reflected
in the spectrogram in the frequency domain. The frequency-
domain information can be obtained in the spectrogram after
the image is Fourier transformed. Fig.4 shows the examples
of the spectrum map.
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HFARGAN Generator

Encoder

blur image

HFAR module

Decoder

sharp image

<= Discriminator

FIGURE 2. The overall structure of HFARGAN.
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FIGURE 3. The generator structure of HFAR GAN.

FIGURE 4. Examples of Spectrum map in the dataset. (a)results of sharp
image,(b)results of blur image.

It can be seen from the spectrograms in Fig.5, there are

obvious differences between the spectrogram of the clear
image and the spectrogram of the blurred image. It shows that
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the loss of high frequency information has a great influence
on the spectrum information.

Twenty-five pairs of graphs are selected from the GOPRO
and REDs data sets to calculate the spectrogram. The average
pixel value of the spectrogram is calculated, and the result is
shown in Fig.5.

The average pixel values of the spectrogram of the clear
image and the blurred image from GOPRO data set and REDS
data set are shown in Fig.5. In the GOPRO dataset and the
REDS dataset, the pixel values of the blurred image spec-
trogram are significantly lower than the corresponding clear
images. The conclusion can be drawn that high-frequency
information is lost when the image is blurred. It is neces-
sary to introduce spectrogram information as an indicator of
channel attention extraction. Therefore, the introduction of
frequency domain information can guide the network to pay
attention to the influence of frequency domain information
on restoration.
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FIGURE 5. Bar chart of the average pixel value of the Spectrum map of
25 pairs of images.(a) GOPRO dataset, (b) REDS dataset.

2) EDGE INFORMATION

The detailed texture information of the image in the spatial
domain can be reflected in the edge map. Fig. 6 shows the
examples of edge map.

FIGURE 6. examples of edge map extraction in the dataset. (a) results of
sharp image,(b)results of blur image.

By analyzing the edge maps of sharp image and blur image,
it can be seen that the edge map of the clear image is more
clearly described while the edge map of the blurred image
has little information. It shows that the edge information is
seriously lost after the image is blurred.

Also, another twenty-five pairs of graphs are selected from
the GOPR and REDs datasets to calculate the average pixel
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FIGURE 7. Bar chart of the average pixel value of the edge image of
25 pairs of images.(a)GOPRO databases, (b) REDS databases.
values of the edge image. The corresponding results of the
average pixel values of the edge image for sharp image and
blurred image selected from GOPRO and REDS data set are
shown in Fig.7.

It can be seen that the average pixel values in the edge
image of the blurred image is significantly lower than the
corresponding sharp image. Images with low pixel values
generally have low energy and darker images, indicating
that the high-frequency information of the blurred image
is lost due to the imaging blur process. It is necessary to
introduce edge map information as the index of spatial atten-
tion extraction, which could lead the network to pay more

attention to the influence of texture edge information on
restoration.

C. HFAR MODULE

The information of the feature map is extracted by the HFAR
module adaptively. Fig.8. shows the structure of the HFAR
module. The module is composed of bottleneck, FCA and
ESA. The bottleneck structure uses two 1 x 1 and one
3 x 3 convolution kernels instead of the Res module com-
posed of two 3 x 3 convolution kernels. As a result, the
parameters are greatly reduced while the training effect is
equivalent. To obtain more accurate texture information in the
restored image, the frequency domain information and edge
information of the feature map are introduced to guide the
construction of channel attention FCA and spatial attention
ESA so that the network pays more attention to the extraction
of texture information.
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FIGURE 8. HFAR module.

1) FCA MODULE

The FCA module uses the difference in the spectrogram of
each channel of the feature map to assign weights to the
channels. Fig.9 shows the structure of the FCA module. The
h x w x ¢ feature map is subjected to Fourier transform to
obtain the corresponding spectrogram. Average pooling and
maximum pooling operations are performed on the feature
map of each channel. The results are added to obtain a pre-
liminary weight of 1 x 1 x n, then each channel is obtained
through multi-layer perceptron (MLP). The input feature map
is redistributed according to the new channel weight to obtain
the output feature map.

pool .l .|~I il ®

Input Output

Fourier

transfor

Feature map Fature map

FIGURE 9. Fourier channel attention module (FCA module).

The specific operation is as follows:

Mc = MLP(MaxPool(FFT (F)) + AvePool(FFT (F)))

= MLP (Fg, + o) @)
3 1 A
Fivs = e 2 2P ®
x=1y=1
FS . = max(Fy ) 4)
Mc(F)=M¢c x F 5)

where M¢ represents the channel weight. F' represents the
input feature map. F represents the spectral feature map. FFT
represents the Fourier transform operation. M¢ (F') represents
the output feature map after channel weight distribution.
W, H represents the size of the feature map. x, y represents
the pixel of the feature map. MLP stands for multi-layer
perceptron layer and consists of two fully connected layers.

2) ESA MODULE

According to the spatial difference of the edge map of the
feature map, the ESA module assigns different weights to
different regions of the feature map. A larger weight is set for
the feature map areas which are conducive to image texture
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FIGURE 10. Edge spatial attention module (ESA module).

information restoration. Fig.10 shows the structure of the
ESA module.

The edge extraction is performed on the 7 x w x ¢ feature
map to obtain the edge map and average pooling and max-
imum pooling operations are conducted on the same pixel
points of the ¢ channels. Thereafter, the output Feature map
is obtained by adding the results to get the 7 x w x 1 weight
matrix and assigning the weights to the input feature map.

The specific operation is as follows:

Mg = ave (I:";‘) + max (I:“;)) (6)
Mg(F) = Mg x F (N

where Mg represents the weight of the pixel of the feature
map. F represents the input feature map. Ms(F) represents
the output feature map after weight distribution. x, y represent
the pixel position of the feature map. represents the edge
feature map.

The edge map used in ESA module is extracted by bidirec-
tional gradient fusion method. The introduced fusion method
could be implemented to ensure the integrity of the edge
information to the greatest extent, which plays a vital role to
guarantee the accuracy of edge extraction.

The specific operation is as follows:

ex,y = max (|dey|, [de,|) ®)

where e, , represents the value of the edge map correspond-
ing to the pixel at the position. represents the horizontal
gradient of the pixel. represents the vertical gradient of the
pixel.

The visual effects of bidirectional gradient extraction and
unidirectional edge extraction are shown in Fig.11. Compared
with bidirectional extraction, the vertical gradient informa-
tion tends to be lost when extracting the edge in the horizontal
direction. Besides, the horizontal gradient information would
be lost when the edge is extracted in the vertical direction.

@ (b) (©

FIGURE 11. Edge extraction image. (a) Horizontal gradient,(b) Vertical
gradient, (c) Bidirectional gradient.
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It can be seen that the effect of bidirectional gradient extrac-
tion achieves a superior performance.

D. LOSS FUNCTION

The loss function is another important aspect in a deep learn-
ing deblurring framework, which works in two ways. One is
to evaluate the error of the image output by the deblurring
network and the other is that the network adjusts the network
parameters according to this error adaptively, thereby allow-
ing the network to converge.

The loss function of the HFARGAN generator is designed
to be consisted of three parts, including adversarial loss,
perceptual loss and edge loss. The role of adversarial loss is
to associate the discriminator and the generator to better train
the network. Moreover, the perceptual loss and edge loss are
introduced to calculate the MSE error of the deblurred image
and edge map, respectively. The following is the specific
calculation method:

1) ADVERSARIAL LOSS
To improve the stability and convergence speed of GAN net-
work training, WGAN-GP is used as the evaluation function,
as expressed as follows:
Lav = E [D@®]— E [DW)]
F~

Pg x~P,
py viD®)|, — 1)° 9
+1 £ [Vl -] o

where,represents the image information generated by the gen-
erator X = sx + (1 — &)X. According to experimental results,
it can be concluded that the generator could provide better
robustness property when A is selected as 10.

2) PERCEPTUAL LOSS

The MSE error between the VGG-19 convolution feature map
of the latent image and the restored image is taken as the
perceptual loss, which is expressed as follows:

Wi,j H,'.j

D0 (@ijUp)ey — 6ij(GUs)xy))* (10)

x=1y=1

1

L, =
P Wi jH,i j

where, Ip represents latent image.represents blur image. ¢; ;
represents the output of the i-th layer and j-th channel of
VGG-19. G(Is) represents the restored image generated by
the generator based on the blurred image. W; j, H; j represents
the feature map size of the i-th layer and j-th channel of VGG-
19. In this paper, the features of the VGG-19 ¢3 3 layer is used
to calculate the MSE error of the deblurring image, which is
confirmed to be a perfect option to guarantee the obtain of
high quality restored results in Kupyn’s research.

3) EDGE LOSS

The combination of edge loss and the proposed HFAR mod-
ule can better guide the network to restore the texture infor-
mation in the image. The calculation method is to used the
MSE error of the edge map of the restored map and the
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clear map. The detailed calculation equation is constructed
as follows:

Ledge
1 Wedge Hedge
= ——— ) > (Edge(lp)y — Edge(GUs)x )
Wea’geHedge =1 y=1

(1)

where, Wegge, Heqge Tepresents the size of the edge map. The
edge extraction is calculated using the bidirectional gradient
fusion method and the specific calculation method is the same
as described above.

4) TOTAL LOSS FUNCTION

L = Lggy + Ole + ﬂLedge (12)

where, o, 8 represent the weight of perceptual loss and edge
loss, respectively.

IV. EXPERIMENTS

A. DATASETS

The proposed approach is evaluated on the GOPRO dataset,
the REDS dataset and BMVC_OCR_Text dataset. The details
of these three datasets are as follow.

The widely used GOPRO dataset is established by
Nah et al [11], which is utilized GOPRO4 HERO Black cam-
era to shoot multiple videos with a frame rate of 240fps. Then
7 to 13 consecutive frames are merged to obtain images with
varying degrees of blur. A total of 3214 pairs of blur-sharp
image pairs were generated with a resolution of 1280 x 720,
including 2103 pairs for training and 1111 pairs for testing.

The REDS [40] dataset is a new high-quality (720p) video
dataset proposed in the NTIRE19 competition. The dataset
is produced with greater motion and complexity compared
with GOPRO dataset. REDS contains 240 training segments,
30 verification segments and 30 test segments, with each
segment consisted of 100 consecutive frames.

The BMVC_OCR_Text dataset is a textual image
dataset proposed by the British Machine Vision Conference
(BMVO). A total of 930 pairs of blur-sharp image pairs were
generated with a resolution of 512 x 512. The dataset consists
of 93 sharp images processed with 10 different blur kernels.

B. IMPLEMENTATION DETAILS

In our experiment, the TensorFlow deep learning frame-
work tool is used to implement the deblurring network.
The model training is conducted on a computer equipped
with AMD Ryzen 5 3400G CPU and NVIDIA GeForce
GTX 1080 Ti GPU.

For optimization, we use Adam as the optimization for the
generator and SGD as the optimization for the discrimina-
tor [41]. Furthermore, 5 gradient descent steps are performed
on the discriminator and one following step is performed on
the generator. All models are trained with a batchsize of 1.
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For the learning rate, the learning rate of the discriminator
is set to 1 x 10™*. While the learning rate of the generator
is set to 1 x 10~ after 50 epochs, with the initial parameter
selected as 1 x 1072,

For the data set, we use 2103 images from GOPRO dataset
for training on the training set. The original image size of the
GOPRO dataset is 1280 x 720 and we crop it to 640 x 360 for
input. The test set during training also uses the GOPRO test
set.

For training epochs, the maximum value is set to 300. The
mean MSE values of the training set and the test set pushed
forward by 10 epochs are calculated and the training pro-
cess is stop when the mean MSE value no longer decreases.
Finally training stops at 270epoch. The entire training process
would take about 3 days.

C. RESULTS AND COMPARISONS

Several advanced image deblurring methods were selected
for performance comparison, including Tao et al [12],
Kupun ez al. [30], Chen et al. [16], Chen ef al. [17] and
Cho et al. [21]. It is to be noted that the attention-adaptive
and deformable convolution modules (AAM, DCM) are pro-
posed in ChenL’s method, which are considered to be used
in methods such as DebluurGAN, MSCNN and SRN, etc
in order to verify the effect of these two modules. The
DeblurGAN+AAM-+DCM is chosen with almost the same
number of parameter as ours for fair comparison. Regarding
the experimental results of these methods, the results reported
in the literature are quoted as directly as possible. Otherwise,
the author’s pre-trained model is used to generate results.
If only the code is available, try to adjust the parameters to
get the best performance of the test data.

Besides, the deblurring performance is measured by the
Peak Signal to Noise Ratio (PSNR), Structural Similar-
ity (SSIM) and Visual Information Fiedity (VIF). PSNR and
SSIM are popular image quality evaluation metrics, which
are widely used in deblurring result quality evaluation. While
VIF [42] better reflects the human eye’s perception mecha-
nism of image quality in principle. But the implementation
of its bionic model is very complicated, here is just a brief
introduction.

We train our model on the GoPro dataset, and test the
trained model on all images in the GOPRO test dataset,
REDS test dataset, and TEXT dataset. When testing these
three datasets, the models were trained using the GOPRO
train dataset.PSNR, SSIM and VIF are used as indicators to
measure performance.

1) RESULTS ON GOPRO DATASET

Firstly, the proposed model is trained on the GOPRO dataset
and tested on test set, respectively. A group of recovery
examples are shown in Fig.12. It can be seen that the restored
images could obtain improved visual effects compared with
the input blurred image. Furthermore, by observing the
details in the enlarged local image region, our proposed
method and Chos’s method could achieve better recovery
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effect compared to other deblurring methods. Especially, for
the deblurring result of image (3), the license plate num-
bers in the enlarged areas are sharper than other compared
approaches, with higher image resolution and richer detail
information.

Moreover, in order to evaluate the objective deblurring
quality, all of the GOPRO test set images are deblurred to cal-
culate the mean evaluation values. The corresponding PSNR,
SSIM and VIF mean metrics for these deblurred images are
calculated respectively, which are shown in Table 1.

TABLE 1. Quantitative results on GoPro test dataset.The best results are
boldfaced and the second best results are underlined.

Model PSNR(dB) SSIM VIF RunningTime(s)
Tao 30.26 0.9050 0.4872 3.32
ChenL 29.14 0.8971 0.4931 0.31
ChenY 30.02 0.8924 0.5782 0.33
Kupun 30.98 0.8912 0.5056 0.14
ChoS 31.63 0.9144 0.6235 0.21
Ours 31.26 09131 0.6147 0.45

It can be seen that the proposed approach has excellent
results in all of PSNR, SSIM and VIF evaluation values,
which reach the second best assessment results compared
with other deblurring techniques. As the most advanced
deblurring method nowadays, ChoS’ method is a little bit
better than our method. The last column in Table 1 illustrates
the running time. And the proposed approach could achieve
a balance performance of delubrring quality and algorithm
efficiency. The performance improvement proves the effec-
tiveness of the proposed approach.

2) RESULTS ON REDS DATASET

Besides, the REDs dataset was also tested by using the
training model of the GOPRO dataset. Another group of
deblurring results are illustrated in Fig.13. Similarly, the local
detail regions are enlarged below the restored image to show
the performances of the deblurring methods more clearly.
It can be seen that for the 4 selected deblurred image from
REDs dataset, the deblurring results obtained by the pro-
posed method could have better visual perception with higher
detail resolution and edge definition owing to the constructed
HFAR module and designed generator loss. Compared with
other methods, it could obtain superior subjective image
deblurring evaluation effects.

Moreover, the PSNR and SSIM values of the selected
4 deblurring images in Fig. 13 are calculated, which are
shown in Table 2 and Table 3. To provide more intuitive
visual experience, the bar charts of PSNR and SSIM values
in Table2 and Table 3 are illustrated in Fig.14.

It can be seen that the objective assessment values of
ChoS’ method and our proposed method are more prominent
than other approaches with a certain equivalent level. For the
average evaluation value, ChoS’ method is a little bit better
than our method and the proposed method is the second best
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(h) Groundtruth
(1 2 (3) 4

FIGURE 12. Visual comparisons of different methods on some blurred images from the GOPRO test
datasets,from top to bottom: (a) Input, (b) Tao et al.,(c) ChenL et al., (d) ChenY et al.,(e) Kupun et al.,
(f) Chos et al., (g) ours and (h) Groundtruth.
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(h) Groundtruth
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FIGURE 13. Visual comparisons of different methods on some blurred images from the REDs test datasets,
from top to bottom: (a) Input, (b) Tao et al.,(c) Chenl et al., (d) ChenY et al.,(e) Kupun et al., (f) ChoS et al.,
(g) ours and (h) Groundtruth.
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TABLE 2. PSNR value comparison of comparative images of REDs test
dataset. The best results are boldfaced and the second best results are
underlined.

image Tao ChenL ChenY Kupun ChoS  Ours
(1) 27.76 28.71 28.78 27.41 29.06  29.38
2) 28.67 29.33 28.47 26.25 30.27  30.06
3) 27.45 28.10 27.99 26.72 2870  28.72
4) 29.21 29.01 28.26 27.89 2939 29.17
ave 28.27 28.79 28.38 27.07 29.36 2933

TABLE 3. SSIM value comparison of comparative images of REDs test
dataset. The best results are boldfaced and the second best results are
underlined.

image Tao ChenL ChenY Kupun  ChoS Ours
(1 0.794 0.803 0.820 0.787 0.865 0.858
) 0.828 0.818 0.846 0.813 0.879 0.872
3) 0.815 0.836 0.827 0.810 0.859 0.867
“) 0.864 0.854 0.871 0.861 0.913 0.907
ave 0.825 0.828 0.841 0.818 0.879 0.876

TABLE 4. Quantitative results on REDs test dataset.The best results are
boldfaced and the second best results are underlined.

Model PSNR(dB) SSIM VIF

Tao 2831 0.8301 0.4469
ChenL 28.84 0.8348 0.4501
ChenY | 29.19 0.8517 0.5292
Kupun 27.66 0.8293 0.4418
ChoS 29.90 0.8832 0.5875
Ours 29.85 0.8720 0.5906

value. It confirms the effectiveness and universality of the
proposed FCA and ESA module models.

Not for a general discussion, in order to further test the
applicability of the deblurring framework, 1000 more blurred
images from the REDS dataset are restored to calculate the
mean PSNR, SSIM and VIF evaluation values of all deblurred
images, respectively. The results are shown in Table 4.

For the test on REDs dataset, the methods of the presented
technique in this paper and ChoS are the best two deblur-
ring approaches on objective assessment. The ChoS’ method
performs slightly better in PSNR and SSIM values than our
method. However, the VIF value of our proposed method per-
forms the best. Experimental results have demonstrated that
the proposed method has excellent applicability and validity
on various different images.

3) RESULTS ON TEXT DATASET

In addition, the TEXT dataset was also tested by utilizing the
training model of the GOPRO dataset. Compared with natural
image, text image has a single color and a relatively simple
structure. The restored images of different methods are shown
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FIGURE 14. Bar chart of PSNR and SSIM values of comparative images.
(a) PSNR, (b) SSIM. Test on the REDS data set.

SSIM

in Fig.15. Most of the deblurring results tend to be unpleas-
ant and still blurred, which indicate that the corresponding
training models are ineffective on the deblurring application
on text character image. The test results of our model on
the text dataset are optimal and obtain a superior deblurring
performance, especially for the restoration of edge regions
of printed English characters owing to construction of ESA
module and the FCA module. These two introduced modules
could extract texture details and high frequency information
effectively even for the blurred text images.

Also, the mean values of PSNR, SSIM, and VIF metrics
of the blurred images in Fig.15 are calculated, respectively.
The evaluation results are shown in Table 5. As can be seen
from the data in Table 5, several methods have high SSIM
value while the corresponding PSNR and VIF values are
relatively low. This is related to the characteristics of text
images, which are very different from natural images. Our
proposed method achieves the best performance results for
all of the three assessment metrics.

D. ABLATION STUDY

1) ABLATION STUDY ON NUMBER OF ATTENTION
RESIDUAL BLOCKS

The number of attention residual blocks in the model will
affect the speed and training effect of the model training.
The residual number ablation study results of the GOPRO
dataset are shown in Table 6 and the corresponding visual
curve images are shown in Fig.16.
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FIGURE 15. Visual comparisons of different methods on some blurred images from the Text test datasets, From left-top to right-bottom:
Blurry images, ground-truth images, and the resultant images obtained by Tao, ChenL, ChenY, Kupun, Chos, and Ours, respectively.

The ablation study results show the changes of PSNR,
SSIM value and running time as the number of attention
residuals changes. It can be seen that as the number of atten-
tion residual blocks increases, there is no obvious change
for running time. However, the values of PSNR and SSIM
increased significantly as the number of attention residual
blocks changed from 8 to 10 and tended to be stable when
the block number is more than 10. Considering the amount
of model parameters and model performance comprehen-
sively, 10 attention residual blocks are selected as the optimal
number.
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2) ABLATION STUDY ON ATTENTION MECHANISMS
To verify the necessity of the attention mechanisms, different
ablated versions of the propose model are formed by remov-
ing some of the attention modules:
‘Nothing’:removeing all attention modules;
‘FCAGAN’:removing all except the ESA modules;
‘ESAGAN’: removing all except the FCA modules;
‘HFARGAN’: the proposed model with both FCA and
ESA modules.
The results in PSNR value of the ablated versions on the
GoPro dataset are listed in Table 7. The ‘HFARGAN’ refers
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TABLE 5. Quantitative results on Text test dataset.The best results are
boldfaced and the second best results are underlined.

Model PSNR(dB) SSIM VIF

Tao 25.63 0.9214 0.5354
ChenL 24.30 0.9014 0.5288
ChenY | 24.13 0.8939 0.4482
Kupun 24.86 0.9168 0.4873
ChoS 24.01 0.9033 0.4769
Ours 28.78 0.9795 0.5753

TABLE 6. Ablation study on number of attention residual blocks.

Number PSNR(dB) SSIM RunningTime(s)

8 29.93 0.8692 0.409

9 30.81 0.8975 0.436

10 31.26 0.9133 0.447

11 31.32 0.9142 0.457

12 31.28 0.9167 0.476

13 31.35 0.9131 0.482

2 0.93

j; '/——*—*_“ 82; //0—0——0‘<
E 15
£ s 0.81

27 0.79
0.77
0.75
8 9 10 11 12 13
Number of attention residual blocks

8 9 10 1 12 13
Number ofattention residual blocks

FIGURE 16. PSNR and SSIM line graphs of different numbers of attention
residual blocks.

to the proposed model with all attention modules. It can
be seen that the introduction of marginal space attention
or Fourier channel attention has significantly improved the
restoration effect. Compared with ‘Nothing’, both ‘FCA-
GAN’ and ‘ESAGAN’ have improved by more than 0.9dB.
Combining the two kinds of attention, the restoration effect
can be further improved. However, the gain benefit of the two
attention mechanisms cannot be superimposed and the further
improvement is about 0.5dB. One plausible cause of such
a minor performance improvement when combining both
attention mechanisms is that there exist redundancy between
the ESA and FCA modules in terms of their functions.

3) ABLATION STUDY ON LOSS FUNCTION
The edge loss is added in the construction of the loss function
and the following experiments are performed to verify the
effect of the part with or without Edge Loss.

‘Loss’: Without Edge Loss;

‘Loss+’:With Edge Loss;

The loss function ablation study results of the GOPRO
dataset are shown in Table 8. The mean values of PSNR,
SSIM, and VIF of the blurred image are calculated,
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TABLE 7. Ablation study on attention mechanisms. Best results are
boldfaced.

model FCA ESA PSNR(dB)
Nothing X X 29.72
FCAGAN v % 30.70
ESAGAN X v 30.64
HFARGAN v v 31.26

TABLE 8. Ablation study on number of attention residual blocks.

Loss function PSNR SSIM VIF
Loss 30.35 0.8938 0.4982
Loss+ 31.26 0.9131 0.6147

Weimirspy

FIGURE 17. Visual comparisons of with or without Edge Loss on some
blurred images, From left-top to right-bottom: Blurry images, ground-truth
images, and the resultant images obtained by Loss, Loss+, respectively.

respectively. It can be seen that the introduce of edge loss
into the whole loss function contribute to the improvement of
the deblurring result significantly.

Some examples of deblurring results of Loss and loss+
are given below and shown in Fig.17. It can be seen that the
texture of the deblurred image with edge loss is better on the
visual effects of edge sharpness and detail richness.

V. CONCLUSION

This paper proposes a HFARGAN network with a novel
attention module for motion blur image restoration. The edge
information and spectrum information of the feature map is
integrated into the attention module to form the ESA module
and the FCA module, which are used to guide the network to
learn more image texture information to improve the restora-
tion effect of the blurred image. The feasibility and neces-
sity of introducing edge information and frequency domain
information into the network are described in the paper.
Meanwhile, two modules of ESA and FCA are introduced in
details. Unlike most deblurring networks, the generator loss
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of the HFARGAN network adds edge loss to further improve
the effective of the restored image. The model training results
are compared with multiple methods and the experimental
results show that the network proposed in this paper achieves
better performance both subjectively and objectively. ESA
and FCA ablation experiments are carried out to demonstrate
the effectiveness of the proposed ESA and FCA modules.
We believe that the designed ESA and FCA modules can also
be used for other image processing and visual tasks, which
we will explore in the future.
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