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ABSTRACT Signal de-noising is one of challenging tasks in the slewing bearing performance degradation
assessment due to the strong background noise and early weak fault characteristics. Adaptive digital driven
methods like local mean decomposition (LMD) and robust local mean decomposition (RLMD) are a promis-
ing approach to implement signal-noise separation. However, the mode mixing problem limits its practical
applications. Based on noise-assisted approach, complete ensemble robust local mean decomposition with
adaptive noise (CERLMDAN) is used to solve this problem. Then, statistic detection of kernel principle
component analysis (KPCA) is employed to select fault components for reconstruction and de-noising. After
that, square prediction error (SPE) is utilized for performance degradation assessment model establishment.
In the decomposition process of CERLMDAN, moth-flame optimization (MFO) is proposed to optimize
the noise amplitude and ensemble trials for the improvement of signal decomposition ability. Meanwhile,
a comparison is conducted between ensemble empirical mode decomposition (EEMD), variational mode
decomposition (VMD), LMD, RLMD, CERLMDAN and MFO-CERLMDAN. The effectiveness of the
proposed method is validated using numerical as well as experimental signals obtained through a slewing
bearing highly accelerated life test. The results illustrate that MFO-CERLMDAN gets better result in signal
de-noising, and SPE based onMFO-CERLMDAN-KPCA can assess the performance degradation of slewing
bearing effectively.

INDEX TERMS Slewing bearing, performance degradation assessment, signal de-noising, CERLMDAN-
KPCA, MFO.

I. INTRODUCTION
As a critical transmission component for wind turbine and
tunnel boring machine, the reliability of slewing bearing has
a serious impact on the safe operation of industry. Undetected
small faults may degenerate into failure faults, even into
major accidents. Therefore, accurate performance degrada-
tion assessment of slewing bearing can decrease unscheduled
downtime and improvemaintenance efficiency. However, due
to the low speed and heavy loadworking conditions, vibration
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signals collected from slewing bearings are corrupted with
strong background noise [1]. For this reason, effective signal
de-noising for performance degradation assessment is diffi-
cult but crucial.

The low signal-to-noise ratio (SNR) property causes dif-
ficulty and challenge on slewing bearing signal de-noising.
Bearing faults usually start as small pits or spalls, and give
sharp impulses in the early stages, and both fault types give
rise to signals that can be treated as cyclostationary. However,
one of the major sources of masking of the relatively weak
bearing signals is strong frequency ‘‘noise’’ from hostile
working conditions [2], [3]. Therefore, how to separate the
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fault defect-related signal and background noise is of the first
importance before proceeding with slewing bearing perfor-
mance degradation assessment. Huang et al. [4] proposed
empirical mode decomposition (EMD) to decompose signal
into multiple intrinsic mode functions (IMF). However, EMD
suffers from end effect and mode mixing problems [5], [6].
Ensemble EMD (EEMD) adds Gaussian white noise into raw
signal many times, which effectively solves the problems of
EMD [7], [8]. Moreover, the signal decomposition processed
by EEMD is still corrupted with residual noise [9], [10].
To overcome the drawback, Torres et al. [11] proposed a
self-adaptive signal decomposition method called complete
ensemble empirical mode decomposition with adaptive noise
(CEEMDAN). CEEMDAN gives an exact reconstruction of
signals without mode mixing and with a better spectral sep-
aration [12], [13]. Recently, variational mode decomposi-
tion (VMD) and its derivative algorithm method is applied
for the decomposition of time series data to eliminate the
boundary effect as an advantage [14]–[18], but the disadvan-
tage of VMD is that its number of decomposition levels is
specified empirically [19]. Besides, a new local mean decom-
position (LMD) method was proposed to analyze amplitude
and frequency modulated signals [20], [21]. LMD product
functions (PF) can retainmore of the frequency and amplitude
variation present in the original signal than is the case for
the EMD IMFs. As an extension of LMD, Liu et al. [22]
proposed robust LMD (RLMD), and RLMD is superior to tra-
ditional LMD in decomposition accuracy and time-frequency
resolution [23]. However, RLMD still suffers from the mode
mixing problem as LMD. Inspired by the previous studies
presented in [11], [22], complete ensemble robust local mean
decomposition with adaptive noise (CERLMDAN)method is
proposed to address the existing problem of RLMD. How-
ever, the randomness of hyper parameter (noise amplitude
and ensemble trials) is a major drawback of noise-assisted
approach [24]. Moth-flame optimization (MFO), which is a
relatively new intelligent optimization algorithm [25], has
been widely applied in many field [26], [27]. Therefore,
the proposed method named improved MFO-CERLMDAN
exploits the merits of CERLMDAN approach to handle mul-
tiscale signals and the benefits of MFO method to handle
parameter optimization. This makes the proposed method
even more promising for facilitating the processing of non-
linear and non-stationary signals such as slewing bearing
vibration signals.

After adaptive signal decomposition, another challenge
in signal de-noising is how to establish an effective selec-
tion strategy of fault component [28]. The selection strat-
egy for fault signal can be mainly divided into three types:
(1) Calculate the characteristics of decomposed compo-
nents, e.g. kurtosis [29], [30], power [31], permutation
entropy [32], etc. (2) Calculate the difference between fault
signal and its decomposed components, e.g. correlation
coefficient [33]–[35]. (3) The fusion of above two strate-
gies, e.g. kurtosis-correlation coefficient [36]–[38]. However,
these indicators are easily affected by background noise

unrelated to fault or normal operation. Bakshi [39] put
forward multiscale principal component analysis (MSPCA)
method through calculating the PCA of wavelet coeffi-
cients at each scale decomposed by wavelet analysis. Due
to its multiscale nature, MSPCA can extract those compo-
nents which have specific signature for their standard con-
dition that changes with the development of fault. However,
how to choose wavelet basis function limits the application
of wavelet analysis [40]. As an improvement of MSPCA,
Feng et al. [41] utilized EEMD to decompose vibration
signals, and employed PCA to select the most representa-
tive components throughout the life-cycle signals. However,
PCA suffers from linear property, abandoning the informa-
tion of higher-order statistics [42]. Zvokelj et al. [43] pre-
sented an EEMD-kernel PCA (KPCA) based de-noising and
diagnosis approach for large-size bearings. Although EEMD
eliminates the mode mixing of EMD, it easily falls into large
reconstruction error. Therefore, based on the advantages of
CERLMDAN and KPCA, we propose a nonstationary signal
de-noising method using CERLMDAN-KPCA for slewing
bearing. Hence, we adopted KPCA to select the PF whose
behavior changes over time and frequency. Furthermore,
vibration signal acquired from slewing bearing has strong
nonlinearity and non-stationarity, which makes conventional
feature extraction methods unavailable for health indicator
construction. In this paper, square prediction error (SPE)
based on KPCA is utilized for performance degradation
assessment model establishment.

In view of the above-mentioned issues, we propose a
performance degradation assessment methodology of slew-
ing bearing based on MFO-CERLMDAN and KPCA. There
are three steps in the proposed method. First, CERLMDAN
optimized by MFO is employed to decompose the life-cycle
vibration signals. Second, statistic detection of KPCA is
employed to select fault PF components. Third, SPE is used
to assess the performance degradation. The effectiveness
of the proposed methodology has been validated using the
experiment data collected from a slewing bearing life-cycle
test. Experimental results illustrate that the proposed method
provides a robust signal de-noising and feature extraction
for enhanced performance degradation assessment capability.
The main contributions of this work are summarized as
follows:
(1) Adaptive decomposition method (CERLMDAN) is

employed to solve the mode mixing problem based on
noise-assisted approach.

(2) Parameter optimization of CERLMDAN using MFO
makes the signal decomposition have high gen-
eralization performance and satisfactory stabil-
ity. The proposed MFO-CERLMDAN outperforms
the other five methods (EEMD, VMD, LMD,
RLMD and CERLMDAN) in signal-noise sepa-
ration, highlighting the superiority of parameter
optimization.

(3) A novel selection strategy based on KPCA is proposed
to select fault PF components over life-cycle signals,
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and SPE is utilized for performance degradation assess-
ment model establishment.

The remainder of this paper is organized as follows:
In Section II, LMD and RLMD are briefly described.
CERLMDAN is introduced for the enhancement of adap-
tive signal decomposition. Section III outlines the system-
atic methodology of performance degradation assessment.
In Section IV, the proposed method is validated on numerical
and experimental signals obtained through a slewing bearing
highly accelerated life test. The conclusion remarks of this
paper and the recommendations for future research are pre-
sented in Section V.

II. METHODOLOGY
A. LMD
The essence of LMD is to decompose the non-stationary
modulation signal into a series of PF components. Each
PF component is formed by the product of an envelope signal
and a pure FM signal. For a given signal x(t), the detailed
process of LMD is presented as follows [20]:

Step 1: Calculate the maximum and minimum ni of sig-
nal x(t), and obtain the local mean mi and local magnitude ai
of each two successive extrema.

mi =
ni + ni+1

2
(1)

ai =
|ni − ni+1|

2
(2)

Step 2: Utilize the moving average method to obtain
the local mean function m11(t) and envelope estimate func-
tion a11(t). Subtract local mean m11(t) the from x(t).

h11 (t) = x (t)− m11 (t) (3)

Step 3: Divide h11(t) by a11(t) to get the FM signal s11(t).

s11(t) =
h11(t)
a11(t)

(4)

Step 4: Repeat the above process for s11(t) to obtain the
envelope function a12(t). The repeat implementation stops
when s1n(t) is a pure FM signal, and obtain the envelope
function a1(t) by multiplying all local envelope estimate
functions.

a1(t) = a11(t)a12(t) . . . a1n(t) =
n∏

q=1

a1q(t) (5)

Step 5: Obtain the first PF1 by multiplying a1(t) and
FM signal.

PF1 (t) = a1 (t) s1n (t) (6)

Step 6: Get residual signal u1(t) through the subtraction
of PF1 from x(t).

u1 (t) = x (t)− PF1 (t) (7)

Step 7: Repeat the circulation implementation of Step 1∼6.
The iterative optimization stops when uk (t) is a constant

or contains no oscillations. Then, x(t) can be decomposed
into k PFs and a residual signal uk (t).

x(t) =
k∑

p=1

PFp(t)+ uk (t) (8)

B. RLMD
As described in Section II-A, boundary condition, envelope
estimation, and sifting stopping criterion are three crucial
aspects of LMD. As an improvement of LMD, RLMD can
effectively improve all three aspects to improve the perfor-
mance of LMD. The optimized process of RLMD can be
listed as follows [22]:

Boundary conditions (update the Step 1 of LMD): Utilize
the mirror extension algorithm [44] to determine the sym-
metrical points at the left and right ends of the signal, then
calculate the local mean mi and local magnitude ai.
Envelope estimation (update the Step 2 of LMD): Employ

a statistical method based on the statistics theory to automat-
ically determine a reasonable fixed subset size for accurate
envelope estimation. Then, the moving average algorithm is
utilized as the smoothing algorithm of envelope estimation
for the local mean function m11(t) and envelope estimate
function a11(t).

Sifting stopping criterion (update the Step 4 of LMD):
Within the repeat implementation, the objective function to
describe the zero-baseline envelope signal is defined as

f = RMS (z (t))+ EK (z (t)) (9)

where z (t) = a (t)−1, i.e., the zero-baseline envelope signal.

RMS (z (t)) =

√√√√ 1
Ns

Ns∑
t=1

z (t)2 (10)

EK =

1
Ns

Ns∑
t=1

[z (t)− z̄]4(
1
Ns

Ns∑
t=1

[z (t)− z̄]2
)2 − 3 (11)

With the objective function, the proposed sifting stopping
criterion is described as follows: For a sifting process of the
ith PF, aij(t) is the smoothed local magnitude generated from
the jth iteration. In each iteration, the objective function value
fij can be calculated by its definition in (9). The proposed
sifting stopping criterion makes it decision depending on
fij, fij+1, and fij+2 obtained from three successive iterations.
If fij+1 > fij and fij+2 > fij+1, the sifting process stops and
returns the corresponding results at the (j − 1)th iteration;
otherwise, the sifting process continues until the iteration
number reaches a predefined value that indicates the maxi-
mum iteration allowed in each sifting process.

C. CERLMDAN
RLMD is superior to traditional LMD in decomposition accu-
racy and time-frequency resolution. However, RLMD still
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suffers from the mode mixing problem as LMD. As a result,
CERLMDAN is utilized to address the existing problem
of RLMD. Through adding a finite number of white noise
in the decomposition process, CERLMDAN can give an
exact reconstruction of signals without modemixing andwith
a better spectral separation of the PFs. The procedure of
CERLMDAN is briefly summarized as follows:

Step 1: Add white noise ε0ωi(t), i = 1, 2, · · · , I , to the raw
signal x(t) to obtain a new signal.

xi(t) = x(t)+ ε0ωi(t) (12)

where ε0 is the noise amplitude and I denotes the ensemble
trials.

Step 2: Implement RLMD for I times, and obtain the
first PF1. Subtract PF1 the from x(t) to get the first residual
signal u1(t).

PF1(t) =
1
I

I∑
i=1

PFi1(t) (13)

u1(t) = x(t)− PF1(t) (14)

Step 3: Implement RLMD for white noise ωi(t) and set
Rj(ωi(t)) as the jth function of white noise, decomposed
by RLMD. Add white noise ε1R1(ωi(t)) to the residual signal
u1(t) to obtain a new signal u1(t)+ ε1R1(ωi(t)). Decompose
u1(t) + ε1R1(ωi(t)) until their first RLMD function, and get
the second PF2 and residual signal u2(t).

PF2(t) =
1
I

I∑
i=1

R1(u1(t)+ ε1R1(ωi(t))) (15)

u2(t) = u1(t)− PF2(t) (16)

Step 4: Repeat the circulation implementation as described
in Step 2, and obtain the k th PFk and residual signal uk (t).

PFk (t) =
1
I

I∑
i=1

R1(uk−1(t)+ εk−1Rk−1(ωi(t))) (17)

uk (t) = uk−1(t)− PFk (t) (18)

Step 5: The iterative optimization stops when uk (t) is a
constant or contains no oscillations. Then, x(t) can be decom-
posed into k PFs and a residual signal uk (t).

x(t) =
k∑

p=1

PFp(t)+ uk (t) (19)

III. PERFORMANCE DEGRADATION ASSESSMENT BASED
ON MFO-CERLMDAN-KPCA
A. PARAMETER OPTIMIZATION OF CERLMDAN
USING MFO
Although CERLMDAN avoids the mode mixing com-
pared with LMD and RLMD, the uncertainty of noise
amplitude ε and ensemble trials I makes the signal decom-
position prone to low generalization performance and unsat-
isfactory stability. The aim of adding white noise is to
change the distribution of signal extreme points. Once white

noisemakes the distributionmost uniform, the decomposition
accuracy of CERLMDAN reaches the highest. In other words,
the smaller ε is, the less it can change the distribution of
extreme points, which means white noise cannot play the role
of uniform extreme point scale. Conversely, the larger ε will
increase the number of decomposition and the amount of cal-
culation. The ensemble trials I is utilized to reduce the influ-
ence of white noise. Although the increase of ensemble trials
can reduce the decomposition error and improve the decom-
position accuracy, it cannot been significantly improvedwhen
I increases to a certain extent. Consequently, the combination
of noise amplitude ε and ensemble trials I in CERLMDAN
are optimized by MFO for the improvement of signal decom-
position ability.

1) ENVELOPE SPECTRUM ENTROPY
Information entropy has been widely employed to measure
the instability of sample sequence. The more instable the
system is, the higher the information entropy is, otherwise the
opposite. Hence, vibration signals generated from a healthy
bearing have a low impact energy, while that collected from
a localized bearing damage have a high impact energy due
to periodic impulsive excitations. For fault signal, impulsive
excitation is relatively simple and stable, which means its
information entropy is low. On the contrary, noise signal
has strong randomness and complex components which has
high information entropy. In view of this, envelope spectrum
entropy is presented for the improvement of fault extrac-
tion in this paper. Through signal demodulation and Fourier
transform, information entropy of envelope spectrum signal
sequence can be obtained, which can better reflect the sparse
characteristics of raw signal. The calculation formula of enve-
lope spectrum entropy is:

He = −
N∑
j=1

qj log2
(
qj
)

(20)

qj = g (j)

/
N∑
j=1

g (j) (21)

where N is the number of samples. qj is the normalization of
envelope spectrum g(j).

2) MFO
MFO is a random heuristic search algorithm based on swarm,
which consider the lateral positioning of nocturnal moths as
a source of inspiration. Set matrices M and F as the moths
and flame, respectively. OM and OF store the fitness values
of moths and flame, respectively. Moths are the actual search
subjects moving in the search space, and flame is the best
position obtained by moths. The update optimization process
of MFO is as follows [25]:

After initializing the number and location of moth popula-
tion, the update mechanism of moth population is as follows:

M i = S(M i,Fj) = Di∗ebt∗ cos(2π t)+ Fj (22)

whereM i is the ith moth,Fj is the jth flame, S is the spiral line
function, Di = |Fj−M i| is the distance between the ith moth
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and the jth flame, b is a constant. In addition, t is random value
ε[r, 1], and r is the convergence constant linearly decreasing
from −1 to −2 in the iterative update process.

To avoid falling into local optimization, the flames are
sorted according to the fitness value to obtain an accurate
global optimal solution after each iterative update. Then, the
position of moths relative to the flame is updated, and the
number of flames is adaptively reduced through (23).

flame.no = round(N − l ∗
N − 1
T

) (23)

where N is the maximum number of flames, l is the current
number of iterations, and T is the maximum iterations.
Compared with other swarm optimization algorithms, the

biggest difference of MFO lies in that the particle search path
is spiral, and the particles move around the better solution in a
spiral way, rather than in a straight line. Therefore, MFO has
strong parallel optimization ability, which can widely explore
the search space and find the region with higher probability
of global optimum.

3) OPTIMIZATION PROCESS OF MFO-CERLMDAN
The detailed optimization process for ε and I of CERLM-
DAN is summarized as follows:

Step 1: Implement parameter initialization of MFO, like
the initial location, the population number of moth, number
of iterations L, and the swarm population size;

Step 2: Update the population number of moth by (23);
Step 3: Train signal decomposition model, and set mean

envelope spectrum entropy (MESE) as fitness function shown
in (24). Then, MFO is employed to optimize the parameters
of CERLMDAN, calculate the MESE of each moth M so as
to find the optimal moth with the best fitness function, i.e. the
flame F .

MESE =
1
k

k∑
p=1

He (p) (24)

Step 4: Update the position of moth in the search space
by (22), calculate the corresponding fitness value of moth,
and alter the order of flame according to the optimal solution;

Step 5: Repeat the circulation implementation of Step 2∼4.
The iterative optimization stops when the iterative number
reaches the maximal iterative number or when the fitness
function is no longer superior to global optimum. Then,
output the optimal parameter combination (ε, I ), and establish
the adaptive decomposition model.

B. STATISTIC DETECTION OF KPCA
Through calculating the contribution of each variable to the
principal component, KPCA is mainly applied to feature
dimensionality reduction. Besides, KPCA has been widely
used to identify abnormal conditions of equipment. The
main principle is to judge whether the signal is normal or
not through comparing that whether the projection of sam-
ple space X in principal component subspace and residual
subspace exceeds the threshold. Squared prediction error

(SPE) and Hotelling T2 statistics are two common statistical
detection methods. Considering that SPE statistics detection
is more sensitive to abnormal condition than T2 detection,
this study utilizes KPCA-SPE statistics to identify abnormal
condition.

SPE = ‖ϕ (x) , ϕk (x)‖2 =
n∑
i=1

t2i −
k∑
i=1

t2i (25)

where ϕ(·) is kernel function. n is the number of feature
dimension, and k is the number of principal component. ti
is the projection in the ith feature direction.

The threshold of SPE is given by:

SPElim = θ1 ·

[
cαh0 ·

√
2θ2

θ1
+ 1+

θ2h0(h0 − 1)

θ21

]1/h0
(26)

where cα is the Gauss distribution of confidence level (1 −

α)%. h0 = 1− 2θ1θ3/3θ22 , θd =
n∑

j=k+1
λdj (d = 1, 2, 3). λj is

the jth eigenvalue of covariance matrix of X .

C. PROPOSED PERFORMANCE DEGRADATION
ASSESSMENT
After life-cycle signal decomposition by CERLMDAN,
PFs contain the condition information of different frequency
bands, where high-frequency PFs mainly contain noise and
interference components, while low-frequency PFs include
fault information. Hence, due to the uniformity of random
white noise, high-frequency PFs change little at different peri-
ods of life cycle. Conversely, low-frequency PFs change obvi-
ously with the occurrence and aggravation of slewing bearing
fault. Inspired by this point, we define a weighted cumu-
lative value (WCV) of each PF during the entire life-cycle
as a selection criterion to highlight the overall trend of
each PF. Therefore, CERLMDAN-KPCA attempts to observe
the change trend of each PFs in the whole life cycle, and then
selects PFs which can best assess the performance degrada-
tion of slewing bearing. The detailed de-noising procedure is
listed as follows:

Step 1: Divide life-cycle vibration signal a(t) into K seg-
ments, ak (t) is the k th segment of a(t). (k = (1, 2, · · · , K )).
a1(t) represents the healthy signal under the normal operation
of slewing bearing.

Step 2: Implement CERLMDAN on each segment and
obtain H PFs, define the PFhk as the hth PF of ak (t)
(h = (1, 2, · · · ,H )).

Step 3: Split PFhk into multi-dimensional matrix Ghk ,
which is defined by (27).

Ghk

=


PFhk,1 PFhk,2 · · · PFhk,m

PFhk,m+1 PFhk,m+2 . . . PFhk,2m
...

...
...

PFhk,(i−1)m+1 PFhk,(i−1)m+2 . . . PFhk,L

 ,
m =

L
i

(27)
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where i is the dimension ofGhk , and set as 4 in this paper. L is
the length of PFhk .

Step 4: Set the first matrixGh1 as the healthy KPCAmodel,
and map Ghk into Gh1 getting the SPEhk statistics and root
mean square Rhk of SPEhk . Hence, Shk , obtained by using the
subtraction of Rh1 from Rhk , is defined as the indicator of the
change comparing each PFs of ak with a1.
Step 5: Calculate theWCV of Shk , which is defined by (28).

Obviously, the larger WCVh is, the more sensitive the PFh of
ak is, which has a larger anomaly over time and can represent
the degradation component of this signal.

WCVh =
K∑
k=2

(
Shk × Shk/

H∑
i=1

Sik

)
(28)

where
H∑
i=1

Sik is the cumulative value of H PFs at the

k th segment. The square of Shk is to emphasis on changing
trends of the hth PF.
Step 6: Select the PFs of each segment which have

larger WCV proportion, and obtain the reconstructed
signal aR(t). For a clear presentation of CERLMDAN-KPCA,
the de-noising process is depicted in Fig. 1.

FIGURE 1. Procedure of the proposed de-noising method.

After life-cycle signal de-noising, SPE statistics are uti-
lized as health indicator to access the performance degrada-
tion. The performance degradation assessment procedure is
shown in Fig. 2. After signal de-noising, the nth (n = [1,N ])
segments of the de-noised vibration signal aR(t) is split into
multi-dimensional matrix Gn. Set the first matrix G1 as the
healthy KPCA model, then G1, G2, . . . ,GN are projected
onto the healthy KPCAmodel to obtain SPE statistics (SPE1,
SPE2, . . . , SPEN ). By connecting every SPE, SPE is then
acquired to reveal the change of the vibration signal relative to
the normal condition. The flowchart of the proposed method
is shown in Fig. 3.

Besides, it should be noted that most of the existing signal
de-noising methods deal with signals with a few seconds or

FIGURE 2. Health indicator construction.

FIGURE 3. Flowchart of the proposed method.

even shorter duration. Conversely, this method aims at the
whole life vibration signal, which canmore accurately extract
the components that assess the performance degradation of
slewing bearing. Hence, it can be observed from the above
steps that this method can adaptively adjust the parameters
in the process of signal decomposition, fault component
selection and health indicator construction according to raw
signal characteristics. The whole signal de-noising can be
implemented without human intervention, which avoids the
tedious hand-crafting parameters in the existing methods.

IV. NUMERICAL VALIDATION AND EXPERIMENTAL
ANALYSIS
A. NUMERICAL VALIDATION
To validate the effectiveness of the proposed CERLMDAN,
a numerical test is implemented for comparison. However,
there is no relevant standard or widely accepted numerical
equation for slewing bearing. Considering the structural sim-
ilarity with common bearing, a series of periodic exponential
decaying high frequency oscillation is utilized to simulate
the impact signal produced by bearing local fault [45]. The
numerical signal can be described as:

x(t) = e−bt1 sin(2π fct) (29)

t1 = mod
(
t,

1
fm

)
(30)

where b is the exponential frequency. fc represents the carrier
frequency. fm denotes the modulation frequency.
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The parameters used in (29) and (30) are as follows:
the exponential frequency b = 800, the carrier frequency
fc = 1500 Hz. The modulation frequency fm is 10 Hz. Numer-
ical signal is generated by (29) and (30) with a sampling time
t = 0 ∼ 0.01s and sampling frequency 100 kHz. The numeri-
cal time series waveforms of bearing fault signal and random
noise are shown in Fig. 4(a) and Fig. 4(b), respectively. Then,
random noise is added to the bearing fault signal, as illustrated
in Fig. 5. From Fig. 5, it can be obviously observed that fault
signal with noise is completely submerged by noise. As a
result, MFO-CERLMDAN signal-noise separation method is
implemented on the numerical bearing fault signal.

FIGURE 4. Waveforms of numerical signals: (a) Bearing fault signal,
(b) Random noise.

FIGURE 5. Waveforms of numerical bearing fault signal with noise.

For the ease of understanding, only LMD, RLMD and
non-optimization CERLMDAN are tested to illustrate the
de-noising effect of MFO-CERLMDAN. The decomposi-
tion parameters noise amplitude and ensemble trials of non-
optimization CERLMDAN suggested by Wu and Huang [7]
are set as 0.2 and 100, respectively. To enhance the abil-
ity of decomposition, MFO is employed to optimize the
decomposition parameters of CERLMDAN. The noise ampli-
tude ε search interval [0.01, 0.5], ensemble trials I search
interval [1, 200].

Then, the fault signal with noise is decomposed using
LMD, RLMD, and non-optimization CERLMDAN shown
in Fig. 6. Through the optimization iteration as shown
in Fig. 7(a), noise amplitude and ensemble trials of
MFO-CERLMDAN are set as 0.2387 and 101, respectively.
The decomposition result of MFO-CERLMDAN is depicted
in Fig. 7(b). From Fig. 6 and Fig. 7, a series of PFs with
different frequency bands from high to low are obtained by

FIGURE 6. PFs of different methods: (a) LMD, (b) RLMD, (c) CERLMDAN.

FIGURE 7. Decomposition of MFO-CERLMDAN: (a) Iteration result, (b) PF.

four kinds of methods, and there exists some differences for
different decomposition methods. It can be observed that PFs
decomposed by LMD and RLMD are less than CERLMDAN
related methods owing to the noise-assisted influence. The
high-frequency noise are concentrated in the component PF1,
while the fault-related components mainly exist in PF2 of
RLMD and PF3 of LMD, non-optimization CERLMDAN
and MFO-CERLMDAN. However, compared with RLMD,
the imaginary component PF2 is generated by LMD. Hence,
the first two attenuation oscillations in PF3 of LMD and
PF2 of RLMD show obvious mode mixing. On the con-
trary, this phenomenon is smoothed out by non-optimization
CERLMDAN and MFO-CERLMDAN. Although the
addition of noise leads to the generation of imaginary com-
ponent (PF2 of non-optimization CERLMDAN and MFO-
CERLMDAN), the amplitude of imaginary component is
obviously lower than that of LMD. Therefore, it is reasonable
to conclude that the CERLMDAN related methods indicates
a good performance in the adaptive signal decomposition.

For simplicity, the decomposed PFs based on the proposed
method with kurtosis criterion is given in Table 1. It is found
that PF2 ∼ PF5 of LMD, PF2 ∼ PF4 of RLMD, PF2 ∼ PF6
of non-optimization CERLMDAN and PF2 ∼ PF7 of MFO-
CERLMDAN are determined as fault-related PFs according
to kurtosis criterion, which are greater than 3. Bymeans of the
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TABLE 1. Kurtosis index of decomposed PFs.

FIGURE 8. De-noised signals: (a) LMD, (b) RLMD, (c) CERLMDAN,
(d) MFO-CERLMDAN.

decomposition and reconstruction through these four meth-
ods, Fig. 8 shows the comparison of de-noised fault signals.
The orange dotted rectangular region is enlarged as shown in
Fig. 8. It can be observed that these four methods can remove
the majority of the noise, making the fault features which are
submerged in noise clearer. Among these four methods, LMD
shows the worst de-noising effect either at the wave crest
or later stable period. By the improvement of three crucial
aspects, RLMD removes the majority of noise than LMD.
Based on noise-assisted approach, CERLMDAN provides
better signal de-noising in comparison to RLMD, especially
at the third wave crest and late stable period. The main reason
to explain this phenomenon is the mode mixing problem
of LMD and RLMD, which affects the signal decomposi-
tion effect. MFO-CERLMDAN has the same high accuracy
with CERLMDAN, but impact components are mined more
obviously byMFO-CERLMDAN from a detailed observation
of the fourth and fifth wave crest. Besides, the other two
methods EEMD andVMD are carried out for the comparison.
Fig. 9 shows the de-noised results of EEMD and VMD.
Although these two methods also have the ability to remove
the majority of noise, the wave crest and later stable period
exist strong noise interference compared with LMD-related
methods. In summary, the proposed MFO-CERLMDAN has
a merit of accurate signal de-noising, highlighting the supe-
riority of parameter optimization.

To quantitatively evaluate the performance of each method
in signal de-noising, the mean squared error (MSE) and

FIGURE 9. De-noised signals: (a) EEMD, (b) VMD.

SNR are calculated to carry out the comparison. MSE is
employed to measure the deviation between de-noised and
raw signal, while SNR is utilized to determine the ratio of
noise level added to the signal. In other words, the smaller
MSE is, the lower de-noised error is, and the larger SNR is,
the lower the noise level is, which can represent the stronger
de-noising effect. The mathematical expression of MSE and
SNR are as follows:

MSE =
1
m

m∑
i=1

(xi − x̂i)2 (31)

SNR = 10 log10

( ∑
x2i∑

(xi − x̂i)2

)
(32)

where xi is the signal without noise. x̂i represents the de-
noised signal. m denotes the number of samples.
The MSE and SNR of de-noised signal based on EEMD,

VMD, LMD, RLMD, non-optimization CERLMDAN and
MFO-CERLMDAN are listed in Table 2. Although EEMD
and VMD perform better than LMD, RLMD is superior to
these two methods owing to the elimination of mode mix-
ing. However, the de-noising effect of RLMD is worse than
CERLMDAN-related methods which are based on noise-
assisted approach. Among these six methods, the MSE of
MFO-CERLMDAN are slightly lower, while the SNR is
higher, which means that the proposed method can effec-
tively improve the decomposition efficiency, suppress noise
and make the de-noised signal closer to the row fault vibra-
tion signal. Therefore, these results show that the proposed
MFO-CERLMDAN outperforms the other five methods in
signal-noise separation in our case study.

TABLE 2. Evaluating indicator of de-noised signals.

B. EXPERIMENTAL ANALYSIS
1) SLEWING BEARING TEST RIG
The slewing bearing test rig is designed to simulate the
life-cycle operation under the actual working condition.
Fig. 10 shows the line diagram of designed slewing bearing
test rig. The main test slewing bearing linked with accom-
panied slewing bearing through the bolt. The combination
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FIGURE 10. The structural diagram of slewing bearing test rig.

of cylinder 1 and cylinder 2 provides the axial force and
overturning moment. Cylinder 3 exerts radial force, which is
transferred to slewing bearing via top flange. Hence, slewing
bearing is driven by hydraulic motor cylinder 4. The physical
map of slewing bearing test rig is shown in Fig. 11. The key
parameters of slewing bearing test rig are listed in Table 3.

FIGURE 11. Physical map of slewing bearing test rig.

TABLE 3. Parameters of slewing bearing test rig.

To accelerate the test as much as possible, the limiting
operating condition load of slewing bearing is applied to
the test. The test slewing bearing used in the accelerated
life-cycle test is QNA-730-22 shown in Fig. 12 and its struc-
ture is homologous to the single-row four-point contact ball
structure with inner gear. Table 4 shows the parameters of test
slewing bearing. Hence, the test speed is suggested as rated
operating condition speed of 4 rpm.

Generally, the slewing bearing is mainly subjected to the
combination force of axial force, radial force and overturning
moment as shown in Fig. 13(a). Hence, to avoid repeated
quenching caused by raceway heat treatment, theremust be an
untreated area in the raceway, namely, soft belt. Meanwhile,
according to the load distribution, the soft belt should be
installed at the position with small bearing capacity as far as
possible. Therefore, four accelerometer sensors are mounted
at every 90 degree measuring interval as shown in Fig. 13(b).

FIGURE 12. Test slewing bearing.

TABLE 4. Parameters of test slewing bearing.

FIGURE 13. Structure and distribution of acceleration sensors:
(a) Structure diagram, (b) Acceleration sensors installation position.

The life-cycle test was stopped when the slewing bearing
was stuck and a failure occurred. The slewing bearing race-
way, ball and cage condition at the end of the test are shown
in Fig. 14. The spalling damage not only happened to inner
raceway, but also at the outer raceway, especially in the soft
belt area. Meanwhile, more stretch pitting and stretch marks
were formed in the ball and cage with the long-term cyclic
contact load.

To reflect the condition of slewing bearing, the vibration
signals of vibration sensors are collected. Taking into consid-
eration the maintenance of test rig, only 11 days vibration
signals are extracted as shown in Fig. 15. From Fig. 15,
we can observe that there exists an increasing trend in the
amplitude of vibration signals as the fault deteriorates. How-
ever, due to background noise in the raw time series data, not
much fault information can be extracted from the vibration
signal. Therefore, the proposed MFO-CERLMDAN-KPCA
is applied to signal de-noising according to the procedure
shown in Fig. 1.

2) DATA PROCESSING AND ANALYSIS
The raw time series signal is first divided into 11 seg-
ments according to the test time. We calculate the PFs of
each segment by performing MFO-CERLMDAN. Taken the
severe fault period as sample, different PFs decomposed
by these three methods (LMD, RLMD and CERLMDAN)
are shown in Fig. 16. According to parameter optimiza-
tion by MFO as shown in Fig 17(a), noise amplitude and
ensemble trials of CERLMDAN are set as 0.1370 and 149,
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FIGURE 14. Damage components of slewing bearing: (a) Inner raceway,
(b) Outer raceway, (c) Ball, (d) Cage.

FIGURE 15. Test vibration signals.

FIGURE 16. PFs of different methods: (a) LMD, (b) RLMD, (c) CERLMDAN.

that the involved method makes a satisfactory performance.
The decomposition result of MFO-CERLMDAN is depicted
in Fig. 17(b). From Fig. 16 and Fig. 17, the following
conclusions can be summarized: (1) the imaginary com-
ponent PF2 is generated by LMD, while this phenomenon
does not happen to RLMD; (2) Although the addition of
noise leads to the increase of PF components, mode mix-
ing is smoothed out by non-optimization CERLMDAN and
MFO-CERLMDAN; (3) Compared with non-optimization
CERLMDAN, especially in PF2, the decomposition results of
the proposed MFO-CERLMDAN have the highest accuracy
because it further strengthens the decomposition ability under
the suitable adaptive noise and ensemble trials. Through
the comparison of different decomposition methods, it is

FIGURE 17. Decomposition of MFO-CERLMDAN: (a) Iteration result, (b) PF.

FIGURE 18. PF selection of MFO-CERLMDAN-KPCA.

FIGURE 19. De-noised vibration signal of MFO-CERLMDAN-KPCA.

observed that MFO-CERLMDAN obtains the best model for
signal-noise separation of slewing bearing.

After life-cycle signal decomposition, fault component
selection is carried out. For simplicity, only the selection
procedure of MFO-CERLMDAN is presented as below and
the de-noising effectiveness is compared with the other three
approaches. To obtain more accurate changes for each PF, the
WCV of each PF is calculated. Fig. 18 shows the results. It can
be seen that the 3th, 4th and 7th PFs have a higher proportion
in all PFs. Then, these three PFs are selected to reconstruct
the signal. The raw and de-noised signals using the MFO-
CERLMDAN-KPCA are shown in Fig. 19.

To validate the superiority of MFO-CERLMDAN-KPCA,
LMD-KPCA, RLMD-KPCA and CERLMDAN-KPCA are
utilized to de-noise the vibration signals for the comparison.
Fig. 20 shows the de-noised results of the other three de-
noised methods, highlighting that a considerable white noise
reduction can be achieved with accurate signal decomposi-
tion and proper PFs selection which contain the sensitive
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FIGURE 20. De-noised vibration signals: (a) LMD-KPCA, (b) RLMD-KPCA,
(c) CERLMDAN-KPCA.

fault information. It is clear that the proposed method MFO-
CERLMDAN-KPCA (Fig. 19) and CERLMDAN-KPCA
(Fig. 20(c)) shows the performance degradation informa-
tion more clearly, while that in LMD-KPCA (Fig. 20(a))
and RLMD-KPCA (Fig. 20(b)) de-noised signal seem to
be buried in background noise, especially at the early and
later period of LMD-KPCA, and middle period of RLMD-
KPCA. It can be observed from Fig. 19 and Fig. 20(c) that
there is an obvious fluctuation in amplitude around at early
period, indicating a running-in process in health status of the
slewing bearing. However, such an increase is not visible in
Fig. 20(a) and Fig. 20(b). Moreover, MFO-CERLMDAN-
KPCA provides better signal de-noising in comparison to
CERLMDAN-KPCA from an overall trend observation.

After the comparison of KPCA with different decompo-
sition methods, MFO-CERLMDAN can effectively improve
de-noising accuracy. However, the above analysis only focus
on LMD-related decomposition method. Therefore, another
issuewith adaptive signal de-noising are related to how differ-
ent common decomposition methods influence the accuracy
of signal de-noising. For the purposes of the comparison,
another two methods are selected to validate the effectiveness
of the proposedMFO-CERLMDAN-KPCA based de-noising
model: EEMD and VMD. To conduct a fair comparison,
KPCA is utilized as the fault selection strategy for EEMD and
VMD. Fig. 21 shows the comparison of de-noised signals.
It can be observed that performance degradation information
is not visible in the severe fault period of EEMD-KPCA,
and the middle period of VMD-KPCA is occupied by noise.
Therefore, the results illustrate that the proposed de-noising
method MFO-CERLMDAN-KPCA has a better de-noising
effect on such low signal-to-noise vibration signals.

After the signal de-noising of vibration signal, SPE statis-
tics are utilized as health indicator to access the performance

FIGURE 21. De-noised vibration signals: (a) EEMD-KPCA, (b) VMD-KPCA.

FIGURE 22. Health indicator SPE: (a) LMD-KPCA, (b) RLMD-KPCA,
(c) CERLMDAN-KPCA, (d) MFO-CERLMDAN-KPCA.

FIGURE 23. Health indicator SPE: (a) EEMD-KPCA, (b) VMD-KPCA.

degradation. According to the flowchart shown in Fig. 2,
Fig. 22 and Fig. 23 depicts the health indicator SPE of differ-
ent de-noised signals. The health indicator is more sensitive
to the performance degradation of slewing bearing, and SPE
intuitively presents the overall progression of health degra-
dation compared with raw vibration signal. However, there
exists abnormal fluctuation at fifth day of LMD-KPCA and
RLMD-KPCA. Conversely, SPE of CERLMDAN-KPCA
and MFO-CERLMDAN-KPCA remain stable until the sev-
enth day of abnormal rise. It should be noted the slew-
ing bearing was dismantled and maintained at the seventh
day due to the abnormal sound, which can explain the
abnormal rise. However, the maintenance is not reflected
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FIGURE 24. RMS of different LMD-related de-noised methods.

in the SPE trend of CERLMDAN-KPCA. Besides, same as
de-noised signals, the amplitude of EEMD-KPCA is lower
than MFO-CERLMDAN-KPCA, and there exists a sharp
rise in VMD-KPCA at the fifth day. Therefore, Fig. 22 and
Fig. 23 highlight that the SPE feature of MFO-CERLMDAN-
KPCA has the ability to accurately assess the performance
degradation of slewing bearing.

It can be observed that SPE is utilized to reflect the data
difference between normal signals with online operation sig-
nals. The calculated value of SPE is non-negative, and there
are no spectral characteristics of SPE. To further reflect the
ability of performance degradation assessment, time domain
feature is extracted from SPE of different signal de-noising
methods for the comparison. The widely used time domain
feature is root mean square (RMS), and it is sensitive to
progressive deterioration assessment. As a result, the trend
of RMS extracted from SPE of de-noised signals as shown in
Fig. 24. It can be observed that all the extracted RMS depict
a significant increase in amplitude over the life cycle of slew-
ing bearing and thus reflect its degradation trend. However,
there are many differences in the trend of each RMS. RMS
extracted from LMD-KPCA has the lowest amplitude at the
late period, which means that its de-noised effect is the worst.
Hence, there exists an obvious abnormal rise of RLMD-
KPCA, which is consistent with the observation in Fig. 20(b).
Among these four methods, RMS of MFO-CERLMDAN-
KPCA shows a steady trend at the early-middle period, while
the amplitude is highest at the late period, which means
that the proposed method can capture overall degradation of
slewing bearing. Fig. 25 shows the comparison of different
traditional de-noised methods. EEMD-KPCA has the low-
est amplitude at the late period, while VMD-KPCA exists
abnormal rise at the second day. After the comparison of
different methods, it is concluded that RMS of SPE with
MFO-CERLMDAN-KPCA obtains the best model for per-
formance degradation assessment of slewing bearing.

After the comparison of different methods, MFO-
CERLMDAN-KPCA is even more promising for facilitating
the process of slewing bearing signal de-noising. To further
emphasize the significance of signal de-noising, RMS of SPE
based on raw signal is selected to validate the effectiveness of
the proposed MFO-CERLMDAN-KPCA de-noising model.

FIGURE 25. RMS of different traditional de-noised methods.

FIGURE 26. SPE and its RMS of raw signal: (a) SPE, (b) RMS.

Fig. 26(a) shows the health indicator SPE based on raw signal,
and Fig. 26(b) illustrates the RMS of SPE. From Fig. 26, the
following conclusions can be summarized: (1) Although the
amplitude of raw vibration signal is larger than de-noised
vibration signals shown in Fig. 19, SPE of raw vibration
signal is lower than that of de-noised signals. The reason to
explain this phenomenon is that the fault of slewing bearing
is submerged by noise before signal de-noising, resulting in
poor detection effect. (2) The SPE and its RMS extracted
from raw signal rises at the fourth day, which is inconsistent
with the degradation process of slewing bearing. Therefore,
the implementation of MFO-CERLMDAN-KPCA signal de-
noising cannot make the fault characteristics which are sub-
merged in noise clearer, but also substantially improve the
accuracy of performance degradation assessment.

The main reason to explain good performance of our
proposed method is the signal decopmposition strategy of
MFO-CERLMDAN, which can avoid mode mixing based
on noise-assisted approach and parameter randomness based
on swarm optimization algorithm. However, different from
noise-assisted approach of CERLMDAN-related methods,
the decomposed components of LMD suffer from mode
mixing. Although RLMD is superior to traditional LMD
in decomposition accuracy and time-frequency resolution,
it still has the same problem with LMD. Conversely,
CERLMDAN, which has a great performance using noise-
assisted approach, may bring into a less optimal spectral sep-
aration with the inappropriate combination of decomposition
parameters.

To sum up, the research emphasis of the proposed method
includes: (1) Adaptive signal decomposition: Based on
noise-assisted approach, CERLMDAN can generate PFs with
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the proper scale and less residual noise, and solve the mode
mixing problem. MFO can capture parameters combination
as appropriate as possible, which ensures high decomposi-
tion accuracy. (2) Effective fault component selection: Under
the premise of high decomposition accuracy, another factor
of signal de-noising depends on fault component selection
strategy. In view of life-cycle vibration signals, statistic detec-
tion of KPCA can extract those components which have
specific signature for their standard condition that changes
with the development of fault. Therefore, the combination
of MFO-CERLMDAN and KPCA method highlights high
performance, which makes this method more suitable for
slewing bearing performance degradation assessment.

V. CONCLUSION
This paper presents a novel performance degradation assess-
ment methodology based on improved CERLMDAN. The
proposed method is used for the large-size low-speed slew-
ing bearing. The life-cycle vibration signals from a slewing
bearing highly accelerated life test are analyzed to validate
the superiority of the proposed method. Based on noise-
assisted approach, CERLMDAN outperforms the LMD and
RLMD in signal-noise separation. To avoid the randomness
of hyper parameters in CERLMDAN, the combination of
noise amplitude and ensemble trials in CERLMDAN is opti-
mized by MFO for the improvement of signal decomposition
ability. Hence, the accuracy of numerical signal de-noising
based on MFO-CERLMDAN is superior to the other two
traditional decomposition methods EEMD and VMD. In this
paper, four LMD-related life-cycle signal de-noisingmethods
are analyzed: LMD-KPCA, RLMD-KPCA, CERLMDAN-
KPCA and MFO-CERLMDAN-KPCA. Moreover, EEMD-
KPCA and VMD-KPCA are presented to further emphasize
the effectiveness of the proposed method. The experiment
results demonstrate that the proposed MFO-CERLMDAN
with KPCA cannot only improve the signal decomposition
accuracy, but also select the most representative components
throughout the life-cycle signals. In terms of feature extrac-
tion, SPE based onMFO-CERLMDAN-KPCA can assess the
performance degradation of slewing bearing compared with
the other five methods.

Besides, maintenance plans based on health condition divi-
sion can shorten maintenance intervals, thus reduce main-
tenance costs. However, there is no uniform criterion for
judging life conditions of slewing bearing. Future works will
focus mainly on how to set failure threshold according to
health indicator. Meanwhile, how to improve the computa-
tional efficiency of parameter optimization in CERLMDAN
should be explored further. Furthermore, this numerical vali-
dation can be considered as the first investigative step since it
concerns a single exponential decaying high frequency oscil-
lation and therefore its effectiveness of a multi-component
example has to be proved with further investigations. Also,
the future work will mainly focus on the development of
online assessment system, making it convenient for the appli-
cation in actual engineering to realize the worry-free industry.
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