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ABSTRACT This study presents a compact L-points discrete cosine transform (DCT) hardware accelerator
forM -pointsMel-scale Frequency Cepstral Coefficients (MFCC). Themain contributions of this work can be
summarized as 1) proposing an algorithmwith lower complexity; 2) achieving higher accuracy performance;
3) implementing a low-cost accelerator with a unique group of cosine coefficients. For algorithm derivation,
the proposed method converts the original formula into the type IV of discrete cosine transform (DCT-IV)
with a preprocessing procedure. The kernel computation of DCT-IV can be further derived into the same
cosine multiplication with the proposed preprocessing. Therefore, a total of (M -1) (L-1) additions, (M -1) L
multiplications, and L coefficients are required for the computation. Compared with Jo et al.’s algorithm, the
proposed method respectively reduces the number of additions and multiplications by 42.32 % and 41.67 %.
Instead, the number of coefficients is increased by 33.33 %. Moreover, the proposed algorithm exhibits a
higher peak signal-to-noise ratio (PSNR) value which is achieved at 90.1dB with a 16-bit coefficient word
length. For hardware realization, the FPGA implementation results show that it can operate at a clock rate
of 135.85 MHz and requires only 113 combinational elements, 87 registers, 3 DSP multipliers, 64× 16 bits
RAM and 32 × 16 bits ROM. Overall, it would be a good choice for integrating MFCC applications in the
future.

INDEX TERMS Discrete cosine transform (DCT), hardware accelerator, Mel-scale frequency cepstral
coefficients (MFCC).

I. INTRODUCTION
Recently, Mel-scale frequency cepstral coefficients (MFCC)
[1], [2] have been used to generate the feature vectors
of sounds in speech recognition by combining them with
convolutional neural network (CNN) and deep neural net-
work (DNN) models [3], [4]. Moreover, the MFCC-based

The associate editor coordinating the review of this manuscript and
approving it for publication was Farid Boussaid.

deep learning recognition algorithm has been widely used in
heart sound recognition [4], semantic analysis [3], emotion
analysis [5], and keyword detection [6]–[8]. Both fast Fourier
transform (FFT) and discrete cosine transform (DCT) are
very computationally intensive in MFCC processing. There
are some well-known fast algorithms, such as radix-2 and
mixed-radix FFT which have been developed and used for
MFCC [9]. However, the DCT computation in MFCC has not
received too much attention.
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Moreover, some problems with sliding and hopping DFTs
were developed in [10]–[12]. For DCT computation, most
of the studies such as [13], [14] focused on the derivation
of modified DCT (MDCT) and modified discrete sine trans-
form (MDST) by converting the formula to the type IV of
DCT in the applications of audio codec. However, not too
much attention has been paid to the definition of DCT in
MFCC computation.

Recently, most approaches [9], [15]–[19] compute the
DCT coefficients by using the direct mapping method. This
means that storing the cosine coefficient in memory requires
a set ROM whose size is M × L × word length. More-
over, a fully parallelized DCT design [16] also requires a
large number of hardware resources. To reduce the memory
usage and hardware cost, Jo et al.’s method developed an
approximate calculation in (16), [15] for sine coefficients and
used one multiplier–accumulator (MAC) in kernel process-
ing unit. Compared with conventional designs, reduction of
memory usage and hardware cost can be improved at the
expense of accuracy and complexity on DCT computation.
In this work, an improved DCT algorithm extended from
[20] is proposed to reduce the cost of memory usage and
increase the accuracy of computation. A unique group of
cosine coefficients is derived and mapped into a small size
memory with a memory address generator. It is worth noting
that there is no extra approximate calculation cost compared
with Jo et al. [15]. The proposedmethod converts the original
DCT formula into DCT-IV using a preprocessing procedure.
The kernel computation of DCT-IV is further derived in
the same cosine multiplication with the preprocessing in the
proposed method. Overall, only (M -1) × (L-1) additions,
(M -1) × L multiplications, and L coefficients are needed for
the computation.

The rest of this paper is organized as follows: Section II
gives an overview of the previous work. In Section III,
presents the proposed algorithm in detail, and designs
the compact architecture with memory address and sign
exchange generator. Section IV presents the comparison
results between previous works and the proposed method.
Finally, in Section V the conclusions are presented.

II. PREVIOUS WORK AND ITS REALIZATION
The definition of the DCT conversion in MFCC is given
in (1), where M and L are set as 13 and 32, respectively,
in [10]. After substituting n = l-1 into (1), the equation can
be written as (2), where n ranges from 0 to L-1.

C [m] =
L∑
l=1

X [l] cos
(
m (l − 0.5) π

L

)
,

m = 1, . . . ,M − 1. (1)

C [m] =
L−1∑
n=0

X [n+ 1] cos
(
2m (2n+ 1) π

4L

)
,

m = 1, . . . ,M − 1. (2)

A. DIRECT COMPUTATION IN IMPLEMENTATION
As shown in (2), the input sequence X[n + 1] is stored in
a RAM, and the cosine function is generally realized in a
ROM. After performing multiplication and summation, the
coefficients of C[m] is calculated by different m values. In the
implementation, the numbers ofm and nmust be sequentially
counted. For the cosine function, two indicesm and n directly
change the cosine coefficients and then a total of (M -1) × L
cosine coefficients are needed to store in ROM. To obtain the
correct cosine coefficients, an address generator is developed
according to the proposed algorithm which is presented in
Section II (B).

B. TRIGONOMETRIC APPROXIMATION METHOD
Aunified lookup table (LUT) using the trigonometric approx-
imation method as shown in (3) is adopted in the implemen-
tation of Jo et al. [15] by (4), where 0 ≤ addr < 2L, L =
32, α = addr AND 110000(2), β = addr AND 001100(2), and
γ = addr AND 000011(2).

sin (A+ B+ C) ≈ sin (A+ B)+ cos (A) sin (C) . (3)

sin
(
π

2
·
addr
2L

)
= sin

(
π

2
·
α + β + γ

2L

)
≈ sin

(
π

2
·
α + β

2L

)
+ cos

(π
2
·
α

2L

)
× sin

(π
2
·
γ

2L

)
. (4)

Let the L value be a power-of-two in the trigonometric
function, and you get the best of ROM sizes. However, the
trigonometric approximation must pay the price of lower
accuracy and added computational complexity. To convert the
cosine function into a sine function, (2) can be further derived
as:

C [m] =
L−1∑
n=0

X [n+ 1] sin
(
π

2
·
(4mn+ 2m+ 2L)

2L

)
. (5)

Unlike the direct computation, the value generated by the
address generator ranges from 0 to 2L-1, but the value of
(4mn+2m+ 2L) would have a larger dynamic range in com-
putation. Thus, additional operations are needed to convert
the angle between 0 and π /2. Table 1 shows the pseudo
algorithm for generating the essential memory address, where
addr is the memory address, SIN_origin and SIN_approx
are the non-approximation and approximation of sine func-
tions, respectively, as defined in (4). Based on (4), (5), and
Table 1, it can be easily observed that the memory size
depends on the computation of (24+ 22+ 22), and 24 trigono-
metric coefficients are stored in three different ROMs. Com-
pared to the conventional method, this method can realize
the sine and cosine functions, and reduces the memory size
by 62.5 %, i.e., 40 coefficients in the implementation. The
advantage lies in the use of the coefficient memory and not
in the computational complexity. In terms of computational
complexity, this method requires a total of takes 2(M -1) ×L
multiplications and (M -1) × (2L-1) additions excluding the
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TABLE 1. Proposed pseudo code for memory address and sine coefficient
generators based on formula (5).

memory address generator operation. Hence, two issues are
required to address 1) proposing a novel algorithmwith lower
complexity; 2) implementing a low-cost and high-accuracy
accelerator with a unique group of cosine coefficients.

III. PROPOSED DCT ALGORITHM AND
ARCHITECTURE DESIGN
Since a power-of-two (L value) is used in the DCT com-
putation, a unique-group of cosine coefficients leads to a
smaller memory requirement, which is a better solution than
the trigonometric approximation method. Moreover, it can be
mapped into a low-cost and compact structure for hardware
implementation.

A. ALGORITHM DERIVATION
Applying the sum and difference identity into (2), we obtain
the following:

C [m] =
L−1∑
n=0

X [n+ 1] cos
(
(2m+ 1) (2n+ 1) π

4L

)
× cos

(
(2n+ 1) π

4L

)
+

L−1∑
n=0

X [n+ 1] sin
(
(2m+ 1) (2n+ 1) π

4L

)
× sin

(
(2n+ 1) π

4L

)
. (6)

The sine part of (6) can be derived into (7), and the original
DCT computation is further converted from (2) to the type-IV
of the DCT kernel, as shown in (8), where the preprocessing

method of Xm
1 [n] is defined as (9).

L−1∑
n=0

X [n+ 1] sin
(
(2m+ 1) (2n+ 1) π

4L

)
× sin

(
(2n+ 1) π

4L

)
=

L−1∑
n=0

X [L−n]×(−1)m cos
(
(2m+1) (2n+1) π

4L

)
× cos

(
(2n+ 1) π

4L

)
(7)

C [m]=
L−1∑
n=0

Xm
1 [n] cos

(
(2m+ 1) (2n+ 1) π

4L

)
(8)

Xm
1 [n]=

(
X [n+ 1]+(−1)m X [L − n]

)
cos

(
π

2
·
2n+ 1
2L

)
(9)

It can be observed that the values of the cosine function,
i.e., (2n+1) in the numerator are all odd numbers and they are
also co-primewith (2L) in the denominator. This result means
that only L memory sizes are required for the implementation.
Looking at the angle of the cosine function in (8) and (9), the
main difference is the multiplication of (2m+1) which is also
an odd value and a co-prime value to (2L). For this reason,
these cosine coefficients would have many repetitions rotated
around a circle. Therefore, (8) can be rewritten into (10)–(13)
with the same cosine function by changing and reordering the
index n into n^, where the symbol S0 is applied to determine
the sign exchange operation of the cosine function. If the
angle is greater than π /2, it is converted to a value less than
π /2 according to the symmetry of the trigonometric identity.

C [m]=
L−1∑
n̂=0

Xm
1

[
n̂
]
× (−1)S0 × cos

(
π

2
·
2n̂+ 1
2L

)
(10)

addrmn=mod ((2mn+ m+ n) , 4L) (11)

n̂≡


addrmn, 0 ≤ addrmn < L
2L − 1− addrmn, L ≤ addrmn < 2L
addrmn − 2L, 2L ≤ addrmn < 3L
4L − 1− addrmn, 3L ≤ addrmn < 4L

(12)

S0≡


0, 0 ≤ addrmn < L
1, L ≤ addrmn < 2L
1, 2L ≤ addrmn < 3L
0, 3L ≤ addrmn < 4L

(13)

Based on the above derivations, the proposed algorithm
has a very simple computational kernel with the same mul-
tiplication of cosine function in (9) and (10). The number
of the cosine coefficients can be completely shared with
the preprocessing procedure and the computational kernel.
For preprocessing, 2L additions, 2L multiplications, and L
coefficients are required. In the kernel design, there are
(M -1) × (L-1) additions and (M -1) ×L multiplications are
required for computation. Figure 1 shows the flowchart of the
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FIGURE 1. Flowchart of the proposed algorithm.

FIGURE 2. Proposed compact hardware accelerator design.

proposed novel algorithm. Table 2 shows the corresponding
pseudocode with a unique group of cosine coefficients and
the function of the memory address generator.

B. COMPACT ARCHITECTURE DESIGN
The definitions of (9)–(13) can be directly mapped into a
hardware structure in terms of a controller, a memory address
generator, and a processing unit (PU) as shown in Figure 2.
For the pre-processing in (9), two-input data is first fed into
the data memory. Then, the data is extracted to PU to perform
the operations of sign exchange, addition, and multiplication.
Next, the controller assigns the address generator to access
the data memory (RAM) and the sine coefficient memory
(ROM). Results are received from the accumulator after PU
completes all computations. Finally, all DCT coefficients,
i.e., C[m] are well calculated and written back to the data
memory.

C. MEMORY ADDRESS AND SIGN EXCHANGE
GENERATOR DESIGN
In the proposed design, the memory address generator should
follow two different counting methods for the data memory

TABLE 2. Pseudo code for the proposed algorithm with memory address
generator.

and the coefficient memory, as shown in Figure 2. The first
one is to provide a sequential count for accessing the data
memory. For the coefficient memory, the other address gener-
ator follows the proposed derivation as shown in (11) and (12)
as well as (#15) to (#29) in Table 2.

In the hardware implementation of the modulo operation, a
9-bit result for calculating (2mn+m+n) would be generated
first, and then this temporary result would be stored from bit
[6] to bit[0]. Finally, this temporary 5-bit memory address
would follow the four conditions in (12) to decide whether
to execute the NOT operation or keep the current situation.
As mentioned earlier, the proposed memory address genera-
tor is clearly a low-cost design. Similar to thememory address
generator design, the sign exchange operation also follows the
same rule in (13) so it can be directly mapped to one XOR
operation to produce a 1-bit S0 value listed as #19, #22, #25,
and #28 in Table 2. Figure 3 shows that the proposed memory
address generator is designed for the cosine function.

IV. COMPARISION AND DISCUSSION
In this section, the performance metrics in terms of com-
plexity, accuracy, and resource cost are used to evaluate
the difference between the proposed algorithm and previous
works. The key parameters ofM and L are set here to 13 and
32, respectively. The number of additions, multiplications,
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FIGURE 3. Proposed memory address generator for cosine function.

TABLE 3. (A) Complexity analysis of preprocessing computation between
previous and proposed designs. (B). Complexity analysis of kernel
computation between previous and proposed designs. (C). Complexity
analysis of all computations between previous and proposed designs.

TABLE 4. PSNR analysis with different word lengths of coefficients for
various algorithms.

and coefficients are carefully considered when calculating
the complexity. The peak signal-to-noise ratio (PSNR) is
used to estimate the impact on accuracy for different word
lengths (WL).

TABLE 5. Word length selection for proposed hardware accelerator
design.

TABLE 6. PSNR analysis for various algorithms.

TABLE 7. Hardware cost analysis for various DCT accelerator kernel
design.

A. COMPUTATIONAL COMPLEXITY
Table 3 lists the analytical results for different algorithms.
Here, ‘‘Add’’, ‘‘Mup’’, and ‘‘Coeff’’ are presented as addi-
tion operation, multiplication operation, and trigonometric
coefficient, respectively. Note that both the direct method
and [16]–[19] follow the definition derived in (2). Table 3 (a)
summarizes that no operations are required in the prepro-
cessing for the direct method and the Jo et al. [15] method.
However, in the method of Lai et al. [20] and the proposed
method, 64 additions and 64 multiplications are required.
In addition, 32 cosine coefficients are required for conversion
to a DCT-IV kernel computation in Table 3 (b). For the kernel
part in Table 3 (c), the direct method requires 372 additions,
384 multiplications and 384 coefficients, respectively.

To reduce the number of coefficients used, the trigono-
metric approximation method of Jo et al. [15] requires only
24 sine coefficients but increases the numbers of addition
and multiplication by 103.22 % and 100 %, respectively.
The proposed algorithm requires the less number of additions
and multiplications compared with Jo et al. [15]. By using
unique-group cosine coefficients, no additional cosine coeffi-
cients are required in the kernel design. Overall, the proposed
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TABLE 8. FPGA implementation results of the proposed DCT accelerator.

method reduces the number of additions and multiplications
by 42.32 % and 41.67 %, respectively, although it increases
the number of coefficients by 33.33 %, compared with the
algorithm of Jo et al. [15].

B. COMPUTATIONAL ACCURACY
For accuracy analysis, 105 times DCT operations are required
in different algorithms. The input, output, and cosine coef-
ficient are set to 16-bit, 16-bit, and variable word length,
respectively. The other computational nodes are all simu-
lated by floating-point format in MATLAB. Table 4 shows
the PSNR comparison results, and makes it clear that the
proposed algorithm has outstanding performance as well as
a direct method. The algorithm of Jo et al. [15] applies
approximate computation so the PSNR values with different
WL of coefficients are approximately 56 dB which are lower
than those of the proposed method.

In this paper, a dynamic range analysis is performed for
all computational nodes in the proposed algorithm. Then, the
WL of input and output are both set to 16 bits. By averaging
106 random input sets, the WL information of all compu-
tational nodes can be obtained as listed in Table 5. To be
specific, the WL of the register (R) is set to 21-bit to maintain
the accuracy of the accumulator.

Following the results of Table 5, Table 6 shows the addi-
tional analysis by averaging 104 random input sets with
truncation for each computational node. Here, the ideal
computation (Ideal) is excluded without truncation for all
internal nodes. Unlike all the truncation nodes of the different
algorithms, ‘‘Ideal’’ uses 16-bit word lengths for input and
output but retains floating computation for the other compu-
tational nodes. Changing different WL of coefficients (WL
of Coeffs), it shows that the proposed algorithm has better
performance than [15] and [20]. Furthermore, it is suggested
to set the WL of coefficients of the proposed algorithm to
16-bit, because the results show that the PSNR values become
saturated. If a higher PSNR value is needed for the proposed

algorithm, the WL of the fractional part of the accumulated
register (R) can be adjusted from 16-bit to 20-bit in the
implementation.

C. HARDWARE COST AND RESOURCE USAGE
Table 7 lists the hardware cost results of various algorithms.
The DCT design by Abed et al. [17], provides only a rough
hardware block with multiplier, adder, and address logic. For
fast parallel computation,MFCC computation implements 15
DCT blocks (M = 24, L = 16) as shown in Figure 4,
[16] by Boujelben and Bahoura. Each DCT block includes
a ROM, a MAC unit, and an output register for calculating 15
MFCC coefficients. Boujelben and Bahoura’s design requires
a total of 24× 15 words to store the cosine values, although it
has outstanding data throughput per transformation (DTPT).
In contrast, the direct method only requires one register,
one adder, and one multiplier to recursively accumulate the
multiplication result as (2); however, it still requires 384 ×
16 bits for coefficient ROM. Jo et al.’s design [15] also
requires an extra adder and a multiplier for the trigonometric
approximation so that eventually one register, two adders, and
two multipliers are needed for the implementation. This also
means that the critical path is longer than the proposed design
due to the sequential computation, i.e., sine coefficients must
be generated before the multiplication and accumulation are
calculated. The hardware cost of Lai et al.’s algorithm [20]
is comparable to that of the direct method. It requires fewer
coefficients in ROM but an additional memory address gen-
erator (AddrGen) design. To have a compact design and
to handle a larger number of memory generators, the pro-
posed method uses less hardware cost with a simple memory
address generator compared with previous methods.

Table 8 shows the FPGA implementation results of the
proposed DCT hardware accelerator. The memory address
generator requires exactly 42 combinational elements and
7 registers in the implementation. In total, the proposed accel-
erator requires 104 combinational elements, 87 registers,
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3 DSP multipliers, 64 × 16 bits RAM and 32 × 16 ROM for
implementation. Moreover, it can operate at a clock rate of
135.85 MHz. As for the computational latency per transfor-
mation, it takes a total of 3.56 µs to compute 13 coefficients.
As for the power consumption, the proposed hardware would
consume 7.17 mW under the condition of a 100 MHz clock
rate. Based on these outstanding results, the proposed method
would be a simple and compact design for future MFCC
applications.

V. CONCLUSION
In this study, a new DCT design with unique-group cosine
coefficients for MFCC is presented. It not only reduces
the use of the coefficient ROM, but also has low hardware
cost compared to previous works. In addition, the proposed
method achieves higher computational accuracy in our exper-
iments and will be a better solution for integrating the whole
MFCC in the future.
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