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ABSTRACT This study proposes a dynamic traffic engineering method to improve network resource
utilization efficiency without affecting important services in an integrated service network where multiple
grades of service are accommodated. Network resource utilization is biased over time because future
fluctuations in traffic demand are unpredictable. Although a service network provider prefers to re-optimize
network resource utilization using a dynamic traffic engineering, it is often superfluous for users who do not
want their mission-critical communications, for example, executive web meetings or online surgery, to be
affected. Therefore, we classified traffic into very important packets and commoners, and only commoners
were dynamically optimized. To classify traffic, we assigned the identifier to a packet on the application
side. In this approach, only the application and edge nodes of the network required modification; the core
network routers were unaffected. Furthermore, we established the architecture of the edge node using a
software-defined network controller and P4 switch. We also provided an algorithm for optimization based
on linear programming and demonstrated that it is possible to improve network resource utilization efficiency
without affecting very important packets and that the computational and memory costs are practical.

INDEX TERMS Linear programming, P4, software defined networking, traffic engineering.

I. INTRODUCTION
In Society 5.0, telecom networks play an important role in
providing virtual spaces in which diverse data are closely
linked. In telecom networks, to efficiently accommodate a
variety of traffic that increases year by year, a network is
designed as an integrated service network. The integrated
network provides multiple grades of services, such as an
access network to the best-effort Internet or a guaranteed
virtual private network (VPN).

For the unstoppable traffic growth that has continued
over the past few decades in telecom networks, traffic engi-
neering (TE) techniques have been widely studied [1]–[12].
TE techniques optimize traffic routes statically or dynami-
cally to improve network resource utilization. In particular,
the recent emergence of technologies that increase network
programmability, such as software-defined networks [13] and
P4 switch [14], has increased the feasibility of dynamic
TE techniques. For example, network resource utilization
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is biased over time, because future fluctuations in traffic
demand are unpredictable. Applying TE techniques to this
situation can eliminate resource utilization bias and postpone
the timing of capital investment.

Although dynamic TE improves the efficiency of equip-
ment utilization from the perspective of the service network
provider, it has a risk of instantaneous quality degradation
caused by rerouting. From the user’s perspective, if they
use mission-critical communications, such as executive web
meetings or online surgery, and are satisfied with the cur-
rent quality of services, they would rather not change their
networks. Because network operators understand the user’s
psychology, TE is difficult to implement. On this basis,
we want to solve the problem of increasing the efficiency
of network resource utilization while minimizing the risk of
quality degradation for users.

To solve the above problem, our simple key idea, illustrated
in Fig. 1, is to optimize only the route of traffic that is safe to
change and fix the route of important traffic. For example,
the traffic of business services, such as IP-VPN, are treated
as very important packets (VIPs) traffic, and their routes
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FIGURE 1. Overview of dynamic traffic engineering considering service grade in integrated service network. While the route of VIP traffic will always be
fixed, the route of commoner traffic changes in accordance with network conditions.

never change. In contrast, best-effort traffic is regarded as
commoner traffic, and its route may be changed by opti-
mization. In similar approaches, focusing on the existence
of premium and best-effort traffic, Hai et al. proposed a
method to differentiate the degree of protection in elastic
optical networks [15], [16]. Their work is very important for
ensuring reliability at lower optical layer. In the IP layer,
on the other hand, although many TE methods [1]–[12] have
been proposed, no TEs have solved our problem.

To realize this idea, we present (i) an appropriate classifi-
cation method for traffic, and (ii) a novel TE algorithm based
on this classification. There are two approaches to classifica-
tion: passive and active. The passive approach, which checks
the packet header information of flows in detail observed
in routers, cannot reliably classify users owing to the flow
dynamics. Therefore, we took a simple active approach,
which gives the identifier to a packet on the application side
[17] and then classifies the traffic by referring to the identifier.
We also propose a network architecture to handle this appli-
cation extension by extending only the edge routers, without
changing the core routers. For the TE algorithm, we propose
a simple but practical algorithm based on linear programming
(LP).We also propose an algorithm to implement the solution
computed by LP into a forwarding table on a P4 switch.

The objective of this study is to provide a practical TE
method with two key contributions. First, we propose a
simple classification mechanism for services by coordinat-
ing the application and edge routers in the network. In this
approach, only the applications and edge routers of the net-
work were modified, with no impact on the core network
routers. Extending the application was easier than extend-
ing the routers, and the edge router was extended without
modifying commercial products using a software-defined
network (SDN) controller and P4 switch. Second, we pro-
pose a novel and practical TE algorithm based on the above
classification to optimize only the route of traffic that is safe
to change and fix the route of important traffic. In one of

the scenarios where the VIP traffic was moderately accom-
modated, our proposed method never lost any VIP traffic
and achieved a performance improvement of approximately
25% compared to the benchmark method. In addition, the
performance degradation was within 10% compared with
the overall optimization, where the VIP traffic was highly
variable.

The remainder of this paper is organized as follows.
Section II discusses the related work. In Section III, we pro-
vide our network model and the problem statement. To solve
our problem of network architecture, the dynamic TE algo-
rithm and the forwarding (match-action) table creation algo-
rithm are presented in Section IV. The effectiveness of the
proposed method is evaluated in section V, and the conclu-
sions are presented in Section VI.

II. RELATED WORKS
A dynamic TE consists of a cycle called the closed loop of
(i) monitoring, (ii) computation, and (iii) control. The mon-
itoring phase collects the topology and traffic states, which
are used as inputs for the optimization. Traffic monitoring is
particularly important because traffic exhibits dynamic and
complex behavior. For the computation phase, many route-
computation algorithms for optimization have been studied.
For the control phase, studies on network architecture focused
on SDN are a research trend. This section reports studies on
traffic monitoring and route computation, which are closely
related to our study.

For (i), traffic monitoring technologies are mainly clas-
sified into link-by-link traffic monitoring with the simple
network management protocol [18] or network telemetry

[19], [20] and flow monitoring with xFlow technolo-
gies [21]–[30]. Link-by-link monitoring obtains the value
of interface counters in a router, whereas flow monitoring
computes statistics of flows using the sampling [21]–[24] or
probabilistic data structure [25]–[30].

79022 VOLUME 10, 2022



S. Kamamura: Dynamic Traffic Engineering Considering Service Grade in Integrated Service Network

The xFlow technology monitors end-to-end traffic and
is comprised of two methods: flow statistics approaches,
such as NetFlow [21] and IPFIX [22], and header sampling
approaches, such as sFlow [23] and IPFIX IE315 [24]. A flow
is defined as a set of IP packets passing an observation
point in the network during a certain time interval, such
that all packets belonging to a particular flow have a set of
common properties [22]. For example, the flow is defined
as 5-tuple: source IP address, destination IP address, source
port, destination port, and protocol type. Because the volume
of the flow is large, packets are observed with sampling to
reduce the loads of the router and flow collector. Aggre-
gated flow data are called a traffic matrix and are used as
inputs to the optimization computation. Traffic matrix esti-
mation [31], [32] has been proposed as another approach
for monitoring end-to-end traffic. Traffic matrix estimation
produces end-to-end traffic from link-by-link traffic using
pseudo-reverse matrix computation. The drawback of the
xFlow technology is the low accuracy caused by the sampling
mechanism. To improve accuracy, more efficient monitor-
ing of flow statistics using a probabilistic data structure has
been proposed [25]–[30]. Because these novel monitoring
mechanisms require router enhancement, they are mainly
implemented using the P4 switch [14]. The basic idea of these
new flow statistics [25]–[30] is to use a probabilistic data
structure, such as the Bloom filter [33] and count-min-sketch
[34]. In addition, these methods also reduce the amount of
data by appropriately selecting the data to be collected. For
example, HashFlow [29] only collects detailed information
on elephant flow, which has many packets. Furthermore,
because the count-min-sketch is non-invertible, an invertible
MV-sketch [30], which allows all heavy flows to be recovered
from only the sketch data structure, was proposed.

Next, we introduce the trends for (ii), that is, the route com-
putation for TE. The origin of TE can be traced to [1], where
it is shown that MPLS explicit routing can be formulated as
an LP with a multi-commodity flow problem. Subsequently,
as IP networks becamemainstream, the link cost optimization
problem for the open shortest path first protocol was defined
[2]. Because the link cost optimization problem is NP-hard,
a heuristic solution was proposed. At that time, flow moni-
toring methods were still in their infancy; therefore, it was
assumed that obtaining complete traffic information would be
difficult. Therefore, there was a lot of research on oblivious
routing [3], which optimizes the worst-case scenario by only
observing the link traffic at each edge node. Recently, semi-
oblivious routing [4] has been proposed as an extension of
oblivious routing. Because SDN [13] has become popular,
the scalability of the algorithm has become the main issue of
TE algorithms. Therefore, there are many scalable route com-
putation and bandwidth resource allocation methods such as
B4 [5], [6], SWAN [7], FFC [8], BwE [9], TEAVAR[10],
QROUTE[11], and ARROW[12]. In particular, failure-aware
TE such as SWAN [7] or TEAVAR [10] has been considered
important to avoid the loss of business opportunities. On the
other hand, capacity lost due to failure can only be partially

restored. Therefore, ARROW [12], a cross-layer optimization
of which IP links should be restored and then traffic engineer-
ing should be performed, was proposed.

In this study, we consider solving a critical problem for
telecom carriers, which is to improve resource utilization
efficiency without affecting important traffic (VIP traffic)
by integrating the network and the application [17]. Some
similar approaches have been studied. At the optical layer,
for example, there are studies to differentiate path protection
grades by considering traffic characteristics [15], [16]. Also,
at the IP layer, traffic engineering methods have been pro-
posed to follow dynamically changing QoS parameters [11].
To the best of our knowledge, however, no TEs have solved
our problem.

III. NETWORK MODEL AND PROBLEM STATEMENT
This section describes the network model and problem state-
ment. We adopted the semantically aware mission-oriented
(SAMO) network [17] into our network architecture. In the
SAMO network, the application assigns an identifier, called
semantic information, to the IP packet header. By referring
to this identifier, the router realizes forwarding based on
its priority. The OpenFlow method [13] works in a similar
manner. OpenFlow [13] uses not only IP addresses but also
additional information, such as 12-tuple information from
Layer 1 to Layer 4 for routing. However, OpenFlow flexibly
controls routing within a telecom network in accordance with
its routing policy. Specifically, to determine a proper routing
according to user requests, it is necessary to link the service
provider’s routing policy with user-owned information and
intentions; this is an indirect method. In contrast, the SAMO
network [17] allows applications to embed the user’s intent
directly into the network and enables network control based
on this intent.

Our goal is to increase the efficiency of network resource
utilization while minimizing the risk of quality degradation
for important users. To achieve this goal, the appropriate
classification of traffic and the TE based on this classification
are key issues. Considering these issues, traffic classification
using SAMO is a promising approach. However, SAMO
[17] proposed a framework for passing semantic information
from an application to the network. Current large-scale IP
networks consist of vendor-proprietary high-speed routers.
Although SAMO functions can be implemented in a user’s
application, it is difficult to prepare an SAMO-capable router
in a network. Therefore, our task is to establish a feasible
traffic classification architecture based on SAMO and a TE
algorithm that works in our architecture.

IV. DYNAMIC TRAFFIC ENGINEERING CONSIDERING
SERVICE GRADE
This section describes the dynamic TE method. The key
technologies of our TE consist of the network archi-
tecture for feasible traffic classification, dynamic TE
algorithm, and forwarding (match-action) table creation
algorithm.
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FIGURE 2. Processes in provider edge (PE).

A. NETWORK ARCHITECTURE
An overview of the dynamic TE considering the service
grade in an integrated service network is illustrated in Fig. 1.
Because the service provider network is integrated, it pro-
vides two services in a single network. In this example, the
VPN communication between remote locations is regarded as
VIP traffic, and the access network to the Internet and cloud
is regarded as commoner traffic. Because the VIP traffic has a
high priority, the priority bit is turned on through the semantic
information, whereas the priority bit is turned off for the com-
moner traffic. Assigning semantic information is not difficult
because it is performed as application programming in a PC
or home gateway. For example, the priority bit can be turned
on using the DSCP field of IPv4 or the traffic-class field of
IPv6. The provider edge (PE) then receives the packet and
performs appropriate routing in accordance with the priority
bit. In this example, the VIP traffic is forwarded to a fixed
route that never changes depending on the situation, whereas
the routes for the commoner traffic change depending on the
situation. This PE control was implemented using an SDN
controller.

Next, we present PE processing, as shown in Fig. 2.
Although commercial routers provide high-speed packet for-
warding, their internal structure is vendor proprietary, and
extending the inner logic to interpret semantic information is
not practical. Therefore, we solve this issue by incorporating
a commercial router and P4 switch, as shown in Fig. 2.
In the commercial router, policy-based routing (PBR) is con-
figured to forward all incoming packets to the P4 switch.
The P4 switch then parses the packet header information and
determines the routes for each packet based on the priority
bit, destination IP prefix, and other information if necessary.
In the commercial router, one method of distributing packets
to the routes determined by the P4 switch is to use virtual
routing and forwarding (VRF). In particular, as many VRFs
as the number of routes needed for the TE are configured in
the router, and the VLAN ID (VID) corresponding to each
VRF is assigned to the P4 switch. Thematch and action fields,
which represent the routing information, in the P4 switch

FIGURE 3. Example of match-action table.

are computed using the SDN controller. The SDN controller
(i) collects topology information and traffic information, (ii)
computes the optimal routes, and (iii) periodically configures
the routes in the P4 switches. Route computation is described
in Section 3.2, and match-action table creation is described in
Section 3.3.

Fig. 3 illustrates an example of a match-action table in the
P4 switch. The VRF is determined by matching conditions,
such as the priority bit and destination IP address. Then, the
corresponding VID is set and packets are sent back to the
commercial router. In this example, the route of packets with
the priority bit off is forwarded to a different VRF (VID=B)
a week later, whereas the route of packets with the priority bit
does not change. The route computation is described in detail
in the next section.

Note that the processing between the commercial router
and P4 switch is a real-time process, whereas the processing
between the P4 switch and SDN controller is a batch process.
In particular, frequent dynamic TE, even for commoner

traffic, can destabilize the network and should be avoided
asmuch as possible. Therefore, as shown in Fig. 3, we assume
that TE will be performed once a week, for example, during
the maintenance window at midnight on Sundays when the
impact on users is low.

B. DYNAMIC TRAFFIC ENGINEERING ALGORITHM
The dynamic TE algorithm in the SDN controller is per-
formed using the following steps. In the SDN controller,
network topology information is given as a graph G =

(V ,E,C), where V is the set of nodes, E is the set of links,
and C is the capacity of each link. It is also assumed that flow
measurement protocols, such as IP flow information export
(IPFIX) [22], are used to obtain the end-to-end traffic matrix
among all nodes.

STEP1: Classify the traffic into the traffic matrix set Tp =
{t1p , t

2
p , · · · , t

K
p whose priority bit are on, and traffic matrix

set Tn = {t1n , t
2
n , · · · , t

K
n whose priority bit are off.

STEP2: From Tp and its routing matrix Ap, the link
traffic of the VIP traffic Xp is calculated using the
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following equation [31]:

Xp = APTp (1)

STEP3: Compute graph G′ = (V ,E,C ′), where Xp is
subtracted from the original link capacity C .
STEP4: Compute the optimal routes An = (Aij)|E|×|K |

withG′ = (V ,E,C ′) and Tn as input, and the following linear
programming (LP) formulations.

min α (2)∑
j:(i,j)∈E

Akij −
∑

j:(j,i)∈E
Akji

=


1, i = sk
0, i 6= sk , tk
−1, i = tk

k ∈ K (3)

∑
k∈K

tknA
k
ij ≤ C

′
ijα, (i, j) ∈ E (4)

0 ≤ Akij ≤ 1 (5)

α ≥ 0 (6)

In STEP2, Ap is computed using the LP optimization shown
in STEP4 or is determined statically according to the business
policy as the default route. Because the routes for VIP traffic
are operated in a fixed manner, default routes are always used
in principle. Conversely, the routes for the commoner traffic
are always updated by the LP optimization calculations in
STEP4 based on the available capacity computed in STEP3.
In STEP4, the objective function α is the maximum link
utilization, and load balancing is achieved by minimizing it
in (2). Because sk and tk are the start and end nodes of flow
k, respectively, (3) represents the flow conservation law: the
traffic flowing into a node has to equal the traffic flowing
out of the node for any node excepting sk and tk . Equation
(4) is the capacity constraint to ensure that link usage does
not exceed the available capacity C ′ = (C ′ij)|E|. This means
that the total amount of bandwidth consumed by all traffic
on a link should not exceed α times the total capacity of the
link. Therefore, minimizing α minimizes the maximum link
utilization.

C. CREATION OF MATCH-ACTION TABLE
Because the LP approach produces solutions with a real num-
ber, as shown in (5), it may calculate multiple routes between
the start and end node pairs k . For this case, this section
provides an algorithm for creating a match-action table to
appropriately assign the input traffic to multiple routes.

First, suppose that M routes are computed for some start
and end node pairs k . Providing these M routes with actual
devices or protocols can be realized using explicit routing
technologies, such as segment routing over multi-protocol
label switching (MPLS) [35]. On the other hand, an arbitrary
traffic distribution ratio Rm,

∑M
m=1 Rm = 1.0 is defined for M

routes in the range from 0 to 1. In other words, a propermatch-
action table must be created to distribute traffic in accordance
with ratio Rm. Here, we focus on the fact that P4 switches can

identify flows with a 5-tuple and create a match-action table
using the following procedure.

STEP1: Computing Rm = round (Rm,N ) ,m =

1, 2, · · ·M .
STEP2: Creating a hash table of size 10N .
STEP3: Mapping the flows to the hash table using an

arbitrary hash function.
STEP4: Getting the routes (VID) of flows by referring to

the hash value route mapping table.
In STEP1, round (X ,N ) is the process of rounding digits

X to N. To simplify the calculations, N is set to 2. To increase
accuracy, N is increased. In STEP2, a hash table with a size
of 10N is created. In STEP3, a hash value is obtained using
the flows, which are identified by packet header information,
such as a 5-tuple, as input. Fig. 4 shows an example of
the hash value route-mapping table in STEP4. For example,
given three TE routes and their Rm, as shown in Fig. 4(a),
100 hash values are calculated when N = 2. The hash value
route-mapping table, in which these hash values are assigned
according to the ratio of each route, is shown in Fig. 4(b).
Referring to this table, the corresponding routes, or VID,
of each flow can be obtained.

Although the P4 switch can identify flows at 5-tuple gran-
ularity, the 5-tuple match condition may result in a large table
size. Therefore, if the destination IP prefix alone provides
the resolution necessary to achieve the distribution ratio, the
match condition should be the priority bit and destination
IP prefix. If this is insufficient, the reference field can be
increased gradually. Thus, unnecessary increases in thematch
table can be prevented.

V. EVALUATION
The purpose of the evaluation was to quantitatively confirm
the effect of fixing the allocation of the VIP traffic and
optimizing only the commoner traffic allocation. The evalu-
ation topology used was the Google B4 topology [6] and the
wide-area data center network shown in Fig. 5. The traffic
matrix is given by the gravity model [32], based on the pop-
ulation distribution in each country. Specifically, the amount
of input and output link traffic at a node is proportional to
the population, and the end-to-end traffic T (a→ b), which
represents traffic from node a to node b, is calculated as
follows:

T (a→ b) = X ina ×
Xoutb∑
i X

out
i

(7)

X ina represents the incoming traffic to a, and Xout
b represents

the outgoing traffic from b.
The VIP and commoner traffic matrices are computed

independently using (7). The link traffic (X ini and Xoutj ) of
the commoner traffic is the square of the VIP traffic, such
that the amount of commoner traffic is more intensely dis-
tributed. These traffic matrices are assumed to be at time
t when the traffic distribution is unbalanced and dynamic
TE is performed at time t . We prepared two comparison
methods for our proposed method. One is the conventional
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FIGURE 4. (a) Network example (b) Example of hash-value route
mapping table.

FIGURE 5. Evaluation topology (18 nodes, 80 links).

method, which includes VIP traffic in the optimization. The
other is the benchmark method, which does not change the
routes of the VIP traffic but simply assigns the shortest path
to the commoner traffic. The evaluation metric is the ratio
of the affected VIP traffic to the GAP value. Affected here
means that even a part of the routes is changed as a result of
optimization. The GAP value is calculated as the difference
between the maximum link utilization when optimizing only
the commoner traffic using the proposed method and the
maximum link utilization when optimizing the entire traffic,
includingVIP traffic, by the conventional method; the smaller
the GAP value, the better the performance. As the ratio of VIP
traffic increases, the available bandwidth for the commoner
traffic decreases. Therefore, for fairness, the maximum link
utilization computed by the proposed method is calculated
under the updated link capacity, where the bandwidth used
by the VIP traffic is eliminated.

A. EFFECTIVENESS OF SERVICE-GRADE CONSIDERATION
Fig. 6 shows the ratio of affected VIP traffic for the con-
ventional and proposed methods. The horizontal axis repre-
sents the maximum link utilization of the VIP traffic, and an
increase in this value indicates an increase in the percentage
of VIP traffic in the network. The benchmark method is not
shown here because it yields the same results as those of
the proposed method. In the proposed method, the traffic of
the VIP is excluded from the optimization, and the traffic
of the affected VIP is always zero because its routes never
change. However, the results of the conventional method
show that the amount of traffic affected by the VIP increases
as the maximum link utilization of the VIP traffic in the
network increases. These results suggest an obvious but very

FIGURE 6. Ratio of affected very important packets (VIPs) traffic when
the maximum link utilization of VIP traffic is varied.

FIGURE 7. GAP from optimal value when the maximum link utilization of
VIP traffic is varied.

important point: to optimize network usage, the telecom car-
rier must not interfere with VIP traffic in any way. The results
of the conventional method imply that TE has been difficult to
implement in an actual network, although various techniques
have been studied for more than 20 years.

Fig. 7 shows the GAP values for each method when the
maximum link utilization of VIP traffic is varied. For the
proposed method, the GAP from the conventional method,
which optimizes all traffic, ranges from 3% to 38%. As can be
observed from the comparison between the proposed method
and the benchmark method, optimization of the commoner
traffic alone is sufficiently effective for regions with low
maximum link utilization of 0.1 to 0.7. For example, perfor-
mance improvements of up to 40% were observed when the
maximum link utilization of VIP traffic was 0.1.

However, it is also confirmed that the advantage of the
proposed method over the benchmark method disappears
when the maximum link utilization ratio is 0.8 to 1.0. This is
because the available resources are no longer sufficient, and
thus the optimized routes are similar to the simple shortest
routes. Note that when the maximum link utilization of the
VIP traffic was one, the routes of the proposed method and
the conventional method matched exactly.

Large-scale telecom networks are designed to maintain the
link utilization under 50% when accommodating the entire
traffic, including VIP traffic and commoner traffic. Assuming
that VIP traffic accounts for at least half of the total traffic, the
maximum link utilization of VIP traffic is of approximately
0.25. In such a situation, the proposed method achieves a
performance improvement of approximately 25% compared
with the benchmark method. In addition, the performance
degradation was within 10% compared with the conventional
method, where the VIP traffic is highly variable; the proposed
method is highly effective under actual conditions.
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FIGURE 8. Computation time and memory usage in SDN controller when
number of nodes changes.

B. FEASIBILITY ANALYSIS
Next, the feasibility of the proposed method is discussed
from the implementation perspective. There are two issues:
memory cost and computational cost. For the memory cost,
increased table size based on additional match conditions
referring to the priority bit and other fields in the P4 switch
becomes the main issue. In terms of the computational cost,
the computation time for route optimization using the LP
approach in the SDN controller is dominant.

Regarding memory cost, the table size is at least doubled
because the proposed architecture refers to the priority bit in
addition to conventional routing that looks up the destination
IP address. If this condition is not acceptable, it is possible
to fix the VIP traffic with a specific single route. Because
packets with the priority bit turned on can be assigned a
fixed specific VID without destination IP address matching
processing, the number of entries to be increased in the P4
switch can be only one. In addition, when handling informa-
tion equivalent to an Internet full route, for example, 880,000
IPv4 routes, these sizes are sufficiently larger than the hash
table (see III.C). That is, the destination IP address (prefix)
is sufficient as the only field to be referenced, other than the
priority bit.

Regarding computational cost, the computation time and
memory used for optimization by LP are shown in Fig. 8.
The topology used in the evaluation was the Barabási-
Albert model [36], whose node-degree distribution follows
a power law. The average node degree was set as 4.0, and
the number of nodes was increased to 100. The computing
environment used was an Intel Core i7-10700 CPU 2.9GHz
(8-core) with 16GB of memory. There were no major con-
cerns regarding memory (Fig. 8 (b)). While the compu-
tation time is less than 1 s at 20 nodes, as the number

of nodes increases, the computation time increases expo-
nentially, reaching 44500 seconds (12.5 h) for 100 nodes,
as shown in Fig. 8(a). However, as described in Section 3,
our proposed scheme does not change routes in real time but
periodically, such as

once a week during the maintenance window period.
Therefore, we believe that the computation time for 100 nodes
is practical.

VI. CONCLUSION
We proposed a dynamic TE method to improve network
resource utilization efficiency without affecting important
services in an integrated service network. Because the exist-
ing passive classification cannot reliably classify services
owing to flow dynamics, we took a simple active approach,
which gives the identifier to a packet on the application side
and then classifies the traffic by referring to the identifier
in the edge router. We also proposed a network architecture
to handle this application extension by extending only the
edge routers, without changing the core routers. In addition,
the edge router is extended without modifying the commer-
cial parts using an SDN controller and P4 switch. We also
provided a simple and practical algorithm for optimization
based on LP and showed that it is possible to improve net-
work resource utilization efficiency without affecting VIP
traffic, and that the computational and memory costs are also
practical.

For future work, we would like to implement the pro-
posed network using an SDN controller and P4 switch and
then demonstrate its effectiveness inmission-critical services,
such as executive webmeetings or online surgery. In addition,
our current method is based on a simple LP method for
the optimization of commoner traffic. Therefore, we believe
that it can be further extended by integrating it with other
promising TE algorithms like network coding [37].
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