
Received 1 July 2022, accepted 15 July 2022, date of publication 26 July 2022, date of current version 8 August 2022.

Digital Object Identifier 10.1109/ACCESS.2022.3193941

Digital Twin Model: A Real-Time
Emotion Recognition System for
Personalized Healthcare
BARATHI SUBRAMANIAN 1, JEONGHONG KIM 1, MOHAMMED MARAY 2, (Member, IEEE),
AND ANAND PAUL 1, (Senior Member, IEEE)
1School of Computer Science and Engineering, Kyungpook National University, Daegu 41566, South Korea
2College of Computer Science and Information Systems, King Khalid University, Abha 61421, Saudi Arabia

Corresponding author: Jeonghong Kim (jhk@knu.ac.kr)

This work was supported in part by the National Research Foundation of Korea under Grant 2020R1A2C1012196; and in part by the
School of Computer Science and Engineering, Ministry of Education, Kyungpook National University, South Korea, through the BK21
Four Project, AI-Driven Convergence Software Education Research Program, under Grant 4199990214394.

This work involved human subjects or animals in its research. The author(s) confirm(s) that all human/animal subject research procedures
and protocols are exempt from review board approval.

ABSTRACT Emotion recognition (ER) in healthcare has drawn substantial attention owing to recent
advancements in machine-learning (ML) and deep-learning (DL) techniques. The ER system, along with
a digital twin of a person in real time, will facilitate the monitoring, understanding, and improvement of
the physical entity’s capabilities, as well as provide constant input to improve quality of life and well-being
for personalized healthcare. However, building such ER systems in real time involves technical challenges,
such as limited datasets, occlusion and lighting issues, identifying important features, false classification of
emotions, and high implementation costs. To resolve this issue, we built a simple, efficient, and adaptable
ER system by acquiring and processing images in real time using a web camera. In addition, we propose an
end-to-end framework that combines an ER system with a digital twin setup, in which the predicted result
can be analyzed and tested prior to providing the best possible personal healthcare treatment before it leads
to any life-threatening disease. Our proposed ER system achieved promising results in less training time
without compromising the accuracy. Thus, in real time, it will be helpful in healthcare centers to monitor
a patient’s health condition, early diagnosis of life-threatening diseases, and to obtain the best and most
effective treatment for patients during emergencies.

INDEX TERMS Deep learning, emotion recognition, intelligence system, MediaPipe, smart healthcare
system.

I. INTRODUCTION
Over the past few decades, several studies have focused on
deducing human emotions from facial expressions, speech/
voice expressions, and various body postures. Automatic
detection and classification of different expressions and pos-
tures is a challenging problem in many fields, such as
human-computer interaction, computer vision, and image
processing. With recent developments in human-computer
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interaction (HCI), understanding human emotions using
computers has become an essential issue. In addition, the
need for real-time analysis of human emotions is increasing
in many fields of study, such as psychology, safety, health,
games, and robotics. Especially, in medical field, during the
time of emergency, it helps doctors to identify the patient’s
psychological issues and initiate appropriate treatment in
effect. For the last 200 years, a good therapy method has been
decided based on the positive outcome obtained from testing
and trialing drugs on certain people. From the current situ-
ation, we can clearly see that common treatments provided
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for all people are not successful, as we are all unique and
susceptible to different types of diseases (e.g., different types
of cancers). The manner in which one responds to a certain
drug also depends on one’s emotional state. We have seen
cyber-physical systems for personalized healthcare applica-
tions, but until now, no study has focused on personalized
healthcare based on emotion-aware intelligence with respect
to patients, and this paper takes the initiative to address this
issue. Emotional intelligence in healthcare generally applies
to physicians’ emotional states, prioritizing their patient’s
urgency and providing necessary services for better treat-
ment. This can also benefit patients [1].

We make judgements about other people’s traits based on
various forms of nonverbal communication, including their
facial expression and tone/stress of voice, leading to the con-
clusion that he seems to be sad, he sounded really agitated or
had no energy, he looked energetic, and so on [2]. This is how
humans perceive different emotions, and they are quite good
at this [3], [4]. According to a recent report from the World
Health Organization, approximately 40% of patients globally
are mistreated with medical errors with access to more data,
and technology healthcare providers have an opportunity and
responsibility to transform patients with personalized health-
care plans. The way we view the patients is constantly evolv-
ing from a traditional data analytic perspective, which was
historically all about the data we could derive from electronic
health records. Nowadays, we can derive more data from
personal wearable devices and healthcare devices, which can
help us to narrow down our treatment approach to the patient.
However, we can obtain a better perspective of the patient
when we obtain their emotional state such that treatment
demography with patient’s history, we can now build a sort of
longitudinal record and provide personalized health plans that
benefit the patient. This can provide an increasing number of
insights about the patient; for example, even interactions the
patients had with their healthcare provider could reveal a lot
about the patient that we can exploit to care for them.

In this study, we propose a real-time ER system to classify
and identify the emotional state of a patient using facial
expressions and posture analysis of image/video files for
personalized healthcare applications. Various details of pos-
ture and face are characterized in terms of feature represen-
tation, which can then be deduced to determine emotions,
such as whether a person is satisfied, sad, fearful, happy,
etc. In addition, we propose an end-to-end emotion-aware
decision support framework that concatenates the ER system
with a digital twin setup for effective personalized healthcare.
The main contributions of this paper are summarized below:
• We created a custom dataset in real time by captur-
ing emotions such as aggressiveness, shock, anxiety/
unfriendliness, and openness/willingness, in addition to
the six basic universal emotions with various back-
grounds, lighting, nationality, and gender using a single
web camera.

• We have also incorporated the MediaPipe pipeline
framework for pre-processing images and not to detect

uncommon features by obtaining landmark keypoints
from the face, hands, and body[5]. Thus, the results
increased the recognition rate of the proposed ER system
model.

• A real-time ER system for personalized healthcare was
trained and tested using different ML algorithms that
efficiently classify and recognize user emotions in real
time without the need for human interpretation in a cost-
effective manner.

The rest of this paper is organized as follows:
Section 2 introduces existing ER methods and their lim-
itations. Section 3 introduces and describes the proposed
methodology. Section 4 presents the experimental settings,
results, comparison of our method with other methods and
analyzes the model performance. Finally, section 5 presents
our contributions and outlines the future work.

II. RELATED WORK
Recent technological advancements in healthcare have
attracted attention for building SHC systems [6] during
medical emergencies [7]–[9]. In particular, human–computer
interaction (HCI) is an active field in emotion recognition
as it helps humans to communicate with computers easily.
Humans try to interpret others’ emotions through emotional
behaviors, namely speech and linguistic aspects [10], [11],
facial expressions [12]–[14], and physiological signals [15]
that originate in the peripheral nervous system and cen-
tral nervous system dynamics, by observing body postures
at different emotional states and intensities of the expres-
sions [16]–[20]. Mehrabian in 1967 established the fact of
‘‘3v rule’’ that says 55% of the communication is visual, 7%
verbal and 38% vocal [2]. Although it highlights the impor-
tance of nonverbal communication, many challenges remain
unsolved and need to be addressed and improved in SHS.
This helps doctors provide efficient treatment for patients and
vice versa, even during medical emergencies. This section
presents a brief review of recent studies on face emotion
recognition (FER), speech emotion recognition (SER) and
posture emotion recognition (PER).

A. FACE EMOTION RECOGNITION (FER)
The primary means to identify a person is through their face
appearance, as it conveys rich information such as a person’s
age, sex, race, and personality, and is considered to be an
important method for visual communication of emotions.
Emotions are understood mainly through facial expressions,
and FER permits us to understand, react to a large number
of stimuli, and in the prognosis of prosocial conduct [21].
Brain damage and neuronal deterioration can cause a deficit
in FER, leading to the loss of effective communication. Thus,
FER plays a vital role in the early diagnosis of diseases
such as Alzheimer’s, Parkinson’s disease [22], schizophrenia
and. In 1971, Ekman and Friesen [23] conducted the first
research on FER and stated that humans can universally
express six basic emotions: anger, disgust, fear, sadness,
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happiness, and surprise. They also designed a facial action
coding system (FACS) [24], [25], which provides mapping
between the emotions and possible movements of the facial
muscles. Currently, many datasets are available for research
purposes, such as Ekman’s FACS facial expression datasets,
the Japanese female expression database (JAFFE), the Cohn-
Kanade (CK+) expression database [26], and the Facial
Expression Recognition 2013 (FER-2013) dataset [27].

In general, emotion recognition involves three major steps:
detection, feature extraction, and emotion classification. Sev-
eral methods have been employed to find the correct position
of the face from an image, namely, Haar classifiers [28],
Ada-Boost [29], and adaptive skin color models [30] for the
discrete emotion model. In addition to this discrete model,
the author of [31] proposed a continuous FER model for
videos based on an evaluation-activation 2D model. Feature
extraction in FER is useful for extracting important fea-
tures from face-like eyebrows, eyes, nose, and mouth and
for accurate recognition of facial expressions. Scholars have
used traditional methods, such as geometric features for local
binary patterns [32], Gabor wavelet transformation [33], and
local directional patterns [34] for facial feature extraction.
However, when we compared the overall recognition rate
of the traditional methods, it was not high. In recent years,
researchers have focused on the DL approach because of its
deep and advanced network architectures, such as convolu-
tional neural networks (CNN) for driver emotion classifica-
tion systems [35], recurrent neural networks (RNN), and time
series data. Emotion classification examines the correlation
between expression functions and allots them to the sub-
sequent classes. The classification stage generally employs
an ML algorithm that uses the extracted feature vector as
input and yields the resulting emotions. The most common
algorithms used for emotion classification are support vector
machines (SVM) [36] owing to their favorable performance,
neural networks, and hidden Markov models.

B. POSTURE EMOTION RECOGNITION (PER)
It is estimated that approximately 60–65% of all commu-
nication occurs through body language; thus, postures and
gestures are effective means of communication, along with
speech and facial expression [37]. Postures can effectively
convey emotional information and coordinate the speech
content. If we can understand someone’s body language,
it reveals much about their emotional state. It is true that we
engage in some form of conversation with another person
through eye contact, such as eye gaze and blinking, which can
reveal whether a person is distracted, threatened, or concealed
feeling or just feel uncomfortable. In this article, we do
not focus on eye contact and mouth expression (such as lip
biting); rather, we observe gestures and posture to detect emo-
tion and thereby provide personalized healthcare services.
Arms, legs, personal space, and manner of communication
can also define certain emotional states. While sitting in a
closed posture indicates anxiety, unfriendliness and open pos-
ture reveal one person’s willingness to engage in discussion

and openness. Upright posture is often judged as having
more positive connotations, while forward leaning posture is
defined as negative. Even though the above findings on these
posture settings outline a useful framework, they tend to focus
on general, frequency dynamic properties of bodies and fail
to make clear predictions regarding the specific posture that
may be associated with different emotional states [38].

III. PROPOSED METHOD AND FRAMEWORK
Our proposed emotion-aware intelligence decision support
system framework for personalized healthcare is based on
three major steps in emotion recognition: i) data acquisi-
tion, ii) detection and feature extraction, and iii) emotion
recognition and classification, as shown in Fig. 1 Once the
emotion is detected and classified, healthcare professionals
can analyze the data considering the various expressions of
the patients and the history of their health record. This helps
physicians to diagnose the cause of the disease early. Further,
the drug/treatment will be tested on their digital twin for
successful physical treatment and effective medical proce-
dures will be provided or recommended according to indi-
vidual interests and situations. To have better understanding,
the overall workflow of our proposed end-to-end emotion-
aware decision support framework is shown in Fig. 2, and the
following sections explain each of those mentioned above in
detail.

A. DATA ACQUISITION
Emotion recognition systems require a large amount of data
to train using ML and DL algorithms. Accurate predictions
can be achieved when data are diverse. However, the public
image/video datasets that are available for emotion recog-
nition are not sufficiently diverse in terms of race and gen-
der and contain limited emotional expressions. To overcome
these issues, we created our own dataset for ten different
emotions combined with existing universal emotions. RGB
images were captured using a 640 × 480 pixel web cam-
era in various angles, with different lighting backgrounds.
Furthermore, to make the model robust, three volunteers were
used to perform all the ten emotions including a male from
Uzbekistan and two females from different regions of India.
To make the model even more effective and unique, we used
body postures matching facial expressions when capturing
the images. For example, while capturing data for willing-
ness/openness, we captured the entire body by keeping the
trunk of the body open.

B. DETECTION AND FEATURE EXTRACTION
Once the data were collected from the web camera, they
were passed through the MediaPipe framework to detect and
extract features from the frames for FER and PER recogni-
tion. MediaPipe is an open-sourceML framework that is used
for real-time computer vision. The framework combines three
individual models for the detection of face, hand, and body
pose that extracts 543 landmark keypoints altogether [5],
as shown in Fig. 3. The extracted landmarks will have three

VOLUME 10, 2022 81157



B. Subramanian et al.: Digital Twin Model: A Real-Time Emotion Recognition System for Personalized Healthcare

FIGURE 1. Overview of our proposed end-to-end framework for personalized healthcare.
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FIGURE 2. Proposed architecture for Realtime ER system with 1. Data acquisition, 2. Detection and feature extraction using MediaPipe and
3.Emotion classification.

FIGURE 3. Result samples taken from Mediapipe framework with extracted 543 keypoints/landmarks from face/hands and body.

coordinates (x, y, z), which makes them work better in any
environment by setting up a threshold value for the visibility
of other objects. After detecting and obtaining the coordinate
values, they are stored in a CSV file format for easy and fast
training by sending them to the ML algorithm for emotion
classification. We then split the data into training and testing
sets. To detect the face, input data are preprocessed because
they contain many irrelevant variations, such as background,
image illumination, and body poses. We used normalization
techniques that used median filters to reduce the illumina-
tion and variations in the input images with image quality
improvement. In addition, we located the face in the picture
and identified the points of interest before passing it for

feature extraction. From the experiment, we observed that,
MediaPipe performed well for feature detection and extrac-
tion, regardless of the background or the environment com-
pared to other feature extraction methods used in the existing
works as mentioned in the literature. Also, implementation of
this framework is very simple as it does not require any expen-
sive external devices or higher-resolution cameras, which
makes it cost-effective and efficient for real time usage.

C. EMOTION RECOGNITION AND CLASSIFICATION
In general, for image processing and classification prob-
lems, the SVM algorithm, a linear classification technique,
is widely used and has achieved promising results [36], [39].
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FIGURE 4. Confusion matrix (a) K-Nearest Neighbor; (b) Random Forest; (c) Logistic Regression; and (d) Gradient Boosting.

However, the time taken for classification is low compared
with other emotion recognition and classification methods.
Similar to SVM, several other classification algorithms are
used, such as K-nearest neighbor (KNN), Bayesian classi-
fier (naive Bayes), random forest (RF), logistic regression,
and gradient boosting (GB). Because we wanted to build an
efficient emotion-aware intelligent support system for health
care, we trained the model using eight different machine
algorithms and thus selected a gradient boosting algorithm
for real-time detection, as it outperformed other algorithms.
Finally, our classifier classified the emotion detected by the
camera in real time as one out of ten emotions.

IV. RESULTS AND ANALYSIS
A. DATASET
A real-time dataset of total 5,991 labeled images were created
with three volunteers performing 10 different expressions,

as described in Table 1. Each image was captured using a
web camera with a size of 640 × 480 pixels, in different
positions and various lighting conditions and stored it in
the form of CSV file. We separated the collected dataset in
the ratio of 70:30 to form the corresponding training and
testing datasets.Thus we used 4,193 images for training and
1,798 images for testing.

B. EXPERIMENTAL SETTING
The simulation was conducted using Python 3.7 version on
a desktop computer with 32 GB RAM and an Intel Core
i7 processor with a frequency of 3.60 GHz, running on
Windows 10 Pro with a 64-bit operating system. The input
image was captured using a web camera with a resolution of
720pixels/30 fps of RGB images. This shows that implement-
ing our proposed approach does not require any expensive
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FIGURE 5. Precision, Recall and F1 score curves for all ten classes in GB model.

TABLE 1. Custom dataset for emotion recognition.

TABLE 2. Average classification accuracy obtained using various ML
algorithms.

external devices or GPU setup for training the data. We ran
the simulations to the maximum extent for attaining best
accuracy out of all machine learning algorithm pipelines.

C. QUANTITATIVE ANALYSIS
Final outcome of the experiment is presented in Table 2.
Further, to extensively analyze the results of the candidate

TABLE 3. Classification report based on various emotions for GB model.

algorithms, we build confusion matrix, as shown in Fig. 4,
to calculate classification performance metrics, such as accu-
racy, precision, recall, and F1 score, based on the following
four values: true positives (TP), false positives (FP), true
negatives (TN), and false negatives (FN). The number of
accurately predicted data points out of all the data points is
called accuracy; ideally, it must be close to one. The following
formula (Equation (1)) was used to determine the accuracy of
the model:

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(1)
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FIGURE 6. GB model learning curve.

The positive projected value was equal to the number of
positive predictions divided by the total number of predicted
positive class values. This, similar to the accuracy score,
should be as close to one as possible. The mathematical for-
mula shown in Equation (2) is used to calculate the precision:

Precision =
TP

TP+ FP
(2)

The fraction of positive occurrences anticipated by the model
is called recall, and is calculated as shown in Equation (3):

Recall =
TP

FP+ FN
(3)

The F1-score in Equation (4), also known as the F-measure,
is the harmonic mean of precision and recall, implying that
it provides a balance between memory and precision. The
F1 score reaches its highest value of 1 when precision and
recall are flawless, and it can be computed using the following
formula:

F1 =
2TP

2TP+ FP+ FN
(4)

Table 3 summarizes the performance of our best algorithm,
GB, on the test set, which achieves an average F1-score and
standard deviation of 1.00. The algorithm obtains the best
performance for almost all the emotions.

We examined the confusion matrix for the top four clas-
sifiers, as shown in Fig. 4, to obtain a better understanding
of the types of errors made by our classifier. The number
of correct and incorrect predictions are summarized for the
top four performers, K-Nearest Neighbor (Fig. 4(a)), Ran-
dom Forest (Fig. 4(b)), Logistic Regression (Fig. 4(c)), and
Gradient Boosting (Fig. 4(d)), in the experiment.

Precision-recall (PR) curve showed in Fig. 5 explains that
the higher area under the curve (AUC), the higher the preci-
sion (low FP rate) and high recall (low FN rate). It is primarily

FIGURE 7. GB model scalability.

FIGURE 8. GB model performance.

used for the evaluation of binary classification algorithms.
Therefore, by using the label_binarize() function, multiclass
labels are converted to binary labels. The PR curve slops
downward because of the precision loss, as it allowsmore and
more predictions for more recall. This high average precision
means that the estimated precision along the curve is at its
peak value.

D. PERFORMANCE ANALYSIS
To estimate the model performance and check the prediction
result on the new data, cross-validation was performed. This
played a vital role in the early identification of over-fitting or
under-fitting our data. We also plotted the learning curve to
show the efficiency of our selected model out of the eight ML
algorithms. The training and cross-validation scores for our
GB model were both high. The training score is maintained
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FIGURE 9. Real-time emotion recognition for the emotions: Bored, Surprise, Disgust, Happy, Aggressive and Confused.

at a score of 1, whereas the cross-validation score starts from
approximately 0.95 and increases to a 0.99 score, as shown in
Fig. 6. From Fig. 7, we can conclude that as the training data
increases, more time is required to fit the data. The model
performance plot in Fig. 8 shows that the model can achieve
a high score with an increase in time.

E. EMOTION DETECTION IN REAL-TIME
When developing real-time applications, understanding how
many frames per second can be handled is crucial. As part
of the experiment, we used a single camera with the reso-
lution of 640 * 480-pixel to test the proposed system, and
the average number of executed frame rate was 15 frames
per second (fps). In terms of human emotion, it is obvious
that there is little difference among three successive frames.
Because of this, we do not need to extract each individual’s
emotions frame by frame. Therefore, the proposed system
only requires 15 fps (Not 30 frames) to ensure human emotion
tracking. In order to test whether our proposed system is
accurate in real time, we asked three volunteers of different
gender and nationality to show some emotions like surprise,
disgust, happy, bored, confused and aggressive in front of the
camera. As shown in Fig. 9, our ER system trained on the
ML algorithm produces an average accuracy of 99% for all
the emotions detected in real time.

Our ER model is suitable for deployment in mobile appli-
cations because the trained model is lightweight. The pro-
posedmethodology is fast, robust, accurate, and customizable
for real-time emotion detection. The state-of-the-art Medi-
aPipe simplifies feature extraction by breaking down and ana-
lyzing complex data without the need to create a CNN from
scratch. The proposed solution uses the smallest amount of
computational resources and devices. Hence, from the accu-
rate results produced by the ER system, physicians/doctors

can diagnose the disease early, during emergencies, or even
if the person is mute, and can recommend the patient for an
effective treatment by testing the drug on their digital twin
prior to the physical treatment.

V. CONCLUSION
Recognition of patient emotions has become increasingly
important as it helps in many different areas, including the
medical sector for personalized healthcare. The ability to
identify an individual’s emotions can help healthcare centers
build smart diagnostic tools such as an ER system that can
detect depression and stress among the patients in the early
stages so that the medication can be given in prior. However,
building such ER systems in real time involves lot of technical
challenges. Hence to solve this, we built an efficient, sim-
ple, and customized ER system by acquiring and processing
images in real-time using a single web camera. In addition,
we proposed an end-to-end emotion-aware decision support
framework that combines an ER system with a digital twin
setup in which the predicted result can be analyzed and tested
in advance to provide the best possible personal healthcare
treatment before any life-threatening disease develops. Our
proposed ER system has shown promising outcomes, with an
average accuracy of 99%. The model’s efficiency was also
demonstrated to be better than that of other works through
faster real-time detection. In the future, the work can be
extended by adding speech/text emotion information along
with facial and body emotions using MediaPipe’s state-of-art
and best possible classification algorithms.
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