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ABSTRACT Free-space optical communication (FSOC) systems with variable data-rates can support differ-
ent missions with different transmission distances and ensure reliable transmission in periods of unfavorable
weather conditions. The temporal diversity coherent combining (TDCC) technique can adjust the data-rate
in a very large range using a software-defined manner by taking advantage of the digital coherent receivers
able to recover the signal field. In this paper, we investigate the relationships between the computational
complexity, optical phase alignment error, combining loss (CL) and data-rate for the TDCC-based variable
data-rate coherent optical receiver. We also propose a method to minimize the computational complexity
while achieving the expected output optical signal-to-noise ratio (OSNR) and the highest data-rate for an
arbitrary input OSNR. Numerical simulations and experiments are carried out to validate the analytical
expressions and proposed methods. The results provide an efficient tool and useful guidelines for the design
of low computation complexity TDCC-based variable data-rate FSOC systems.

INDEX TERMS Temporal diversity coherent combining, free-space optical communication, variable data
rate, phase alignment, combining loss.

I. INTRODUCTION
The free-space optical communication (FSOC) system with
unregulated spectrum, ultra-large capacity, and small size,
weight and power consumption (SWaP) is an ideal candidate
for inter-satellite, earth-to-satellite, data centers, backhaul
and fronthaul communications [1]–[4]. An ideal FSOC sys-
tem should be able to support a wide diversity of missions
with different rates and reaches, and ensure reliable trans-
mission in periods of unfavorable weather conditions [2],
[5]. Instead of designing a specialized transceiver or mod-
ifying the hardware architecture for each scenario, a more
cost-effective and practical approach is to design a variable
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data-rate transceiver able to trade rates for loss tolerance in a
software-defined manner.

By now, various rate-scaling techniques have been pro-
posed. Changing the baud rate is straightforward but
not practical due to hardware limitations, as the opti-
cal filter bandwidth, DSP circuit working frequency,
parallel factor and hardware architecture are hard to
change. By now, the rate-scaling techniques proposed
include but are not limited to changing the modu-
lation order of the m-ary pulse-position modulation
(m-PPM) [6], phase-shift keying (m-PSK) [7] and quadrature
amplitude modulation (m-QAM) signals [8], altering the
slot rate of the m-PPM signals [9], controlling the duty
cycle of the burst-rate m-PPM signals [10] and differential
phase-shift keying (DPSK) signals [11], [12], varying the
forward error correction (FEC) code rate [7] and modifying
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the probabilistic constellation shaping (PCS) M-QAM signal
entropy [13], [14]. Based on them-PPM signals with different
slot numbers (slot rates), a 12-dB rate-scaling range from
78 (38) Mbps to 1.25 Gbps (622 Mbps) was realized [6],
[9]. Based on the burst-rate DPSK signals, a 16-dB rate-
scaling range from 72 Mbps to 2.88 Gbps was demonstrated
experimentally [11]. Another experimental demonstration
using burst-rate DSPK achieved a 30-dB rate-scaling range
from 2.4 Mbps to 2.5 Gbps [12]. However, these schemes
affect the optical signal peak power, and thus may incur
nonlinear impairments due to the high-power boost optical
amplifier in the transmitter [12]. Based on the m-PSK signals
with variable modulation orders, a 3-dB rate-scaling range
was achieved [7]. Recently, based on the PCS-64QAM sig-
nals with variable shaping-parameters a 1.76-dB continuous
rate-scaling range from 400 Gbps to 600 Gbps has been
demonstrated experimentally [13], [14]. However, chang-
ing the modulation order and PCS entropy may affect the
operation of the coherent receiver DSP algorithms [15]–
[17]. Furthermore, for the long-reach photon-starving FSOC,
lower-order mPSK signals, such as binary-phase-shift key-
ing (BPSK) and quadrature-phase-shift keying (QPSK), are
preferred to ensure a higher sensitivity [18], thus limiting the
rate-scaling ranges of these schemes. In [7], a 5.6-dB rate-
scaling range was obtained by changing the FEC code rate
from 9/10 to 1/4. But it also has a limited rate-scaling range
and has to be used with other techniques to achieve a large
rate-scaling range.

Recently, the temporal diversity coherent combin-
ing (TDCC) has demonstrated its feasibility to realize an
ultra-wide rate-scaling range without changing the signal
pulse profile or modulation format [7]. Experimental results
show that by block-repeating and coherent combining of a
BPSK signal in a coherent receiver, a 45.6-dB rate-scaling
range can be achieved. The working principle is simple.
The N repeated blocks can be combined coherently for an
improvement in the signal-to-noise ratio (SNR) by a factor of
N if the phases of the optical field samples in the N blocks
are aligned. By selecting N , the data-rate and loss tolerance
can be traded for each other to adapt to different scenarios.
However, the TDCC method proposed in [7] can not work
in practice because the local oscillator (LO) frequency off-
set (LFO) and laser phase noise (LPN) were not considered
and in the demonstration the transmitter and receiver were
in an autodyne configuration using the same laser as the
optical carrier and LO. In the practical FSOC system, the
phase offsets between the samples to be combined change
with time due to the LFO and LPN andwill make the coherent
combining unrealizable [19].

As far as we know, the method of implementing the TDCC
in practical digital coherent receivers has not yet been investi-
gated. To solve this problem, in this paper, we investigate the
relationships between the computational complexity, optical
phase alignment error, combining loss and data rate for the
TDCC-based variable data-rate system. Analytical expres-
sions revealing the relationships are deduced. Based on the

analytical expressions, we propose an efficient method to
implement the TDCC in practical digital coherent receivers
with LFO, LPN and limited DSP resources by minimizing
the computational complexity while achieving the expected
output OSNR and the highest available data-rate for an arbi-
trary input OSNR. Both numerical simulations and experi-
ments are carried out to validate the results obtained. The
paper is organized as follows. The relationships between the
computational complexity, optical phase alignment error and
the combining loss are discussed in Section II. The method
to minimize the computational complexity while achieving
the maximal available data-rate is presented in Section III.
Conclusions are drawn in Section IV.

II. PHASE ALIGNMENT ERROR AND COMBINING LOSS
Fig. 1(a) shows the setup of the FSOC system based on the
digital coherent techniques [7], [20]. Fig. 1(b) shows the
transmitted data block designed for the TDCC-based system.
Each data block has the same length of L and is repeated N
times [7]. In the coherent receiver, the weak optical signal is
first coupled into a single-mode fiber and then amplified by a
low-noise preamplifier to compensate for the large free-space
transmission loss. An optical band-pass filter (OBPF) is
used to mitigate the out-of-band amplified spontaneous emis-
sion (ASE) noise generated by the optical amplifier [20]. The
input pre-amplified optical signal is detected by the integrated
coherent receiver (ICR) and then input into the digital signal
processing (DSP) system. Fig. 1(c) shows the DSP flow chart
in detail. In the DSP, after front-end distortion compensation
and clock recovery, the signal blocks are aligned in phase
and then coherently combined to enhance the SNR. Then,
the standard adaptive equalization and carrier recovery algo-
rithms are applied to recover the transmitted symbols [21].

Fig. 2 shows the flow chart of the phase alignment and
coherent combining process [22]. It operates by starting with
the first signal block and coherently combining each signal
block with a running coherent sum of all previous signal
blocks. To realize the coherent sum, the optical phase offset
(OPO) (ϕk ) between the two signal blocks (Sn, Sn+1) con-
sisting of the same symbol sequences to be added must be
estimated first, so that the OPO can be compensated before
the coherent addition. The OPO estimation can be realized
blindly or with the help of pilot symbols and frame syn-
chronization algorithms able to locate them under very lower
OSNR [22], [23]. To average out the error induced by the
large ASE noise, the OPO can be estimated by the following
equations [22]

Csum =
M∑
m=1

Sn [m] · S∗n+1 [m], (1)

_
ϕk = arg {Csum} = ϕk +1ϕk . (1 ≤ k ≤ N − 1) (2)

Here, Sn [m] and Sn+1 [m] stand for the m-th samples of the
two signal blocks to be coherently combined, respectively.M
stands for the number of samples used for the OPO estima-
tion. _ϕk , ϕk and 1ϕk stand for the estimated OPO, real OPO
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and the corresponding estimation error, respectively. N rep-
resents the total number of blocks to be combined. As shown
in Fig. 2, phase alignment can be realized by multiplying the
signal Sn+1 with exp(j

_
ϕk ) tomitigate theOPO. In practice, the

practical combining gain is smaller than the ideal combining
gain because 1ϕk 6= 0. Here, we define the combining
efficiency (R) as the ratio of the practical SNR to the ideal
SNR after the coherent combining. Then, the combining loss
in dB unit can be written as CL = −10 log10 R [24], [25].

According to (1) and (2), to balance the two compet-
ing requirements of low computational complexity and high
estimation accuracy, M is the key parameter that should be
chosen appropriately [20]. To investigate the relation between
CL and M , we can begin with estimating the OPO between
the first two signal blocks (S1, S2) represented by

S1 [m] = A1 exp
[
j
(
2π1fmTs + φs + φp(m)

)]
+ n(m), (1 ≤ m ≤ L) (3)

S2 [m] = A2 exp
[
j
(
2π1f (m+ L)Ts + φs + φp(m+ L)

)]
+n(m+ L). (1 ≤ m ≤ L) (4)

Here, A1 and A2 stand for the amplitudes of the two signal
blocks, respectively.1f represents the LFO. Ts represents the
sampling interval. L represents the block length. φs and φp
stand for the modulated signal phase and LPN, respectively.
n(m) and n(m + L) are the ASE noises following complex
Gaussian distribution. The real and imaginary components of
the ASE noise are independent identically distributed (i.i.d)
random variables following Gauss distribution N (0, σ 2

i ) (i =
1, 2) [20]. The variance σ 2

i is related to the electrical and opti-
cal signal-to-noise ratio (SNRi and OSNRi) by the following
equation [25]

A2i
2σ 2

i

= SNRi = OSNRi × γ. (5)

Here, γ is a calibration factor related to the signal bandwidth
and modulation format [20]. Substituting (3) and (4) into (1)
we can obtain

Csum

=

∑M

m=1
S1 [m] · S∗2 [m]

=

∑M

m=1


[
A1ej(2π1fmTs+φs+φp(m)) + n(m)

]
·

[
A2ej(2π1f (m+L)Ts+φs+φp(m+L))+n(m+L)

]∗


=

∑M

m=1

{
A1A2ej[−2π1fLTs+φp(m)−φp(m+L)]

+A1ñ∗(m+ L)+ A2ñ(m)+n(m) · n∗(m+ L)

}
= A1A2ejϕ1

∑M

m=1
e−j1ϕp(m) + nC . (6)

Here, ϕ1 = −2π1fLTs is the LFO-inducedOPO (LFO-OPO)
between the two signal blocks. 1ϕp (m) = φp (m+ L) −
φp (m) represents the LPN-induced OPO (LPN-OPO). It is
worth noting that the LPN φp (m) can bemodeled by aWiener
process, and thus 1ϕp (m) are i.i.d. Gaussian random vari-
ables with mean zero and the variance of σ 2

1ϕp
= 2πL1vTs

[26], [27]. Here, 1v stands for the total 3-dB laser linewidth
of the transmitter and LO lasers.

In the TDCC system, we generally use a large number
of samples (M ) to average out the ASE noise impact in the
OPO estimation and lasers with a narrow linewidth (1v) to
reduce the LPN [7], [25]. In this case, the phase and amplitude
of
∑M

m=1 e
−j1ϕp(m) can be approximated to zero and M ,

respectively, and thus Csum is approximately equal to

Csum ≈ MA1A2ejϕ1 + nC . (7)

Here, nC is the noise term and has the following form

nC =
∑M

m=1

{
A1ñ∗ (m+ L)+ A2ñ (m)+ n (m)

·n∗ (m+ L)
}
. (8)

Here, nC can be approximated as a complex Gaussian random
variable [24]. The real and imaginary components of nC are
i.i.d. random variables following Gauss distribution N (0, σ 2

C )
[25], where

σ 2
C = M

{
A22σ

2
1 + A

2
1σ

2
2 + 2σ 2

2 σ
2
1

}
. (9)

Thus, (7) can be rewritten as [24], [28]

Csum ≈ |Csum| ej(ϕ1+1ϕn1). (10)

Here 1ϕn1 is the so-called additive observation phase noise
(AOPN) [29]. It can be approximated to a Gaussian random
variable with mean zero and the variance given by [29]

σ 2
1ϕn1

≈
σ 2
C

M2A21A
2
2

=
A22σ

2
1 + A

2
1σ

2
2 + 2σ 2

2 σ
2
1

MA21A
2
2

=
1
M

(
1

2SNR1
+

1
2SNR2

+
1

2SNR1 · SNR2
)

=
1
M

(
1

2γOSNR1
+

1
2γOSNR2

+
1

2γ 2OSNR1 · OSNR2
).

(11)

Therefore, the estimated LFO-OPO can be written as
_
ϕ1 = arg {Csum} = ϕ1 +1ϕn1. (12)

To mitigate the LFO-OPO before coherent combining, S2
is multiplied with exp(j_ϕ1) and we can get

S ′2 [m] = S2 [m] · ej(ϕ1+1ϕn1)

= A2 exp
[
j
(
2π1fmTs + φs +1ϕn1 + φp(m+ L)

)]
+ n′(m+ L). (13)

Comparing (13) with (3), we can see that the phase align-
ment error between the two samples to be combined is

1ϕ1(m) = 1ϕn1 + φp(m+ L)− φp(m)

= 1ϕn1 +1ϕp1(m). (1 ≤ m ≤ L) (14)

Since 1ϕn1 and 1ϕp1 are independent of each other and
both of them follow Gaussian distribution [26], 1ϕ1(m) is
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FIGURE 1. (a) The setup of the coherent FSOC system. (b) Block repeating and coherent combining
concepts [7]. Letters A–H represent unique blocks of symbols. (c) DSP flow chart.

FIGURE 2. The phase alignment and digital coherent combining process proposed in
[22].

also a Gaussian random variable. It has a zero mean and a
variance of

σ 2
1ϕ1
= σ 2

1ϕn1
+ σ 2

1ϕp1
=
A22σ

2
1 + A

2
1σ

2
2 + 2σ 2

2 σ
2
1

MA21A
2
2

+ 2πL1vTs

=
1
M

(
1

2γOSNR1
+

1
2γOSNR2

+
1

2γ 2OSNR1 · OSNR2
)+ 2πL1vTs. (15)

After the LFO-OPO is compensated, the two samples are
coherently combined. The amplitude of the output signal can
be written as

AU2 =

∣∣∣A1 + A2ej1ϕ1 ∣∣∣
=

√
(A1 + A2)2 − 2A1A2 (1− cos1ϕ1)

=

√
(A1 + A2)2 − 4A1A2sin2

(
1ϕ1

2

)
. (16)

In general, the phase alignment error1ϕ1 is small, so (16)
can be rewritten as

AU2 ≈

√
(A1 + A2)2 − A1A21ϕ21 . (17)

Thus, the combining efficiency R of the two blocks can be
written as

R =

∣∣∣∣A1 + A2ej1ϕ1A1 + A2

∣∣∣∣2 ≈
∣∣∣∣∣∣
√
(A1 + A2)2 − A1A21ϕ21

A1 + A2

∣∣∣∣∣∣
2

= 1−
A1A21ϕ21
(A1 + A2)2

. (18)

The averaged R can thus be written as [24]

E (R) = 1−
A1A2σ 2

1ϕ1

(A1 + A2)2

= 1−
A1A2

(A1 + A2)2
×

[
1
M

(
1

2γOSNR1
+

1
2γOSNR2

+
1

2γ 2OSNR1 · OSNR2
)+ 2πL1vTs

]
(19)

In practice, the FSOC systems are affected by the unwanted
effects of atmospheric turbulence (AT) and boresight pointing
errors (PE). The received signal power can fluctuate over the
millisecond-class time scales due to the AT [7], [30] and over
the second-class time scales due to the PE, respectively [31],
[32]. However, the total duration of the N data blocks to be
combined in the TDCC process is often on the order of a
microsecond as the data rate is generally high and on the order
of 10 Gbps for the coherent FSOC systems [7], [30]. Because
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the AT and PE induced signal power and OSNR variations are
relatively much slower, we can neglect the AT and PE impact
and assume the OSNR of the N data blocks to be combined
is the same, i.e. OSNR1 = OSNR2 = · · · = OSNRN ,A1 =
A2 = · · · = AN and σ1 = σ2 = · · · = σN . In this case, the
equal gain combining (EGC) is the optimal choice, as it has
the same combining gain as the maximum ratio combining
(MRC) [20]. Therefore, the averaged R for the first coherent
combining can be rewritten as

E (R1) = 1−
1
4
σ 2
1ϕ1

= 1−
1
4

[
1
M1

(
1

γOSNR
+

1

2 (γOSNR)2
)

+ 2πL1vTs

]
. (20)

Here,M1 stands for the number of samples used for the OPO
estimation for the first combining. After the first coherent
combining, the averaged amplitude AU2 and OSNR of the
output signal can be written as

AU2 = 2
√
R1A1, (21)

OSNRU2 = R1 · (OSNR1 + OSNR2) = 2R1 · OSNR. (22)

For the i-th (1 ≤ i ≤ N − 1) combining, the averaged com-
bining efficiency Ri can be obtained by using the above
method recursively. After some straight-forward algebra and
simplification, the expressions of the averagedRi,AU (i+1) and
OSNRU (i+1) have the following forms

E (Ri)

= 1−
Bi

(Bi + 1)2
·

[
1
Mi

(
1

2γOSNR
+

1
2DiγOSNR

+
1

2Di (γOSNR)2
)+

i+ 1
2i
· 2πL1vTs

]
,

(1 ≤ i ≤ N − 1) (23)

AU(i+1)
= Bi+1 · A1, (1 ≤ i ≤ N − 1) (24)

OSNRU (i+1)

= Di+1 · OSNR. (1 ≤ i ≤ N − 1) (25)

where

Bi+1 =
i∏

l=1

√
Rl +

i∑
j=1

i∏
l=j

√
Rl =

√
Ri (Bi + 1) ,

(1 ≤ i ≤ N − 1) and B1 = 1. (26)

Di+1 =
i∏

l=1

Rl +
i∑

j=1

i∏
l=j

Rl = Ri (Di + 1),

(1 ≤ i ≤ N − 1) and D1 = 1. (27)

Here, Mi (1 ≤ i ≤ N − 1) stands for the number of sam-
ples used in the OPO estimation for the i-th combining.
Bi+1 (1 ≤ i ≤ N − 1) represents the practical amplitude gain
after temporal coherent combining of (i + 1) block repeats.
Di+1 (1 ≤ i ≤ N − 1) represents the practical combining

gain after temporal coherent combining of (i + 1) block
repeats.

In summary, with (23) - (27) we can estimate the averaged
output OSNR and the averaged R (CL) when the values of
the input OSNR (OSNRin), total laser linewidth 1v, sample
number Mi, block length L and number of blocks N are
known.

According to (23), the averaged CLi of the i-th combining
can be written as

E (CLi)
= −10 lg [E (Ri)]

= −10 lg
{
1−

Bi
(Bi + 1)2

×

[
1
Mi

(
1

2γOSNR
+

1
2DiγOSNR

+
1

2Di (γOSNR)2
)

+
i+ 1
2i
· 2πL1vTs

]}
= −10 lg(1− ξ ). (1 ≤ i ≤ N − 1) (28)

where

ξ =
Bi

(Bi + 1)2

[
1
Mi

(
1

2γOSNR
+

1
2DiγOSNR

+
1

2Di (γOSNR)2

)
+
i+ 1
2i
· 2πL1vTs

]
. (29)

For the typical values assigned to Mi and 1v, ξ is very
small and becomes even smaller as i increases. For example,
assuming OSNRin = −8 dB, 1v = 10 kHz, Mi = 30 and
L = 2048, the values of ξ are 0.058, 0.012 and 0.005,
respectively, when i is 1, 5 and 10. According to the Taylor
expansion, when ξ � 1

lg (1− ξ) =
−1
ln 10

{
ξ +

ξ2

2
+
ξ3

3
+ · · · +

ξn

n

}
≈
−1
ln 10

ξ .

(30)

Thus, (28) can be rewritten as

E (CLi)

≈
10
ln 10

·
Bi

(Bi + 1)2
×

[
1
Mi

(
1

2γOSNR
+

1
2DiγOSNR

+
1

2Di (γOSNR)2

)
+
i+ 1
2i
· 2πL1vTs

]
= CLASE(i) + CLPN (i), (31)

where

CLASE(i)

=
10
ln 10

Bi
(Bi + 1)2

×

[
1
Mi

(
1

2γOSNR
+

1
2DiγOSNR

+
1

2Di (γOSNR)2

)]
, (1 ≤ i ≤ N − 1) (32)

CLPN (i)

=
10
ln 10

Bi
(Bi + 1)2

·
i+ 1
2i
· 2πL1vTs. (1 ≤ i ≤ N − 1)

(33)
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FIGURE 3. The variations of CLASE as a function of the times of coherent
combining.

Here, CLASE(i) and CLPN (i) represent the combining losses of
the i-th combining incurred by the ASE noise and the LPN,
respectively. Aswe can see,CLASE(i) is inversely proportional
to OSNRin andM . On the other hand, CLPN (i) is proportional
to the product of 1v and L. It is worth noting that CLPN (i)
can be reduced by using a narrow linewidth laser or short
data block. While CLASE(i) can be mitigated by the phase
alignment algorithm (PAA).

We note that, as the LFO-OPO increases linearly with time,
it can also be mitigated by multiplying the data block with
exp(j · i_ϕ1) = exp [j(iϕ1 + i1ϕn1)] before the i-th coherent
combining. This method only needs one OPO estimation
(hereinafter referred to as method A), while the method
shown in Fig. 2 needs N − 1 OPO estimation (hereinafter
referred to as method B). However, as the phase alignment
error i1ϕn1 due to the ASE noise also increases with i, the
performance of method A will be greatly degraded after sev-
eral times of coherent combinations, especially whenOSNRin
is very low and 1ϕn1 is relatively large. The combining loss
incurred by the ASE noise obtained with method A is given
by

CL ′ASE(i) =
10
ln 10

Bi
(Bi + 1)2

×

[
i2

Mi
(

1
2γOSNR

+
1

2γOSNR

+
1

2 (γOSNR)2
)
]
. (1 ≤ i ≤ N − 1) (34)

Aswe can see, it increases quadraticallywith i. By contrast,
with method B, the phase alignment error keeps decreasing
with i as the OSNR keeps increasing with i. Fig. 3 shows
the variations of CLASE(i) predicted by (32) and (34) as a
function of i, respectively. Here, OSNRin = −8 dB, N = 16.
To compare the two methods fairly, the total samples used for
the OPO estimation are the same. For method A, M is set to
be 300, while for method B, Mi (1 ≤ i ≤ 15) is set to be
20. As we can see, the results are consistent with the above
predictions. After 15 times combining, the CL of method B
is much lower.

To validate the analytical expressions presented, we com-
pare the output OSNR calculated by the analytical expres-

TABLE 1. Simulation parameters.

sions and numerical simulations for different combinations
of M and N . Without loss of generality, we carried out the
numerical simulations in a 10 Gbps QPSK TDCC-based
system. The receiver setup is similar to that shown in Fig. 1.
The fixed simulation parameters are shown in Table 1. Here-
inafter, they keep unchanged. Fig. 4(a) shows the variations
of the averaged output OSNR obtained by (23) - (27) as a
function ofM andN whenOSNRin = −6 dB. Fig. 4(b) shows
the averaged output OSNR obtained from 1000 times of
Monte Carlo simulations with different ASE noise patterns.
Fig. 4(c) shows the difference between the analytical and
numerical results. As we can see, the difference is lower than
0.1 dB in most areas, showing the results obtained with the
analytical expressions agree well with the results obtained by
numerical simulations.

III. OPTIMIZATION OF COMPUTATIONAL COMPLEXITY
As the effort for a real multiplier is much higher than for an
adder, the number of real multiplications required is used as
the figure of merit to measure the complexity of the PAA in
this paper. The computational complexity of the PAA can be
measured by the number of real multiplications required per
sample which is given by

4
N−1∑
i=1

Mi + 4L(N − 1)

L
=

4
N−1∑
i=1

Mi

L
+ 4(N − 1). (35)

The above analytical expressions reveal the relationships
between the computational complexity, optical phase align-
ment error and the CL for the TDCC-based variable data-rate
coherent FSOC system. They can help us minimize the com-
putational complexity while achieving the expected output
OSNR and the highest available data-rate for an arbitrary
OSNRin.

As explained above, Mi is a key parameter to balance
the competing requirements between the low computational
complexity and the low phase alignment error (small com-
bining loss). Furthermore,Mi also affects the error-free trans-
mission data-rate. If Mi is too small, a large phase alignment
error occurs, and thus it will take more times of combining to
reach the OSNR threshold, thus reducing the data-rate. There
are two methods for choosing Mi. The first method is fixing
Mi for all combinations, i.e. Mi = M , (1 ≤ i ≤ N − 1).
It is simple and convenient for practical implementation. The
second method is using different Mi for each time of the
combinations to guarantee the expected combining loss CLi.
For example, at the very beginning of the N − 1 times of
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combinations, the OSNR of the signals to be combined is
low, and thus we can choose a larger Mi. While, when the
OSNR increases after repeated combinations, we can choose
a smallerMi.
To compare the two methods fairly, we compare the output

OSNR of the two methods when their computational com-
plexities are the same. Without loss of generality, we assume
that OSNRin = −8 dB, N = 32 and the expected CLi for
the second method is 0.1 dB. Mi for the second method is
calculated by (23) - (27). Therefore, we can obtain the total
samples used for the OPO estimations. Here, the number
of the total samples is 532. In order to ensure the same
computational complexity, we can setMi to be 532/31≈17 for
the first method. Then we can calculate the averaged output
OSNR andCLi with (23) - (27). Fig. 5(a) shows the variations
of the Mi and CLi as a function of i, respectively. Fig. 5(b)
shows the variations of the output OSNR as a function of i.
As we can see, when i is small, the second method has better
performance in terms of the CL and output OSNR as it uses a
larger Mi at the beginning. However, when i becomes larger,
the opposite is true. This is because CLi keeps decreasing
with the first method, while it keeps fixed for the second
method. As a result, when N approaches 32, the first method
has better performance than the secondmethod in terms of the
CL and output OSNR. Fig. 5(c) shows the variations of the
output OSNR improvement of the first method as a function
of N when the two methods have the same computational
complexity. As we can see, the larger N is, the greater the
advantage of the first method. When N is 32 and 64, the
OSNR improvement is about 0.8 and 1.8 dB, respectively.
In summary, the first method has better performance than the
second method and is easier to implement. Therefore, we use
the first method hereinafter.

When the values ofOSNRin,1v, L and the expected output
OSNR (or the error-free OSNR threshold) are known, we can
calculate the values ofM and N by (23) - (27). For example,
for the 10GbaudQPSK signal, the error-free thresholdOSNR
is about 8 dB [7], [33]. Therefore, the expected output OSNR
is set to be 8 dB. When the values of 1v and L are known,
we can obtain the various combinations of M and N for
the expected output OSNR as shown in Fig. 6(a). Here, the
simulation parameters are the same as in Table 1. As we
can see, N decreases with increasing M , which means that
a higher data-rate can be obtained when M is larger. This
is because a larger M can reduce the CL, thus reducing
the required times of coherent combinations to achieve the
expected output OSNR. However, when M is very large, the
curve flattens out. This is because, in this case, the phase
alignment error and CL are already close to the theoretical
limit, so the increase ofM can’t obviously improve the output
OSNR, thus reducing N , any more. The lower limits for N
in Fig. 6(a) are given by N =

⌈
10(OSNRout−OSNRin)/10

⌉
, here

d·e stands for the top integral function. Here, OSNRin and
OSNRout are in dB units. In summary, there is a trade-off
between the computation complexity and data-rate for the
TDCC-based coherent receiver.

As for the first method, the computational complexity is
given by 4 (M + L) (N − 1)

/
L. By substituting the values of

M and N given in Fig. 6(a) into this equation, we can obtain
the computational complexity as shown in Fig. 6(b). The
corresponding data-rate is shown in Fig. 6(c). In Fig. 6(b), the
points A, B, C and D stand for the (M , N ) with the minimum
computational complexity. In Fig. 6(c), the points B, C, D and
E stand for the (M , N ) with the highest data-rates. Here,
the points labeled with the same letter stand for the same
(M , N ). When OSNRin is relatively large, the (M , N ) with
the minimum computational complexity also corresponds to
the maximum data-rate, which is represented by points B,
C and D. However, when OSNRin is very small, this is no
longer true, as shown by points A and E in Fig. 6(c). How-
ever, the data-rate at point A is very close to the maximum
data-rate at point E. The difference is about 2.4%. Here,
we assume that reducing the computational complexity is of
higher priority, and thus choose the (M ,N ) with the minimum
complexity.

Fig. 7(a) shows the variations of M and N corresponding
to the minimum computational complexity as a function of
OSNRin, respectively. As expected,M and N keep decreasing
with increasing OSNRin. Fig. 7(b) shows the corresponding
computational complexity and data-rate. As we can see, the
computational complexity decreases with increasingOSNRin,
while the data-rate increases with increasing OSNRin. When
OSNRin increases from−10 to 0 dB, the computational com-
plexity is reduced by about 10.4 times, while the data-rate
is increased by about 8.4 times. Fig. 7(c) shows the varia-
tions of the output OSNR obtained by analytical expression
and Monte Carlo simulation as a function of OSNRin. The
blue line shows the difference between the analytical and
numerical results. As we can see, the difference is less than
0.1 dB, indicating that the analytical results agree well with
the numerical results.

Fig. 8(a) and shows the schematic diagram of the experi-
mental setup. At the transmitter, an arbitrary waveform gen-
erator (AWG) with an electrical 3- dB bandwidth of 25 GHz
and a sampling rate of 40 GSa/s is used to generate the
analog signals corresponding to the in-phase and quadra-
ture components of the 10 GBaud Nyquist QPSK signal
shaped with a roll-off of 0.1. The analog signals are amplified
and -used to drive an IQ modulator fed by a laser at
1550.278 nm with a linewidth of 10 kHz. The drive signal for
the data IQmodulator is a 213−1 length pseudorandombinary
sequence (PRBS). In front of the receiver, a variable optical
attenuator (VOA) and erbium-doped fiber amplifier (EDFA)
are used to control the optical signal power and OSNR of
the optical signal input into the receiver. An optical band-
pass filter is used to mitigate the out-of-band ASE noise. The
coherent receiver is a pseudo-single-side-band-signal-based
single-photodiode coherent receiver (P-SCR) [33], [34]. A
3-dB optical coupler is used to combine the received opti-
cal signal with the LO at 1550.324 nm with a linewidth of
10 kHz. The polarization controller (PC) is used to adjust the
polarization state of the modulated signal so that it is aligned
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FIGURE 4. (a) and (b) show the variations of output OSNR obtained by analytical expressions and Monte Carlo simulations, respectively.
(c) shows the difference between (a) and (b).

FIGURE 5. (a) Shows the variations of Mi , CLi as a function of i , respectively, when N = 32. (b) shows the variations of the output OSNR as a
function of i , when N = 32. (c) shows the variations of the output OSNR improvement of the first method as a function of N .

FIGURE 6. (a), (b) and (c) show the variations of the N , the computational complexity and data-rate as a function of M, respectively.

with the LO. A single-ended photodiode with a 20 GHz band-
width is used to detect the optical signal. The detected AC
electrical signals are sampled by a real-time oscilloscope with
an electrical 3-dB bandwidth of 36 GHz and a sampling rate
of 40 GSa/s. The sampled signals are stored and processed
off-line by a computer. The flow chart of the DSP chain is also
plotted in Fig. 8(b). After down-sampling to 2 samples per
symbol, an optical field reconstruction algorithm is first used
to recover the baseband complex signal [34]. The following
algorithms are the same as Fig. 1.

Fig. 9(a) shows the variations of the output OSNR as a
function of N whenOSNRin is−1.3 dB,−4 dB,−6.2 dB and
−8 dB, respectively. Both analytical and experimental results
are plotted in Fig. 9(a) for comparison. Here,M is calculated

by (23) - (27). For example, when OSNRin is −8 dB, the
total laser linewidth is 20 kHz, the expected output OSNR is
8 dB, and the block length is 213−1, according to (23) - (27),
(M , N ) is (148, 42). With the same method, we can find
that the values of (M, N ) are (21, 9), (27, 17) and (52, 28),
respectively, when OSNRin is −1.3 dB, −4 dB and −6.2 dB.
As we can see from Fig. 9(a), the analytical and experimental
results agree very well for all input OSNRs. Fig. 9(b) shows
the constellation diagrams obtained when N = 1, 14, 28 and
42 and OSNRin is −8 dB. As we can see, the output OSNRs
are 3.25 dB, 6.31 dB and 8.02 dB, respectively. The values
calculated by analytical expression are 3.27 dB, 6.28 dB and
8.05 dB, respectively. The difference between the analytical
and experimental results is less than 0.1 dB.
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FIGURE 7. (a), (b) and (c) show the variations of N or M, the computational complexity and output OSNR as a function of OSNRin, respectively.

FIGURE 8. (a) Experimental Setup. (b) Flow chart of the DSP chain.

FIGURE 9. (a) The variations of the output OSNR as a function of the number of repeated blocks. (b) The
constellation diagrams for N = 1, 14, 28 and 42, respectively, when OSNRin = −8 dB.

IV. CONCLUSION
In this paper, we investigate the relationships between the
computation complexity, optical phase alignment error, com-
bining loss and data-rate for the TDCC-based rate-scaling
technique. Analytical expressions are deduced to provide a
simple procedure to find the desirous values for the number
of samples used in the OPO estimation (M ) and the required
number of coherent combining (N ) according to the input

OSNR, laser linewidth 1v, block length L and expected
output OSNR. It is found that with the same computation
complexity, simply fixing the number of samples used in the
OPO estimation achieves a higher output OSNR than fixing
the combining loss in the whole TDCC procedure. We also
find that, for a given input and output OSNR, there exists
an optimal M that minimizes the computation complexity.
WhenM is smaller than the optimal value, N becomes larger
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leading to a higher computation complexity, while whenM is
larger than the optimal value, N has an asymptotic floor and
the computation complexity increases with M . For the same
reason, using a larger M than the optimal value only leads
to a marginal improvement in the data-rate. The analytical
results and proposed computation complexity optimization
method are validated by numerical simulations and exper-
imental results. This work can provide useful design tools
and guidelines for low computation complexity TDCC-based
variable data-rate FSOC systems.We note that we do not con-
sider the AT and PE effects in the TDCC procedure as they are
much slower than the TDCCprocedure. At amuch larger time
scale, the AT- and PE-induced OSNR variations should be
considered. In this case, one can adjustM and N periodically
after every hundreds of times of TDCC procedures with the
proposed method by monitoring the input signal OSNR. Due
to space limitations, this issue will be discussed in our further
work.
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