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ABSTRACT The fake news ‘‘infodemic’’, facilitated by social media andmobile message sharing platforms,
has progressed from causing a nuisance to seriously impacting law and order through deliberate and
large-scalemanipulation of public sentiments. There are social, religious, political, and economic dimensions
to the fake news phenomenon, providing enough motivation for interested parties to push biased opinions,
claims, conspiracies and fraud to many naïve information consumers. The ease with which fake news can
be created and propagated makes it extremely challenging to detect and mitigate. To combat the fake
news, the researchers have utilized mechanisms which are largely based on Artificial Intelligence (AI)
algorithms and social network analysis. However, no viable solution has yet been deployed at a scale.
This paper present a comprehensive survey on combating fake news and evaluates the challenges involved
in its detection with the help of existing detection mechanisms and techniques to control its spread. The
challenges associated with combating fake news have been addressed based on the various aspects such as
psychological, economic, and technical. Furthermore, we consider the fake news combat spectrum to analyze
the stakeholder interventions due to the spread of fake news. Finally, various technology-based solutions have
been presented for combating fake news and the associated future challenges and opportunities.

INDEX TERMS Fake News, misinformation, disinformation, infodemic, fake news detection.

I. INTRODUCTION
The global uncertainty due to the COVID-19 pandemic has
manifested in a breeding ground for fake news resulting
in widespread panic, stymieing the efforts of governments
worldwide to disseminate credible information to its citizens.
But, the fake news regarding taking wrong procedures to
protect from COVID-19 has taken its place in this scenario
resulting in promoting racial hatred and distrust. The term
fake news is defined as a fabricated information, which is well
crafted with a purpose having sensation and emotional touch
that mimics the original information. This gamut of global
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fake news was referred to as the ‘COVID-19 infodemic’ by
the world economic forum [1]. The Government of India
recently informed the supreme court of India that fake
news regarding COVID-19 had been a major impediment in
fighting the pandemic [2].

The COVID-19 fake news mainly originated from sources
that depend upon clickbait for revenue generation, politi-
cally motivated sources, fake profiles on social media and
accentuated by a large number of shares/forwards on mobile
messaging applications [3], [4]. This fake news is shared
in the form of text, voice, image, and videos and has great
impact (negative or positive) on social media users. Most
of the sources claimed to be from renowned bodies like
the government and international organizations engaged in
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responding to the pandemic [5]. It is circulated widely over
social media (like Facebook, Twitter, Instagram), mobile
messaging apps (like WhatsApp), video hosting services
(like YouTube, Vimeo) and various websites. Millions of
bots operating through fake profiles helped make the shared
content go viral until it was perceived as true by information
consumers and forwarded further to their contacts.

While the pandemic has exacerbated the fake news
menace, it was already a real problem impacting all aspects
of public life from presidential elections to politics, issues
of law and order to economic fraud [6]. There has been an
increased research focus to understand the nature and spread
of fake news to build solutions to detect and control it [7]–[9].
In [9], the authors presented a survey on fake news and
rumour detection techniques. They have adopted different
approaches to handle the diverse datasets required for the fake
news detection based on the various features to present the
future opportunities and challenges associated with it. Later,
Sharma et al. [8] also studied the need of concrete datasets
to avail the fake news mitigation and detection with the
technical challenges associated with it. Then, Zhou et al. [7]
presented a comprehensive survey on fundamental theories
and detection methods for mitigating the fake news. They
have highlighted the fundamental theories to reinforce the
interdisciplinary research on fake news in various field.
However, most of the research works involve limited datasets
with no viable solution for fake news detection with the
trust issues against the user’s privacy. Therefore, a viable
solution is highly desirable to control and mitigate the spread
of fake news. This paper articulates the characteristics of
fake news, the challenges involved in building fool-proof
solutions to detect and mitigate it, and reviews existing work
done in the domain and their shortcomings. Several possible
interventions are examined from the perspectives of various
stakeholders and early ideas on a viable framework to check
the spread of fake news are presented. Further, we have
compared the existing research works on fake news detection
with the proposed survey to spotlight the benefits associated
with it.

A. RESEARCH CONTRIBUTIONS
This paper contributes the following to the knowledge in the
domain of fake news:
• We present a detailed discussion on characteristics
of fake news, its origins, and conceptual model to
visualize the motive, manifestation, spreading mecha-
nisms, platforms, and influencing mechanisms for fake
news.

• We present an insights on challenges to combat fake
news based on their psychological, economic, and
technical aspects. Also, discuss the fake news combat
Spectrum, the initiative taken by different stakehold-
ers/actors and their desirability.

• We presented the categorization of technology-mediated
solutions for combating fake news and suggested a
viable solution for checking the fake news spread.

B. SURVEY ORGANIZATION
The rest of the paper is organized as follows: Section 2
describes the methodology that was followed for this review.
Section 3 presents the characteristics of fake news including
a model for its representation. Section 4 identifies the chal-
lenges in detecting fake news which have prevented a viable
solution from being formulated and deployed so far, while
Section 5 outlines a fake news combat spectrumwith possible
interventions at the level of different stakeholders–the users,
the platforms and the governments. Section 6 describes recent
technological approaches and advancements to detect fake
news and mitigate its spread, along with their shortcomings.
A potential viable solution for checking the spread of fake
news is described in Section 7. Finally, Section 8 concludes
the paper.

II. SCOPE OF THE SURVEY
The existing surveys discuss the combating and detecting
the fake news to bifurcate the true and false information
to mitigate the propagation of fake news. Nevertheless,
most of the authors did not highlight the need to provide
security and privacy to the user’s confidential information.
For example, Zubair et al. [10] explored about combating
the fake news according to the islamic ethical tradition. The
review has analyzed the Islamic guidelines to detect fake
news (misinformation) andmachine learning generated fakes.
Then, the authors in [11] presented a survey on evaluating the
detection of fake news along with the techniques on social
networking sites. However, they have ignored the content
privacy while improving its quality further affecting the per-
formance of the fake news detection. Therefore, to strengthen
the performance for fake news detection, Hakak et al. [12]
also discussed a survey on mitigating the propagation of fake
news on social media. They reviewed the several fake news
detection approaches associated with the various research
opportunities and future challenges. Furthermore, the authors
of [13], [14] explored a comprehensive survey on combating
fake news during the COVID-19 pandemic. Although, they
have not highlighted the user’s privacy and detection of fake
news with highmodularity. Later, to overcome the trust issues
of [13], [14], Ansar et al. [15] presented an exhaustive survey
to perform the detection of fake news from the data science
outlook. They have mitigated the privacy issues related to
the information, but social bots and clickbaits detection
is not considered to that much extent. Alternatively, the
authors of [16] also focused on combating and controlling
the spread of fake news on the social media platforms, but
they also did not highlight any mechanism for social bots
detection. They have analyzed numerous methods such as
Natural Language Processing and hybrid model for fake
news detection. Furthermore, Shahid et al. [17] studied the
dissemination of fake news by incorporating the AI-based
system to present the research challenges and opportunities
associated with it. Later, the authors of [18] presented a
comprehensive survey on detecting fake news spreaders
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FIGURE 1. Prisma diagram of the proposed study.

to deal with the security and privacy issues in real time
identification of cyber bots and malicious user based on the
various features.

Further, to deal with complexity issues of [18],
Varlamis et al. [19] presented a survey on combating and
mitigating the propagation of fake news based on the Graph
Convolution Networks. Later, the authors in [20] studied the
impact of detecting misinformation in data story to reinforce
the text credibility. Nevertheless, most of the researchers with
their solutions have not involved the fake news detection
based on the various technical, economic, and psychological
aspects. Moreover, user’s privacy is completely ignored while
combating fake news. Therefore, in this paper, we conducted
an exhaustive survey on combating fake news by categorizing
the various technology-based solutions with the different
stakeholders intervention. Table 1 shows the comparative
analysis of various state-of-the-art combating fake news
surveys with the proposed survey.

III. METHODOLOGY
In this section, the methodology employed for the present
research is outlined.

A. RESEARCH QUESTIONS
The existing literature available on fake news was examined.
Based upon the detailed literature review gaps in the domain,
limitations of existing work and future work identified
by researchers in existing works were collated. Table 2
summarizes the identified research questions and motivation
for research.

B. DATA SOURCES
We have performed an extensive literature search on standard
peer-reviewed journal databases including IEEE Xplore,
ACM Digital Library, ScienceDirect, Elsevier, Springer,

EBSCO, Scopus, Web of Science, and Google Scholar to get
insights into the detection of fake news of various research
works. Relevant papers are shortlisted for further filtering.
Further, web references are also examined through Google
searches. A total of 228 research articles, white papers and
web references are collated in this phase.

C. SEARCH CRITERIA
Some of the keywords for search were: fake news, fake
news survey, disinformation, misinformation, malinforma-
tion, combating fake news, fake news detection challenges,
history of fake news, technical challenges in detecting
fake news, government policy for fake news minimiza-
tion, platform-level intervention in Combating fake news,
Facebook fake news, Laws against fake news, WhatsApp
fake news, twitter fake news, Google fake news, AI-based
solutions for fake news, AI-generated fake images, Con-
trolling spread of fake news etc. All these searchers are
performed using logical seperation words such as AND and
OR. For example, fake news ANDmisinformation, fake news
AND challenges,WhatsAppORTwitter fake news, andmany
more combinations. Figure 2 shows the graphical view of the
search strings used in the paper.

D. CRITERIA OF INCLUSION AND EXCLUSION
A total of 65 research articles were excluded on the basis
of low relevance to the research questions framed. Research
articles were further filtered based on:
• Relevance of work done and contribution
• Quality of work done and contribution
• Quality of the journal/conference and publisher
• Number of citations for the paper and also consider low
or no citations papers based on the relevancy with the
topic.

This led to further exclusion of 71 articles.We finally selected
92 research articles and 56 web references which exhibited
high relevance to the research questions. The present work
attempts to provide a holistic picture of the fake news
problem from a theoretical, social and technical perspective.
The issue is examined from the perspective of different
actors/stakeholders in the ecosystem to answer questions
on what is feasible in the global fight against this menace.
FIGURE 1 shows the prisma diagram to present the criteria
for complete screening of the proposed study.

IV. FAKE NEWS: ORIGIN AND CHARACTERISTICS
The Cambridge Dictionary defines news as ‘‘information
or reports about recent events’’ [23]. News is commonly
used to make informed decisions, which affects stock
markets, national security, our personal choices, and even our
interaction with people around us, shaping our perception of
the world we live in [24]. However, the formal definition
of the term fake news is still open to debate. Hence, the
house of commons in the UK has decided to use two terms:
disinformation and misinformation [25]. Misinformation
is a false or sometimes out of the context information
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TABLE 1. Comparative analysis of various state-of-the-art combating fake news surveys with the proposed survey.

presented via facts without the intent to deceive. Whereas,
disinformation is a kind of misinformation with the intention
to mislead the audience [26]. The Council of Europe uses the
term information disorder, which includes misinformation,
disinformation, and malinformation [27]. Malinformation is
when genuine information is shared to cause harm.

Incidents of fake news have been documented in the
West as early as 63 BC when Roman Emperor spread
disinformation to earn a victory [28]. An interactive timeline

for fake news events is present at [29]. Before the printing
press was invented, written records were kept in monasteries
and libraries, which were verified correctly. The monasteries
or libraries were state-funded and any manipulation of
information was not possible without the nexus of the ruling
government [30]. So, disinformation spread was contained
unless it was state-sponsored. In any case, many different
versions of historical accounts existed worldwide. Groups
with the greater might ensured that their version of history
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TABLE 2. Possible research questions to carryout the proposed survey.

FIGURE 2. Used search strings.

endured and was accepted as the true account by the people.
Once the press was invented in 1439, many unverified
works were created and circulated, which gave more space
to disinformation [31]. It wasn’t until 1610 when Galileo
went on trial, that the demand for verified news increased
Misinformation led to the French Revolution in the 18th
century and had false claims and publications from both the
revolutionaries and the government [32]

Yellow journalism, a form of eye-catching journalism sans
substantial legitimate and well-researched news, provoked
the USA into the Spanish American War [33]. The 20th
century had industry scale printing presses which accelerated
disinformation. The century saw two world wars, with
organized disinformation and propaganda fanning racial prej-
udices and extreme nationalism leading to the Holocaust [34].
Paddock in [35] gives a very detailed account of the use
of propaganda in World War I. The BBC History Magazine
Podcast [36] discusses the fake news in World War II. Hitler
had a special department for propaganda called the Ministry
of Propaganda [37].

The advent of social media has placed the power of
spreading disinformation and misinformation in the hands
of potentially all individuals [38]. No wonder fake news
incidents and their impact has grown manifold. It is
estimated that in the 2016 US presidential election, fake

news was shared 30 million times on Facebook [39]. The
hoax regarding worm meat used in McDonald’s burgers
is another prime example of using fake news to damage
corporate reputations [40], while false claims over Brexit [41]
led to fractured electoral mandates, political upheaval and
economic losses. In India, fake news created law and
order challenges through incitement and sentiment manipula-
tion [42]. Deepfake [43] leverages deep learning techniques
to synthesize multimedia by replacing a person’s existing
image or video with someone else, having a high potential
to deceive. LyrebirdAI [44] learns human voices quickly and
can generate a person’s voice for a given text. Technological
advancements like Deepfake and LyrebirdAI support disin-
formation, while the presence of social media bots, unverified
accounts, trolls and dependency on internet search engines for
information have magnified misinformation [45]. Unverified
online advertising over social media and websites promote
disinformation while end-to-end encrypted mobile message
sharing applications make it nearly impossible to track and
curb misinformation [46].

To understand the characteristics of fake news, we exam-
ined different models articulating the characteristics of fake
news. A summary of these models is provided in Table 3. The
First Draft News Model by Claire Wardle described in [47]
discusses different types of fake news, motivations/reasons
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TABLE 3. Summary of conceptual models of fake news.

for fake news and the dissemination mechanisms. The
UNESCO model discusses the three elements of information
disorder, namely Agent, Message and Interpreter and their

4 phases, namely creation, production, distribution, and re-
production [48]. The fake news propagation framework by
Anouk et al. discuss the false association, promotion, and
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FIGURE 3. Fake news characteristics classification model.

the use of celebrity influencers [49]. The disinformation and
misinformation triangle by Rubin examines three determi-
nants for the proliferation of fake news in digital news:
the pathogen (fake news), the host (people who accelerate
the spread of fake news) and the environment (platforms
over which the fake news spreads) [50]. It can be seen that
these models focus on specific aspects of fake news, for
instance, the elements involved or the spreading/influencing
mechanisms. We present a unified representation of fake
news characteristics (Figure 3), providing a comprehensive
picture of why fake news is created, how it spreads, where
it spreads and how its impact is amplified. We observe
that fake news is a centrifugal phenomenon, starting with
the motive at the centre, manifesting in different types,
spreading through various mediums via different platforms
and getting magnified through one or more influencing
mechanisms.

The main elements of the fake news characteristics
classification model (also shown in Figure 3) are discussed
in detail below:
• Motive: The main characteristic of fake news is the
motive, whether political, economic, or religious, ema-
nating from nations, commercial organizations, com-
munities, fringe groups, and individuals [48]. Authors
in [39] find that motives for fake news can be either
financial or political benefit. The video ‘‘Why is Fake
News Created?’’ [51] by Madison College Library

discusses that there are three main drivers of fake
news: satire, desire to influence public opinion and
generation of ad revenue. Motivations or reasons for
fake news as discussed by Claire Wardle in [47] are
poor journalism, parody, passion, partisanship, profit,
political influence or power, and propaganda. We see
that all the above-discussed motives belong to one of
the following categories, such as political, financial, and
popularity.

• Types: A news item consists of an attractor, content
and sources [52]. Attractors are the headlines, visuals,
and captions that attract viewers to read the content.
The more unbelievable, shocking or controversial the
attractor, the more is the tendency of the receivers to
examine that item [53]. Content is the actual descriptive
part of the news item that is being reported, which may
spark curiosity in a reader to check for the sources.
According to a survey, around 80% of the readers don’t
read beyond the attractor [54]. Carefully interspersed
elements of false information in a news item can also
change its overall perception while attributed to credible
sources. Fake news can be broadly categorized into the
following types [55]:
– False Connection: when attractor doesn’t support

the content
– False Context: when genuine content is shared with

false context
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– Manipulated Content: when genuine content is
manipulated

– Satire or Parody: to fool, but not to harm
– Misleading Content: to frame an issue or individual
– Imposter Content: when genuine sources are

impersonated
– Fabricated Content: totally new and false content

intended to deceive and harm
• Medium: The third defining characteristic of fake news
is the medium; word of mouth, text, images and
multimedia content. Its circulation in the form of
audio-video is the most difficult to detect and are more
prone to be perceived as real [56]. Numerous videos shot
in different countries have been propagated as accounts
of local events to ferment violence exist. When used
out of context, news in the form of pictures results in
public anger and outbursts. Photoshopped and morphed
pictures cause equal harm. Thesemorphed pictures trend
on social media through sharing by bots and human
routers, garnering likes and comments, in turn making
it available to a wider audience [57].

• Platforms: Fake news has been disseminated through
multiple platforms like the print media (newspapers,
pamphlets, magazines), television news channels, web-
sites, blogs, social media like Facebook, Instagram and
Twitter, video streaming services like YouTube and
Vimeo, and mobile messaging apps like WhatsApp and
Messenger [47]. Social media and mobile messaging
applications account for over 90% of the fake news
in the world owing to their large user base and ease
of sharing [58]. WhatsApp is a major contributor to
misinformation in India [42].

• Influencing Mechanism: To create impact and influence
public opinion, fake news mongers aim to get content
trending on social media by increasing the number of
views, likes and shares and using hashtags. In fact,
several studies have shown that there are often groups
of users that heavily share fake news, particularly
just after its publication [59], [60]. They optimize the
content of their web/blog article for a higher ranking in
internet search engines using repetitive and superfluous
words, which are most searched on the internet.
They promote their content by paid advertisements on
social media and websites to reach a wider targeted
audience. Unfortunately, there is no substantial vigilance
mechanism for misleading advertisements over the
internet. Most social media and video streaming services
provide a recommendation based on user preferences
which can be manipulated to be in the recommended
list of the target audience. A very subtle method that
is not recognizable in the public domain is forwarding
messages to groups in mobile messaging apps, which
are impossible to monitor.

V. CHALLENGES IN COMBATING FAKE NEWS
This section describes various challenges to combat fake
news.

A. THE PSYCHOLOGY OF FAKE NEWS
Fake news exists because it is consumed and even propagated
by the public, the major stakeholder. Even educated people
display remarkable naivete when it comes to discerning and
sharing fake news. People relate to stories more than actual
facts and are intrigued by conspiracy theories and viewpoints
that challenge popular belief. Research shows that people are
more likely to consider a piece of information to be true if it
fits their belief systems which become fixed over time [61].
Humans exhibit a confirmation bias, due towhich they use the
information to confirm and strengthen their existing beliefs,
biases and ideologies. Individuals also tend to overestimate
their knowledge levels and inaccurately judge fake news as
true [62]. Another factor is the lack of time and effort that
people are willing to invest in determining the veracity of
a news item. Social media creates for individuals what is
referred to as a ‘‘filter bubble’’ [63], their unique universe of
information online. This filter bubble shows users targeted
search results, news feeds, and content [64], eliminating
diverse sources hindering their critical thinking and ability to
discern. The speed at which content is delivered, consumed
and shared also promotes fake news as intuitive and emotional
information processing promotes belief in false content [65].
Finally, people, primarily teenagers, tend to reject journalistic
objectivity credibility and consume most of the news on
social media where being opinionated, controversial and
getting involved in partisan discussions is normal [66]. Thus,
human psychology in processing information and behavior
on social media is the biggest challenge in checking fake
news spread. This has resulted in researchers exploring
increasingly technology-based solutions to check the spread
of fake news.

B. THE ECONOMICS OF FAKE NEWS
There is a strong economic motivation for spreading mis-
information and disinformation. Political mileage, financial
gains and aspiring for individual popularity incentivize the
spread of disinformation. Nir and Jeffery [67] analyzed
the economic value of disinformation. If the Monetory
(M) benefit combinedwith the Psychological (P) benefit from
the creation and management of fake news exceeds the direct
Investment Cost (IC) combined with the Opportunity Cost
(OC), Psychological Cost (PC), and Expected Penalty Effect
(EPE); fraudsters will engage in disinformation.

M + P > IC + OC + PC + EPE (1)

EPE factors the monetary cost of conviction, i.e. the probabil-
ity of arrest and conviction. The primary mode of business for
most digital companies is online advertisements. This has led
to platform capitalism, wherein a highly engaged user-based
is constantly bombarded with targeted advertisements based
on deep analysis of user data, preferences and online
behavior [68]. Therefore, online social network platforms
have very little incentive to actively weed out fake news
and advertisements as a highly engaged user base generates
greater revenues. With the economic and political influence,
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these organizations have earned, the EPE (Eq. 1) for these
is apparently less. It is entirely feasible for a platform such
as Facebook to build AI-based solutions for detecting and
tracking fake news, fake profiles, bots and groups which
promote fake news. However, the lack of incentive, including
a possible backlash by users for tracking their shared
content, has prevented social media platforms from actively
addressing the issue of fake news. Current interventions,
including removing reported content and relying on human
managers to flag fake news, are not effective, transparent and
at best half-hearted. Correct information, however, does not
necessarily balance or overcome fake information to achieve
a natural equilibrium which makes the damage done due to
popular fake news partially irreversible [69].

C. TECHNICAL CHALLENGES
Due to the advances in technology such as AI, deep learning,
computer vision and related domains such as big data and
cloud computing, it is feasible to expect a technology-based
solution to counter fake news [70]. However, the complexity
and diversity in how fake news is constructed, propagated
and consumed make this view an oversimplification [71].
Therefore, technical solutions addressing specific aspects
such as detection, flagging and fact-checking of fake news
have been proposed in the literature. A truly universal
technical solution, however remains a mirage for now.
Zhou and Zafarani in [7] discuss that fake news does not yet
have a universally accepted definition. Thota et al. in [72]
also state that defining fake news is a problem in itself. Thus,
the lack of a clear, concise definition of what constitutes fake
news prevents its accurate classification using existing AI
mechanisms.

Zhang and Ghorbani in [70] conclude that the limited
accessibility of high-quality labeled datasets is another major
challenge for online fake news detection. Cultural diversity is
a major reason for this, as what is construed as satire in one
region of the world may be considered offensive in another
and fake news in another. Wang in [73] attributes the lack
of manually labelled datasets as a bottleneck for building
advanced solutions for detecting fake news, while Parikh and
Atrey [74] say that there are nomulti-modal datasets available
that cover all fake news types. This prevents corresponding
AI models from being built, trained and deployed at scale.
Monti et al. [75] discuss that the interpretation of fake news is
required context and common sense, which natural language
processing is still missing. Even human beings are not
efficient in detecting fake news [75], [76].

Sharma et al. in [8] discuss generalisation challenges with
linguistic methods, accuracy concerns with deep learning
methods and static nature of classification models based
on user feedback. They raise data quality concerns and
variations in methods used to collect data. They also state
maintenance concerns for knowledge bases for fake news.
Zhou et al. in [77] discuss the inefficiency of knowledge
graphs for fake news detection as they are incomplete, do not
contain knowledge of recent events and their inability to

detect intentionally fake news. Shu et al. in [78] discuss the
problems with the use of social media data for detecting
fake news. Combating fake news poses serious technical
challenges, which is why a viable solution is not yet deployed
at scale. Based on the analysis of the existing literature in the
field and our own experience, we observe that the technical
challenges in Combating fake news can be grouped into four
heads (Figure 4):
• The definition of fake news itself has been defined
differently by different organizations and researchers.
It is also popularly known as false news, disinfor-
mation, misinformation or rumor. These terms are
used interchangeably; however, they convey different
meanings. False news originates from news sources
and is untrue. Disinformation and misinformation are
untrue information and may or may not originate from
a news source. Rumors are unverified information
that originated from unknown sources [7]. A critical
analysis of multiple definitions of fake news ranging
from those describing it as false news to a purely
online phenomenon is available in [79]. Problem
statements for detection and Combating fake news have
been defined differently for different disciplines [80].
Variations in problem definition and characterization
have made it difficult to formalize, leading to multiple
research directions. This has led to diverse solutions,
difficult to consolidate into one integrated deployable
solution.

• Language Diversity: There are around 6,500 different
languages in the world and the datasets are available
mainly in English, Chinese, and other widely used
languages while fake news can be propagated in almost
all known languages [81]. Thus, a single solution to
address fake news propagation in multiple languages is
infeasible and requires customized solutions to be built
and deployed.

• Datasets: The ability to leverage AI in detecting fake
news is limited to the availability of data for training the
AI models [70]. Further, the data must be labelled, i.e.
already categorized as true or fake; substantial examples
must be present for each category. Twomajor issues with
the present-day datasets on fake news are:
– Quantity: Few datasets are available and that too

is confined to particular cases like the Syrian War,
Brexit, or the 2016 US elections [73]. Datasets
from a specific timeframe and subject are not well
suited for all time frames and subjects [74]. The
datasets are available from open-access platforms
like Twitter and other microblogging sites, while
most social media platforms don’t allow user
information extraction, given the privacy terms.

– Quality: The creation of datasets depends mostly
upon human classifiers, which introduces bias
during data labelling [8]. Crowd sourcing the
dataset is inauthentic as it depends upon the widely
spread beliefs in the community [78].
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FIGURE 4. Summary of technical challenges in combating fake news.

• Closed Systems: Applications like WhatsApp, Signal
Telegram and Messenger are closed systems with end-
to-end encryption. So, only the sender and receiver
can view the message. This excludes the possibility
to develop an automated method for detecting or
tracking fake news. This is the most significant technical
challenge as mobile message sharing applications have
emerged as the largest propagators of fake news and
misinformation [82]. While law enforcement agencies
can still track social media profiles, they cannot track
any message trails across mobile message sharing
applications.

• Analyzing Multimedia Content: Multimedia content
used to spread fake news is difficult to detect due to two
significant reasons: Unavailability of labelled datasets
that can be used to train models predicting the veracity
of multimedia content and extremely high computation
cost associated with the analysis of potentially billions
of video and audio streams [83]. While techniques for
determining whether multimedia content is doctored
exist, newer AI technologies like Lyrebird AI [44],
an AI-based voice cloning system and Deep Fake [43],
a deep-learning-based image and video faking system;
make detecting the authenticity of multimedia content
challenging. Recent experiments by Groh et al. [84]
suggest that human intuition is reliable for detecting
manipulated multimedia content.

VI. FAKE NEWS COMBAT SPECTRUM
Figueira and Oliveira in [85] divide the ways of fighting
fake news into two major categories–(i) human interventions

and (ii) using algorithms. David Lazer et al. in [86]
discuss two major interventions for Combating fake news–
(i) empowering individuals and (ii) platform-based detection
and intervention (using algorithms and bots). Poynter in [87]
has given a detailed account of recent laws and regulations
made by governments around the globe for fighting fake
news. Different stakeholders/actors who can work to combat
fake news are:

• Users: who consume fake news and can stop its spread
by veracity assessment and deciding not to share fake
news

• Platforms: where fake news is spread, like Twitter, Face-
book, WhatsApp, and other messaging and social media
platforms. They can check fake accounts, information
shared and apply application level filtering to counter
the spread of fake news.

• Government/Society: which can enforce laws and regu-
lations, run awareness campaigns, etc.

Based on a survey of existing literature in combating the
spread of fake news, we present a fake news combat spectrum
in Figure 5 covering initiatives, interventions and solutions
encompassing all significant stakeholders/actors; the users,
the technology platforms and the governments. In terms of
desirability, the interventions are classified from green to
red, where green indicates that the users are empowered
to accurately determine the accuracy of fake news in an
utterly privacy-preserving manner, yellow indicates platform
level intervention where privacy may be compromised. Red
indicates government-level interventions which may lead to
criminalization, prosecution and suppression of free speech.
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FIGURE 5. The fake news combat spectrum & desirability (green to red) of potential
interventions at stakeholder-level.

The detailed discussion of the potential interventions at
the level of the different actors/stakeholders is provided as
follows.

A. USER-LEVEL INTERVENTION
The users in today’s information ecosystem can be producers,
consumers and distributors of fake news. Through shared
responsibility, users can perform self-verification of content
they receive by cross-checking against credible sources or
through fact-checking portals. User discretion in forwarding
unverified content can also avoid the exponential spread of
fake news.

1) SELF-ASSESSMENT
Newmark J-School’s fake news detection checklist [88]
suggests users to ask the following questions before believing
any news item:
• Who communicated the information?
• How they know about the information?
• How they considered to be an authoritative source of
information?

• Is the source biased?
• Are trusted websites posted the news?
• What facts the information is being missing out?
• Is this for the purpose of story making or popularity?

2) PORTALS FOR FIGHTING FAKE NEWS
The Reporters’ Lab manages a database for the organizations
that checks the facts behind the informations posted [89].
Their system tracks or keep an eye on >100 organizations
worldwide.

When skeptical about the veracity of a news article,
users can visit one of these portals to verify the news,
based upon the location and type of the news. International
Fact-Checking Network (IFCN), a unit of Poynter Institute,
is a global network of fact-checkers that promotes best

practices and ethics while providing funds and fellowships
to fact-checkers [90]. A verified list of fact-checking portals
are also available at [91]. Some prominent ones are:

• AltNews [92]: They select claims that are political,
trending or provocative and do extensive research over
them by internet searches, data source verification and
contacting the concerned authorities. They evaluate
news and publish articles debunking the false claims.
They also provide links to the sources for public
consumption. AltNews works primarily in the Indian
context.

• PolitiFact [93]: It is a website that rates the claim’s
accuracy by elected officials publishing a Truth-O-
Meter indicating the veracity of the stated claims.

The primary challenge in making user intervention an
effective strategy in Combating fake news is the psychology
of users, their cognitive limitations and behavioral reaction to
controversial or provocative news items [94]. Fact-checking
requires users to take the initiative and visit portals or
use tools outside the social media platform or their mobile
messaging application. This is less than desirable and
currently, there are no provisions for in-app fact-checking,
making it effective and reducing user effort significantly.
Moreover, many of these services cannot provide real-time
fact-checking, requiring users to search their portals to
ascertain content authenticity.

B. PLATFORM-LEVEL INTERVENTION
Various social media platforms like Facebook, YouTube, and
Twitter [95] have faced retaliation for failing to contain the
spread of fake information in election campaigns. Table 4
shows major platforms, how they detect fake news, what
action do they take once fake news is detected and the new
features, they are planning to introduce to combat fake news
spread.
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TABLE 4. Efforts of major social media and messaging platforms in combating fake news.

TABLE 5. Summary of global government-initiated interventions to combat fake news.

Governments contend that platforms run by the tech giants
like Google and Facebook are equipped with the most
advanced AI tools and competent workforce to be able to
design and implement solutions to check the spread of fake
news [104], [105]. The steps being taken by them seem more
human-based and crowd-sourced rather than predominantly
technology-driven. The use of human reviewers too can
introduce individual biases and errors while classifying fake
news or disinformation. Further, social media platforms
have not taken decisive action against sponsored fake news,
advertisements, and bots due to economic reasons. On the
other hand, these platforms argue that content censorship in
violation of user-privacy norms is not their stated agenda or
responsibility. Traditional print or online media are equally
susceptible to running sponsored advertisements that may
be misleading in nature. All the social media platforms
claim to have mechanisms in place to remove offensive
content when reported by users and verified by them. Finally,
potential user backlash against these platforms for violating
their privacy and performing real-time fact-checks on their
messages prevents them from adopting an aggressive strategy
to detect and contain fake news.

C. GOVERNMENT-LEVEL INTERVENTION
Poynter [87] has documented different approaches to
counter fake news spread by various national governments.

The national governments worldwide have taken initiatives
to combat the menace of misinformation [106]. A summary
of such interventions is presented in Table 5. Table 6
shows significant legislations for Combating fake news taken
worldwide.

Government interventions however have not had the
desired impact due to the following reasons [109]–[112]:

1) Fake profiles on social media make it hard to pinpoint
the perpetrators.

2) No feasible mechanism to actively track fake news on
a multitude of platforms.

3) Understaffed cyber-security and social media monitor-
ing cells in local police forces coupled with lack of
training.

4) Lack of awareness of laws and legislation by both
individuals and enforcement agencies.

5) Non-reporting by users.
It can be seen that governments have recognized the

threat fake news pose to the modern world very late,
and major legislative steps have been taken only post
2016 when the US Presidential Elections demonstrated how
fake news propagated over social media can sway public
opinion and influence election outcomes. However, major
drawbacks of heightened government curbs and monitoring
of the social media space for individual users include
violation of democratic and civil rights, including freedom
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TABLE 6. Significant legislation for combating fake news world-wide.

of expression, intrusion of privacy and misuse of laws to curb
dissent [113].

VII. TECH-MEDIATED SOLUTIONS FOR FAKE NEWS
Different researchers have tried to categorise approaches to
fake news detection and mitigation. In [8], Sharma et al.
have categorized existing methods to stop fake news into
three categories, namely content, feedback, and intervention-
based solutions. The content-based identification includes
cue and feature methods, linguistic analysis and deep learn-
ing methods. Feedback-based identification includes using
hand-picked features to identify fake news and analysing
propagation patterns, temporal patterns, and user responses.
Intervention-based solutions include computational methods
and algorithms that interpret dynamically the actions to
combat fake news, which is based on real-time content
propagation dynamics. Zhou and Zafarani in [7] discussed
different perspectives of fake news detection, which are based
on knowledge, style, propagation, and source characteristics.
Parikh and Atrey in [74] discussed five categories of methods
for detecting fake news, namely language features, deception
modelling, clustering, predictive modelling, content cues and
non-text cues-based methods. Zhang and Ghorbani in [70]
described four categories of online fake news detection
approaches: component-based (creator analysis, content anal-
ysis and context analysis), data mining based (supervised and
unsupervised), implementation-based (online and offline)
and platform-based (social media and another online news
platform) categories.

The summary of the work done for detecting fake news is
presented in Figure 6.

The individual approaches for fake news detection are
discussed in detain below:

A. USER ANALYSIS-BASED SOLUTIONS
Users who participate in either creating or sharing fake news
have been studied and mechanisms have been developed to
identify them.

• Bot Detection: A significant difference has been
observed between the bots and human population as
detected from their Twitter activities [114]. Therefore,
user behaviour analysis can be used to detect malicious
activity in spreading fake news. Nasim et al. [115]
developed a method to identify social bots on Twitter
using only partial information about the user and their
tweet history, in real-time exploiting temporal patterns
and message diversity trends.

• User Credibility: News shared by a credible user is
more likely to be true, while news shared by a user with
low credibility is less likely to be true. Determination
of user credibility gives important clues to the veracity
of the news item they share. User profile features like
location, profile image, political bias to classify fake
news are relevant to assess their credibility [116].

User profile verification by social media platforms and
mobile messaging applications is a simple, but effective
mechanism to weed out fake profiles, prevent trolling,
cyber-bullying and irresponsible sharing of content. User
anonymity offered by current social media platforms remains
the major reason for the propagation of fake news.

B. CONTENT ANALYSIS-BASED SOLUTIONS
Content analysis and review is of utmost importance in order
to declare the news as fake or genuine accurately [117]. Some
of the content analysis techniques are described as follows:
• Linguistic/Semantic Analysis: Fake news is highly
correlated with the use of emotional words and
propagandistic content. Ajao et al. [118] proposed that
there exists a relationship between fake information
and emotional words. They improved the fake news
detection using sentiment analysis and classification.
To solve this, Sonia, et al. in [119] devised a agnostic
classification scheme with language and web features
for the identification of fake news. It extracts mor-
phological, psychological, readability and web-markup
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FIGURE 6. Categorization of types of technology mediated solutions for combating fake news.

features from webpages and classifies them as fake or
genuine. CredEye [120] uses a language style and web
search to analyze the credibility of a given textual claim.

• Knowledge Graph based: A knowledge graph repre-
sents a collection of interlinked descriptions of entities–
real-world objects, events, situations, or abstract con-
cepts [121]. Pan et al. in [122] propose article-content
based fake news detection by constructing a complete
and precise knowledge graph to cover the fake news
articles’ topic. They improved performance using pos-
itive and negative knowledge graph embedding models
once the complete and precise knowledge graphs were
obtained from the article. Zhou, Zhixuan, et al. in [123]
argue that purely linguistic approaches can potentially
misclassify fake news. To address this, they propose
to use fact-checking in conjunction with linguistic
characteristics analysis by using a crowdsourced knowl-
edge graph. ClaimsKG [124] is a semi-automatically
generated knowledge graph of claims from major
fact-checking services registered with IFCN.

• Text-Image Relationship: There have been instances
where the unrelated or often misleading image is used
in conjunction with a news article, a characteristic of
disinformation. Yang, Yang, et al. [125] have devised
a text and image information based Convolutional
Neural Network (TI-CNN) which predicts the veracity
of a news article taking into consideration the image
as well as the text with 92% precision, the dataset
being the news about 2016 US presidential elections.
InVid [126] is a browser plug-in tool that performs video

context analysis, Twitter search, keyframe selection,
magnification and gathers video metadata. It also
provides forensic analysis of keyframes to help users
find if the frames have tampered.

• Analyzing Multimedia Content: Deepfakes are gen-
erated using Generative Adversarial Networks (GANs),
which employ twoDNNs, first for generating a deepfake
video and second for detecting it. The generating DNN
learns how to produce undetectable videos throughout
this adversarial game. MesoNet [127] is a network used
for video forgery especially in facial features. It focuses
on mesoscopic properties of images. Yuezun and
Siwei [128] observed that DeepFake algorithms need
that leave certain distinctive artifacts in the resulting
video. They propose a CNN to detect the presence of
such artifacts in the video frames. Sabir et al. [129] used
existing recurrent convolutional networks to visually
recognize and describe the images [130] with modi-
fications to detect manipulations in the region of the
image where face is present. They initially detect the
face from video, crop it, and align the faces from video
frames and manipulate the detection in the preprocessed
region. However, there is always a scope for the current
methods to be obsolete as the Deepfake GAN is
updated with the newer detecting DNNs. Watermarking
multimedia content for digital provenance is another
way to protect against Deepfakes [131]. This, however,
needs devices that capture audio and video being capable
of digital watermarking. Simone et al. [132] describe
audio tampering detection using multimodal features by
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looking at the environmental characteristics estimated
via an audio signal.

• Checking against Credible Sources: Checking a piece
of information against credible sources is the most
traditional and sure-shot approach to assess its veracity.
However, fact-checking is not so straightforward, given
the variations in natural language used to express similar
information.

C. PROPAGATION ANALYSIS-BASED SOLUTIONS
• Propagation Network: The manner in which informa-
tion spreads can provide insights into its veracity as true
news and fake news follow distinguishable propagation
patterns. Shu et al. [133] exploited hierarchical propa-
gation network features to classify fake news. They use
two levels of propagation networks:Macro-level - tweets
posting pattern and information sharing pattern, and
Micro-level - user conversations towards news pieces
on social media over time. Social bots heavily support
successful low-credibility sources. Yang et al. created a
deep neural network model that can detect fake news
in the first 5 minutes of it starting to spread based
only on user characteristics on Twitter [134]. The neural
network is composed of Recurrent Neural Networks
and Convolutional Neural Networks that represent the
propagation path classified as that of fake news or
otherwise. They have been able to early detect fake
news on a Twitter dataset with an accuracy of 85%.
TraceMiner [135] classified social media messages as
fake or true based on their propagation pathway in the
social network utilizing the LSTM-RNN model.

• Credibility Propagation Network: Jin et al. [136]
exploited the conflicting social viewpoints in a credibil-
ity propagation network to verify the news automatically
in microblogs. They studied news microblog posts
from Sina Weibo, observed the relationships among the
interacting posts, and clustered them into supporting
and opposing clusters. Supporting relationships enhance
a tweet’s credibility, while opposing relationships
decrease credibility.

D. HYBRID APPROACHES
Hybrid approaches combine user-analysis, content, and
propagation-based approaches to detect fake news.
• Domain Network Structure: Chen et al. [137] pre-
sented a discovery system that proactively surfs web-
sites using the domain network structure, which is
reconstructed from social media feeds and classifying
them using a topic-agnostic classification strategy
(TAG) [119] as fake or true.

• Content and User Behavior: Capture, Score, and
Integrate (CSI) [76] is a deep hybrid model that takes
the text of the news article as well as the promoters
and the response it receives. The capture module takes
the series of engagements and constructed a graph of
these engagements by a score module. The output of

both the modules is integrated to classify the news
as reliable or not. Gupta et al. in [138] used ranking
techniques to know the credibility of information on
the Twitter. Their ranking scheme uses message-level
features like length, unique characters, hashtags, swear
language words, emoticons, etc.; and user-level features
like age, number of statuses, verified account, length of
description, URL characteristics, the ratio of followers
to users followed, etc. FakeDetector [139] is a fake
news detection system that extracts a both explicit
and latent features from the text and builds a deep
diffusive network model to represent news articles,
creators, and subjects. It then determines relationships
between creators, news articles, and the subject of
the news article and learns to predict their credibility
levels. FakeNewsTracker [140] is a system to understand
and detect the fake news automatically. It employs the
Social Article Fusion (SAF)model that utilizes language
features of the news and social context to classify it
as fake. Unique features of FakeNewsTracker are geo-
visualization, social network visualization of fake news,
and word cloud representation.

• Crowd Sourcing: FeedReflect [141] is a browser
extension that nudges users to pay more attention and
uses reflective questions to engage in news credibility
assessment on Twitter. It intervenes on users’ Twitter
feeds by highlighting content that requires careful
assessment of credibility. Detective [142] leverages the
crowd signals of users in social networks for detecting
fake news. Interestingly, it learns user behavior in
flagging fake news in a social network and their accuracy
in flagging.

While technology-based fake news detection schemes hold
promise, the fact that none of these schemes is deployed
in the real-world indicates that these schemes are unable to
effectively address the challenges in detecting fake news.
Some of the reasons why tech-mediated interventions for
detecting fake news fail are listed below:

1) These schemes are shown towork on very small subsets
of real-world data sets, including content, which is
temporally and spatially related, for instance, the US
Presidential Elections. A generic solution that is able
to detect fake news effectively at scale and in real-time
would require access to all user-profiles and shared
content and plenty of computational resources.

2) Most of the existing social network platforms are
not open to third-party fake news detection services
due to their privacy policies, rendering these solutions
infeasible.

3) Technology interventions can be made to work seam-
lessly if provided by the social network itself. However,
as discussed earlier, there is very little incentive for
these platforms to do so as it might alienate their
userbase due to privacy concerns and lead to loss of
advertisement revenue if advertisements are classified
as misleading or potentially malicious.
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TABLE 7. Desirables satisfied by different types of solutions.

4) For mobile-messaging applications providing end-to-
end encryption, it is impossible to track user-shared
content making fake news detection a non-starter.

5) Detecting multimedia content manipulation in a purely
automated manner is technically challenging given the
scale at which multimedia content is generated and
shared.

Thus, a combination of economic considerations, privacy
concerns, design of message sharing applications and largely
closed nature of social networking platforms, severely
restrict the effectiveness of pure technology-based fake news
detection schemes.

VIII. EXPLORING A VIABLE SOLUTION FOR CHECKING
FAKE NEWS SPREAD
As discussed in Section 5, any solution to combat
fake news can be envisaged at the levels of the three
primary actors, namely user-level (creator/consumer),
platform-level (disseminating forum) and government-level
(affected/responsible stakeholder). In an ideal world, all the
actors would cooperate and build a viable solution centred
around awareness (government), technology (platform) and
self-regulation (user) [143], [144]. However, the relationship
between the actors can be characterized by a lack of trust.
On many occasions, governments have prosecuted their
citizens for their social media posts [145], while platforms
have also been accused of partisan behavior in selectively
banning influencers by categorizing their speech as hate
speech [146]–[148]. Due to this lack of trust, a viable
technical solution spanning all actors remains infeasible.
Therefore, to arrive at a viable solution, we specify the
desirable characteristics of any solution with respect to their
implementation at the level of the 3 actors in Table 7.
Privacy preservation is an essential aspect of any solution

as users will not be comfortable knowing that the platform
or the government is monitoring their personal profiles and
keeping track of their posts. For platforms to detect fake
news, they will need to access the profiles of individual
users and analyze their posts. Other message sharing
platforms like WhatsApp offering end-to-end encryption
profess helplessness in accessing the information shared
between users. Thus, there are severe technical challenges
in building platform-centric solutions to detect fake news.
The second desirable aspect for a viable solution is the
context amalgamation of a user’s culture, language, region
and local environment. For platforms to build user-specific
context for billions of users is technically intractable at
present. Governments, too, would struggle to build technical

solutions to check for fake news at each geographic region
or sub-region level within a country or state. Further, all
such solutions would infringe on the individual user’s privacy.
The third and final desirable property for a viable solution is
fairness or the implicit trust that the solution shall be free of
any biases. On this aspect, both platform-level solutions and
government-led solutions do not make the cut. Further, even
AI-driven solutions are not completely free from bias. Thus,
classifying news/information as fake, based on a solution that
does not guarantee to be fair, shall not find global acceptance.

Thus, a viable solution to prevent the spread of fake news
at the user level can be envisaged to be an independent
news verification service. An interface providing an in-app
(for mobile message sharing applications) or in-platform
(for social networking platforms) access to an independent
news-verification service for the end-users. This service shall
empower end users to ascertain the authenticity of any news
item they come across on social media or deliver as a message
to them.

However, it is not trivial to build a credible news-
verification service. There are several technical challenges,
including dynamic knowledge bases, which are constantly
updated, new intervention strategies for different envi-
ronments and credible datasets for intent detection [8].
The news-verification service can be envisaged to be
a context-specific database of credible news information
organized hierarchically according to location and trending
topics. A schematic of the envisaged solution is presented in
Figure 7.
The user invokes the news-verification Client whenever

she wants to fact-check a message, post or any given text.
The Natural Language Processing (NLP)Module extracts the
location, entity, context, and sentiment from the given text
and sends the extracted parameters to the location-specific
news-verification service based on the location of the user or
the location extracted from the message text to be verified.
So, news pertaining to Delhi, India, shall be routed to the
news-verification service for Delhi, India.

The Content Classifier creates a database of authentic
information, the Credible News DB, from trusted sources
based upon location, entity, context and sentiment using NLP
and Cognitive Computing tools. Within a particular news-
verification service, news from credible sources is sorted by
various entities (people, places), topics, latest news, trending
news and cached results for previous fact-check queries. The
trusted sources include websites and RSS feeds of credible
news websites, as well as their verified and trusted social
media handles. Matching news is ranked based on their
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FIGURE 7. Schematic for a user-initiated news-verification service as a suggested viable solution for
checking fake news spread.

relevance, giving them a relevance/veracity score. In case no
relevant information regarding the given text is found in the
Credible News DB, the text is sent to human verifiers for
verification.

Thus, end-users will be able to verify news received and
probably desist from blindly believing received content and
forwarding it indiscriminately. This will help break the chain
and slow down the spread of fake news. Combined with
effective awareness campaigns, it can emerge as a strong
tool to check the spread of fake news. Such a service can
be reliably hosted if local administrations, news agencies and
prominent citizens join hands to tackle the fake news menace.

IX. OPEN ISSUES AND CHALLENGES
While a Suggested Viable Solution is described in this paper,
this domain of knowledge needs more research. As we
have diverse platforms, multimedia, captivating Virtual Real-
ity (VR) and Augmented Reality (AR), Metaverse [149] and
Omniverse [150], fake news finds more impactful platforms.
The fake news characteristics need to be studied in detail
for these new mediums. Following are the open issues and
challenges that we identify:
• Creation of unbiased datasets for news verification

• Increasing complexity of multimedia content.
• New forms of multimedia content.
• User privacy.
• Verifying multimedia content is an open technical
challenge.

• Tradeoff between user privacy and news verification.
• Maintaining consistency between cross-nation and
cross-cultural fake news understanding and law imple-
mentation.

X. CONCLUSION
Fake news detection and mitigation remain one of the
most challenging problems to solve due to many factors–
human, technical and economical- which preclude a generic
technology-enabled solution from being formulated and
deployed. Further, human and AI-generated multimedia
content is adding immense complexity in detecting the
spread of fake news. Social networking platforms and mobile
messaging applications are under increased scrutiny and
pressure by Governments and law-enforcement agencies
worldwide in helping track users shared content and perpetra-
tors of fake news in the interest of national security and law
and order.While technology solutions developed by the social
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networking platforms and mobile messaging applications to
detect malicious content themselves are most feasible, user
privacy will need to be compromised to achieve it. A balance
between free speech, user rights and the interests of the
society and nations at large seems hard to achieve. In the
current scenario, a viable solution seems to be in-app or in-
platform access to an independent news-verification service
that allow users to verify content on-demand. However,
building a reliable news-verification service is non-trivial as
it is location-based and covers diverse topics and individ-
uals. Further, verifying multimedia content such as videos,
photographs and audio clips remains an open technical
challenge for ongoing research. Till then, a multi-modal
approach combining user awareness campaigns, government
legislation, increased checks and balances at the platform
level involving user verification, authentication, controlled
sharing and finally news-verification service backed by a
consortium of credible news agencies can help alleviate the
menace somewhat.

In the future, we will implement the proposed solution and
evaluate its performance based on various evaluation metrics.
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