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ABSTRACT Ischemic heart disease (IHD) is the leading cause of death worldwide. Magnetocardiogram
(MCG) as a non-invasive detection of the heart, takes a more important role in clinic detection. However, the
MCG technique is not a common diagnostic tool in routine clinical practice because of the lack of MCG data
and trained doctors forMCG data, especially for current density vector map (CDVM). Therefore, we propose
an automatic method to analyzeMCGdata using the deep learningmethod. Here, we propose a deep learning
method called Residual Network (ResNet) with transfer learning to classify CDVM from category 0 to
category 4, which is reconstructed from MCG data. The ResNet exhibited an accuracy of 90.02%. This
paper suggests a high potential for applying ResNet to CDVMs.

INDEX TERMS Current density vector map (CDVM), magnetocardiogram (MCG), residual network
(ResNet), transfer learning.

I. INTRODUCTION
Ischemic heart disease (IHD), also called coronary artery
disease (CAD), is a disease with a high mortality rate in many
countries [1], [2]. It can cause myocardial damage, result-
ing in myocardial infarction, ventricular arrhythmia, even
sudden cardiac death and other severe consequences. IHD
is preventable, early diagnosis and appropriate intervention
are essential to reduce mortality [3]. Usually, when patients
experience chest pain, it may be due to this disease.

As a diagnostic method, ECG accounts for a large part
of routine clinical diagnosis. A 12-lead resting electrocar-
diogram (ECG) is frequently used. However, due to its
lower sensitivity and specificity [4], in some cases, the ECG
may not be significantly abnormal. For those patients with
unexplained chest pain, invasive diagnostic methods may be
unavoidable. For example, coronary angiography (CAG) is a
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safe and reliable invasive diagnostic technique, known as the
gold standard for IHD diagnosis. However, invasive detection
methods often have limitations, such as high cost of time and
requiring technical experts to operate.

Also, as a non-invasive, contactless, radiation-free and
risk-free multichannel mapping technology, magnetocardio-
gram (MCG) has been recognized as a promising non-
invasive diagnostic tool for the early detection of ischemic
heart disease, arrhythmia, and fetal diagnosis [5], [6].

It allows monitoring of magnetic field changes related to
the spontaneous electrical activity of the heart from multiple
locations above the chest [7]. Changes in cardiac electrical
activation during depolarization and repolarization, which
may be caused by ischemia and reversible coronary artery dis-
ease [8], are detected and quantified as changes in magnetic
field distribution on the chest [9].

Compared to ECG, MCG provides additional information,
and is more sensitive to tangential currents, and capable to
detect vortex currents. Besides, the cardiac magnetic field
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is less affected by tissue conductivities [10], [11]. In addi-
tion, MCG has higher reproducibility, less signal fluctuation,
and better spatial resolution [8], [9], [12]. Therefore,
the promising technology has motivated the interest of
scientists.

However, there are some deficiencies in MCG. The mag-
netic fields of the heart are too weak to measure with a
magnitude of 10−11 Tesla. So, most MCG systems currently
operate in magnetic shielding chambers to detect very weak
cardiac magnetic fields. Besides, it requires more specialized
knowledge to make a diagnosis than an ECG does. One of
the main reasons may be the absence of diagnostically clear
criteria providing high sensitivity and specificity. Therefore,
diagnosis technology based on computers is of great value to
clinicians.

Machine learning is a promising data analysis technique.
This technology can discover new knowledge from data sets,
and can explore the unknown laws and trends from differ-
ent data sets. Li et al. [13], Ren et al. [14], Yuan et al. [15],
and Faramarzi et al. [16]. They have made good progress in
machine learning methods.

Besides, this technique has widely been adopted for
biomedical applications. Embrechts et al. [17] used direct
kernel partial least squares(DK-LPS) to separate abnor-
mal heart beats from normal ones, with accuracy of 83%.
Fan et al. [18] used support vector machine(SVM) to analyse
12 morphological features from ECG ST segments, with
accuracy of 95.2%. Udovychenko et al. [19] used k-nearest
neighbor (K-NN) to binary classify current density dis-
tribution maps, with accuracy in a range of 80-88%,
70-95%. Tao et al. [20] used XGBoost classifier and 18 time
domain features to detect IHD, with accuracy of 94.03%.
Tantimongcolwat et al. [21] used BNN to classify MCG data
of IHD, with accuracy of 74.5%. Steinisch et al. [22] clas-
sified Zorr50% of neural networks by using multi-layer
perceptron (MLP) neural network based on Linear Discrim-
inant analysis (LDA). The best results for MCG at rest were
98% accuracy for a single heartbeat. Huang et al. [23] used
multilayer perceptron (MLP) neural network to investigate
the usefulness of the MCG to detect CAD. The two models
with accuracy 89.5% and 90.0%.

Past studies show promising results in the automatic
detection of IHD. However, those studies require prior
knowledge and are influenced by some subjective factors
in feature selection. Compared with machine learning meth-
ods, the deep learning method such as ResNet requires
less prior knowledge, and can mine the internal laws of
data sets automatically through building the deep net-
work, which can reduce the influence of human subjective
factors.

Odusami et al. [24] used finetuned ResNet-18 network to
detect early stage from functional brain changes in functional
magnetic resonance images(fMRI), with accuracy of 99.9%.
Al-Falluji [25] used modified ResNet-18 network and chest
X-Ray images to automatically detect COVID-19, with accu-
racy of 96.73%.

II. METHODS
The framework of current density vector map (CDVM) clas-
sification as shown in Fig. 1.

A. DATASETS
The data was collected by ‘‘pulse pump Rb atomic mag-
netometer’’ [26], [27], which can collect MCG data from
49 channels. The collected multichannel MCG data are
shown in Fig.2.

It is hard to classify IHD from raw data, so we reconstruct
the CDVM from raw data, which can reflect the complex
source structure associated with distributed excitation wave-
fronts within the heart [28]. The CDVM has made great
progress in ischemic heart disease detection [19], [28].

The CDVMs can be classified from category 0 (normal) to
category 4 (grossly abnormal). One example shows in Fig. 3,
which is given for each of the 5 categories.

As a clinical diagnostic method, CDVMs have two param-
eters to diagnose whether this person suffers from cardiac
diseases [29]. One is average classification of total maps
(ACTM), if ACTM ≥ 3.0 is abnormal, while ACTM <

3.0 is normal. Let n denotes the number of samples, i denotes
sample i, ci denotes the category of sample i. ACTM can be
formulated in Eq. (1).

ACTM =

∑n
i=1 ci
n

(1)

Another parameter is the ratio of abnormal maps (RAM),
which shows the proportion of abnormal CDVMs(category
3 and category 4) in all CDVMs. If RAM ≥ 50% is abnormal,
while RAM < 50% is normal. Let n denotes the number of
samples, i denotes sample i. If sample i is category 3 or 4,
ai = 1, else 0. RAM can be formulated in Eq. (2), Eq. (3).

RAM =

∑n
i=1 ai
n

(2)

ai =

{
1, sample i is category 3 or 4,
0, else.

(3)

After removing the samples with poor quality of MCG,
a total of 23 experimental samples are left in this task, includ-
ing 16 normal people and 7 patients. CDVM is reconstructed
every 10 ms in the ST-T segment from the J point to the end
of the T-wave, according to Fig. 4.

About 15 CDVMs need to be reconstructed from each
sample based on the single cardiac magnetic periodic signal.
One example of the generation of MCG raw data to CDVMs
is shown in Fig. 5. Finally, a total of 341 CDVMS were
reconstructed.

Not all of the CDVMs reconstructed from patients are
category 3 or category 4, they can be category 0, category 1 or
category 2. So, all original CDVMs need to be sent to experts
for annotation and classification. There are 100 CDVMs of
category 0, 107 CDVMs of category 1, 97 CDVMs of cate-
gory 2, 96 CDVMs of category 3, 110 CDVMs of category
4. For each category, the data is divided into training set,
validation set and test set in a 6:2:2 ratio.
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FIGURE 1. CDVM classification framework.

FIGURE 2. Multichannel MCG data.

Training a large neural network requires a large number of
labeled data sets. It is obvious that the CDVMs in our hands
are not enough to handle this classification task. In view of the
current insufficient data sets, we use the method of manual
enhancement to amplify the data set, which can add multiple
copies to each original image. In this way, the overfitting
of network can be reduced and the generalization ability of
network model can be improved. Data enhancement mainly

includes: contrast changing, brightness changing, chroma
changing, image sharpening, random noise increasing. One
example of data enhancement is shown in Fig.6.

After data enhancement, the enhanced images are mixed
with the original data set. Then, a total of 1705 CDVMs
are available for experiment. So we have 1023 CDVMs
in the training set, 341 CDVMs in the validation set and
341 CDVMs in the test set. Therefore, datasets and labels are
built in this task.

B. DEEP LEARNING
In this task, we need to train a five-classification classifier.
We feed CDVMs to the classifier, then we will know which
category it is. Here, deep learning method such as ResNet-18
is used as the five-classification classifier.

C. ResNet-18
ResNet means deep residual network, a type of Convolu-
tional Neural Network (CNN) proposed by He et al. [30].
ResNet-18 is a type of ResNet, which has 17 convolutional
layers (conv) and 1 fully connected layer (FC). Different with
plain network, ResNet has shortcut connections to skip blocks
of convolutional layers, which can effectively avoid vanishing
and exploding gradients in deep CNN.
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FIGURE 3. Classification system of CDVM: one example is given for each of the 5 categories (0-4).

Several convs, batch normalizations (BN), Relu activation
function and one short cut form a Residual BasicBlock (RB).
There are two types of Rb in ResNet-18.

The RB-1 in ResNet-18 has 2 convs, BN, Relu and an
identity x short cut, as shown in Fig. 7(a). Let y denotes the
output, x denotes the input, F denotes the nonlinear function
for the convolutional path in RB-1. The output of RB-1 can be
formulated in Eq. (4). The x through the nonlinear function
F(x), and plus x becomes the output y of RB-1. The input x
and output y are in the same dimensions.

The RB-2 in ResNet-18 has 2 convs, BN, Relu and a
convolutional short cut, as shown in Fig. 7(b). Let y denotes
the output, x denotes the input, F denotes the nonlinear
function for the convolutional path in RB-2, H denotes the

convolutional short cut. The output of RB2 can be formulated
in Eq. (5). The x through the nonlinear function F , and plus x
through convolutional short cut H (x) becomes the output(y)
of RB-2. The input x and output y are not in the same shape.
Convolutional path is responsible for reducing output size and
then increasing dimensions. Two types of resident block are
shown in Fig.7.

y = F(x)+ x (4)

y = F(x)+ H (x) (5)

D. TRANSFER LEARNING
Usually, deep learningmethods need a large amount of data to
train a neural network. The large amount of data can help deep
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FIGURE 4. Reconstruction of CDVM from J point to the end of the T-wave.

FIGURE 5. Generation of current density vector map: (a) An example of MCG signals in all channels.
(b) Corresponding magnetic field map. (c) Corresponding current density vector map.

neural network to learn the features of CDVMs. But, it’s hard
to train a deep neural network for us because we don’t have

access to large amounts of well-organized data like ImageNet.
Some researchers train deep CNN models on ImageNet [31],
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FIGURE 6. Examples of data enhancement include: contrast changing, brightness changing, chroma changing, image
sharpening, random noise increasing.

and then apply trained CNN models as feature extractors in
another field by transfer learning techniques [32], [33]. They
have achieved good results.

Transfer learning is a technology that takes knowledge
the neural network has learned from one task and applies
that knowledge to another task. Schematic diagram of

transfer learning are shown in Fig.8. How to pre-train a
model is an important part. We will follow the following
steps:

1) Find a proper model
It’s difficult to train a deep neural network from random
initialization. Sometimes this training takes several
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FIGURE 7. Two types of resident block.

FIGURE 8. Schematic diagram of transfer learning.

weeks. But, there is someone else who has finished this
training. We can download weights that some else has
already trained and use that as per-training and transfer
that to a new task.

2) Reuse the model
The model chosen in step one will be reused in the new
task. Reuse the model includes part of the model or all
of the model.

3) Fine tuning
After applying weights to initialize our own neural net-
work, we can freeze parameters in some layers, transfer
fully connected layer and then train in our own dataset.
Usually, the neural network can be more accurate than
we just train from random initialization.

E. TRANSFER LEARNING ON ResNet-18
The features have learned in ImageNet can be applied to
CDVMs to classify. After applying parameters trained by
others to our own ResNet, we transfer 1000-dimensions fc to
5-dimensions fc to fit the CDVM classification task. Then we
freeze the first twoRB layers as the bottom features extraction
of image. Deep learningmethods impersonate the functioning
of the human brain in methodology information. The first few
layers of the deep learning model identify simple features, the
middle layers identify more complex features and patterns,
and the last layer is used for prediction. So the first two
RB layers of ResNet are similar as feature extraction at the
bottom level of pictures. Finally, the structure of the proposed
ResNet-18 is presented in Fig. 9.

Before the network training, the size of the images of the
training set, validation set and test set should be set to 224 ×
224. Then, the pre-processed images are fed into the network
model for training. Finally, the network works well and then
we save the network weights for subsequent identification
and classification.

The training of neural network often requires a large
amount of training data, but it is difficult to feed all the
training data into the network at one time. We can feed the
data set into the network model in batches. The volume of
batches is called batch size. In the task, we set the batch
size to 8.

After the input image forward propagation, the SoftMax
classifier calculates the probability of each sample input for
each category, and then calculates the loss value of the sam-
ple using the loss function. In this task, the Cross Entropy
Loss function is used as the loss function of the network
model. Let C denotes the output, n denotes the number of
all samples, y denotes the true label, ŷ denotes the prediction
of samples. The equation of Cross Entropy Loss function is
shown in Eq. (6).

C = −
1
n

∑
x

[ylnŷ+ (1− y)ln(1− ŷ)] (6)

As we know, the purpose of neural network learning is
to find appropriate parameters to make the value of the loss
function as small as possible. So after calculating the loss,
we need a tool tomake it smaller. This tool is called optimizer.
There are many kinds of optimizers for neural networks.
Adaptive Moment Estimation (Adam) is adopted in this task,
which combines Adaptive Gradient (AdaGrad) and Root
Mean Square Propagation (Root Mean Square Propagation).
The algorithm of Adam is shown in algorithm (1).

Learning rate is a very important hyperparameter in the
process of network training, which controls the updating
speed of the weight parameters of the network model and
determines the convergence speed of the network model.
If the learning rate is too small, it is easy to fall into the local
optimal solution; otherwise, if the learning rate is too large,
it is easy to miss the optimal solution. In this experiment,
we set the learning rate of the network model as 0.0001.
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FIGURE 9. A view of ResNet-18 after fine tuning.

Algorithm 1 Adam
Require: α : Stepsize
Require: β1, β2 ∈ [0, 1) : Exponential decay rates for the
moment estiamtes

Require: ε : A small constant used for numerical stability
Require: θ : Initialize parameter vector
m0 = 0 : Initialize first moment vector
v0 = 0 : Initialize second moment vector
t = 0 : Initialize timestep
while θt not converged do
t ← t + 1;
gt ← ∇θ ft (θt−1); (Get gradients)
mt ← β1 · mt−1 + (1 − β1) · gt ; (Update biased first
moment estimate)
vt ← β2 · vt−1 + (1 − β2) · gt ; (Update biased second
moment estimate)
m̂t ←

mt
1−β t1

; (Compute bias-corrected first moment
estimate)
v̂t ←

vt
1−β t2

; (Compute bias-corrected second moment
estimate)
θt+1← θt − α ·

m̂t√
v̂t+ε

; (Update parameters)

θ ← θ +
a
θ ; (Update parameters)

end while

TABLE 1. Hyperparameters of ResNet-18.

In a word, the hyperparameters for the proposed ResNet-18
used during training set, validation set and test set are shown
in Table1.

III. RESULT
In this task, we choose confusion matrix to value the model.
The confusion matrix is shown in Fig.10. From the confu-
sion matrix, most of the input can be predicted well, but
some samples of category 3 are likely to be predicted to be

FIGURE 10. Confusion matrix of test set.

category 4, and little of the samples of category 0 are likely
to be predicted to be category 1.

To evaluate classification result, the following parameters
are used: precision, recall, specificity and accuracy. These
values are defined as follows:

Precision =
TP

TP+ FP
(7)

Recall =
TP

TP+ FN
(8)

Specificity =
TN

TN+ FP
(9)

Accuracy =
TP+ TN

TP+ FP+ TN+ FN
(10)

where TP(True positive): number of True samples predicted
as positive, FP(False positive): number of False samples
predicted as positive, FN(False negative): number of False
samples predicted as negative, FP(False positive): number
of False samples predicted as positive. The mean accuracy
of ResNet is 90.02%. Precision, recall, specificity for each
category are shown in Table.3.

The training accuracy of training set rapidly rises in the first
25 epochs, and then reaches about 90%, and the accuracy of
validation set reaches about 88%. The ResNet performs good
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TABLE 2. Precision, Recall, Specificity, Accuracy of ResNet-18 for each
category.

FIGURE 11. Training accuracy in each epoch.

FIGURE 12. Training loss in each epoch.

in both training set and validation set. The training accuracy
in each epoch is as shown in Fig.11.

The training loss rapidly declines in the first 100 epochs,
and then reaches about 0.2. The training loss still has a trend
to go down, which shows with the epoch bigger the ResNet
works better. The training loss in each epoch is as shown
in Fig.12.

Besides, we also train a support vector machines(SVM),
with the same input of ResNet, to compare with ResNet.
The accuracies of SVM with different kernels are shown in
Table.3. Both of these three methods perform good in train
set, while the accuracy of test set preform bad, which shows
the superiority of ResNet in CDVM classification.

Compared with other non-invasive diagnosis of cardiac
disease such as rest and stress ECG, MCG as a new tech-
nique performs very well. CDVMs reconstructed from MCG

TABLE 3. Classification results of SVM with different kernel functions.

makes obvious images for doctors to diagnosis. And the result
suggests a high potential of applying ResNet for CDVMs.

IV. DISCUSSION
In this paper, we propose an automatic CDVM classification
system based on transfer learning on ResNet-18. Compared
with SVM, it requires less prior knowledge and the result
shows the superiority of ResNet in CDVM classification.
According to ACTM and RAM, our system is suitable for
early detection of cardiac diseases. The mean accuracy of our
system reaches 90.02%, but there are still some problems that
need to be solved. The reasons for the accuracy just reaches
90.02% may be as follows: firstly, although transfer learning
can help reduce the influence of small datasets, within limits,
the more data we have, the better the network will perform.
Secondly, we only have a small amount of patients’ data,
whichmainly leads to confusing category 3 and 4. Thirdly, the
ResNet-18 is used in this task. Only 18 layers in this ResNet,
the deeper ResNet named ResNet-50 may be better in CDVM
classification.
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