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ABSTRACT Coordinated and efficient operation in large, complex systems requires the synchronization
of the rhythms of spatially distributed components. Such systems are the basis for critical infrastructure
such as satellite navigation, mobile communications, and services like the precision time protocol and
Universal Coordinated Time. Different concepts for the synchronization of oscillator networks have been
proposed, in particular mutual synchronization without and hierarchical synchronization from a reference
clock. Established network synchronization models in electrical engineering address the role of inevitable
cross-coupling time delays for network synchronization. Mutual synchronization has been studied using
linear approximations of the coupling functions of these models. We review previous work and present
a general model in which we study synchronization taking into account nonlinearities and finite time
delays. As a result, dynamical phenomena in networks of coupled electronic oscillators induced by time
delays, such as the multistability and stabilization of synchronized states can be predicted and observed.
We study the linear stability of nonlinear states and predict for which system parameters synchronized
states can be stable. We use these results to discuss the implementation of mutual synchronization for
complex system architectures. A key finding is that mutual synchronization can result in stable in- and
anti-phase synchronized states in the presence of large time delays. We provide the condition for which such
synchronized states are guaranteed to be stable.

INDEX TERMS Synchronization, delay effects, systems engineering and theory, control theory, phase
locked loops, mutual coupling.

I. INTRODUCTION
Network synchronization provides the basis for concerted
operation of natural and engineered systems [1]–[5]. It refers
to the concepts to synchronize the nodes of a network,
i.e., mutual synchronization, hierarchical entrainment and the
plesiosynchronous ansatz [6]. The hierarchical approach is
the basis for time distribution services like the Network-
and Precision Time Protocol. The demand for timing
services available over large geographical scales was initi-
ated with the onset of railway transportation and telegraph
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systems [7]. With the introduction of pulse-code modulation
in communication networks during the 1950s, efforts towards
the development of mathematical frameworks to study syn-
chronization were made [7]–[9]. The speed of light sets
an upper limit for signal transmission velocities. Therefore
cross-coupling time delays between a networks’ nodes are
unavoidable [10], [11]. Such time delays affect the dynamics
of synchronization in networks of coupled oscillators. Par-
ticularly the setup of complex spatially distributed systems
operating at high frequencies has generated novel challenges
to synchronization solutions. In hierarchical synchronization,
i.e., the entrainment of oscillators by a reference clock, time
delays cause phase differences in the networks’ clocking
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signals. Delay-compensation techniques can address the pres-
ence of such cross-coupling time delays. However, they
become uneconomic or difficult to achieve as the spatial
dimension, complexity or frequency of operation of a system
increases [12]. This is the case in, e.g., localization services,
data processing on global scale, radio astronomy, and mobile
communication systems [13], [14]. Synchronization solu-
tions that scale with system size are needed as systems grow
larger and tend to be more distributed. In non-hierarchical
mutual synchronization time delays do not introduce phase-
differences, instead they affect the frequency and stability of
synchronized states. The precision of mutual synchronization
has also been shown to scale advantageously with system
size [6]. It is suggested to become increasingly relevant due to
its robustness against time-delayed cross-coupling [15], [16],
[18], [19]. In this approach, neither delay compensation nor
centralized control is necessary. It can serve as the backbone
for large, distributed systems, e.g., meshed and ad-hoc net-
work structures [20] that play an important role in modern
society.

The seminal contributions on Network Synchronization
in the late 1950s addressed the effects of the unavoid-
able cross-coupling time delay and oscillators’ signal
processing [7], [8], [21]–[23]. These were reviewed in
Lindsey et al. [6] which points out that ‘‘the analysis of
the mathematical model in its most general form . . . is a
difficult problem’’. These works studied the properties of
synchronized states and their stability after linearization of
nonlinear coupling functions. The results well approximate
the properties of synchronized states for time delays of the
order of the oscillation period. Recent advances in dynamical
systems theory and the field of delay integro-differential
equations has revealed new phenomena like multistability
and parameter-heterogeneity induced stabilization of syn-
chronized states [24]–[26].

In this paper we address synchronization dynamics in the
presence of considerable cross-coupling time delays for any
static network topology. To provide a full picture we review
and generalize the mathematical models previously discussed
by, e.g., Lindsey et al. [6] and Pollakis et al. [24]. In Sec. II
we generalize these models to include more general coupling
functions that describe feedback-path time delays, as well as
effects of inverters and frequency dividers. We discuss the
dynamics of a free-running phase-locked loop and show how
the intrinsic frequency depends on the internal dynamics of
the PLL. Using tools from delay dynamical systems theory
we then analyze network synchronization with the general
nonlinear model [27]–[36]. The analysis in Sec. III-A reveals
that multiple synchronized states with different properties
can emerge for the same oscillator and network parameters.
Taking into account the nonlinearity of the coupling func-
tion, we derive in Sec. III-B and III-C expressions for the
loop gains and transfer functions of individual oscillators
and networks of oscillators. These depend not only on the
circuit properties of the oscillator itself but also on those
of the network and the synchronized states that can exist

therein. We use the loop gains and transfer functions to
analyze the stability of synchronized states beyond the critical
point, i.e., beyond the point where the system is marginally
stable. Using these we present explicit expressions for the
properties of the perturbation response, e.g., its characteris-
tic time scale. This enables a precise differentiation of the
stability and multistability of synchronized states, such as
in-phase, anti-phase, and so-called twist-states. We define the
delay-margin as the value of the cross-coupling time delay
for which a synchronized state becomes unstable for the
first time. Using the properties of the network topology, the
steady state loop gain and the loop filter cut-off frequencies,
we present a stability condition for the linear stability of
synchronized states. If this condition is fulfilled, it implies
that synchronized states with constant frequency are stable
for any value of the cross-coupling time delay. We then show
that mutual synchronization is possible at time delays hun-
dreds of thousand times larger than the oscillation period, see
Sec. III-C. We address one of the major challenges of mutual
synchronization – its complexity of implementation – an
issue raised in Ref. [6], see Sec. II Table 1 therein. The
theoretical results of sections III-A and III-B are then used to
compare entrainment to mutual synchronization in Sec. IV.
A time-domain simulation of the dynamics of a network of
64 mutually coupled oscillators demonstrates that mutual
synchronization is feasible in the presence of considerable
time delays, see Sec. IV-C. We then discuss how network
topology and node parameters can guide and optimize syn-
chronization in Sec. V. Such guidance and optimization
can be realized using inverters, tuning voltages, frequency
dividers, tuned component heterogeneity and custom fit
oscillator design. Hence, this work provides all necessary
theoretical tools to guide the systems design of complex
oscillator networks in the presence of significant time delays
and inert oscillator response.

II. NETWORK SYNCHRONIZATION THEORY
Here we briefly review, generalize and extend the theoretical
framework within which network synchronization can be
studied. The analysis presented in this work is based on tools
from dynamical systems theory and delay integro-differential
equations (DIDEs) [27], [28], [31]. The results obtained
within these theoretical frameworks are then discussed from
a control theory perspective. This work introduces network
synchronization theory also valid for cross-coupling time
delays larger than the period of the oscillations. Therefore,
we first discuss the differences between different defini-
tions of synchronization. Then we establish how the inter-
nal dynamics of an oscillator relate to the notion of its
intrinsic frequency, defining the autonomous oscillator. It is
the basis for studying synchronization in the framework of
Kuramoto-type oscillators [37], [38]. This work then studies
networks of coupled oscillators that are solely character-
ized by the phases of their oscillations. The amplitudes are
considered to be constant and no interactions between the
amplitudes and phases are considered. Such phase models
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FIGURE 1. Sketch of a phase-locked loop (PLL) node indexed by k with
multiple inputs xln(k)

and calibration voltages {V b, V t} to control internal
properties.

can be obtained from the dynamical equations of the sig-
nals of, e.g., electronic oscillators, using phase reduction
methods [5], [39].

A. DEFINITION OF TIME, FREQUENCY AND PHASE
SYNCHRONIZATION
In order to discuss the existence of synchronized states and
their properties we here define the necessary concepts. Fre-
quency synchronization denotes the process during which
a set of oscillators adjust their instantaneous frequencies
such that these become equal asymptotically. As a result
the oscillators’ phases are locked [5]. The phase φ(t) ∈
[0, 2π ) of an oscillation linearly maps the progression within
one period. Hence, for cross-coupling time delays larger
than a period, phase synchronization does not imply time
synchronization. Phase synchronization relates to frequency
synchronization with specific constant phase relations, such
as 0 or π for so-called in- and anti-phase synchronized states.
In physics, time is defined by what a clock measures [40].
Therefore, a local time can be derived from a counter that
counts the cycles of the periodic output of an oscillator.
Consequently, time synchronization denotes the synchroniza-
tion of the time-measures derived from a set of clocks. That
means that after phase-synchronization has been achieved,
the counters need to be reset accordingly using Einstein
synchronization [41].

B. GENERAL DYNAMICAL SYSTEMS MODEL OF A
PHASE-LOCKED LOOP
The nodes considered here consist of a phase-detector (PD),
loop-filter (LF), signal inverter (INV), divider (DIV), and
voltage controlled oscillator (VCO) that form a feedback loop
system. This resembles a phase-locked loop (PLL), see Fig. 1,
widely used in electronic systems [42]. The PD detects the
phase relations between external signals xextl (t−τ ) indexed by
l ∈ N and an internal feedback signal xf(t−τ f ). The symbols
τ and τ f denote the cross-coupling and feedback time delays,
respectively. The PD output signal is a function of these input
signals and can optionally be shifted by a voltage V b

xPD(t) = G PD

(
V b
+

1
n

n∑
l=1

g
(
xextl (t − τ ), xf(t − τ f )

))
,

(1)

FIGURE 2. (left) Hierarchical clock tree network structure with reference
oscillator. (right) Mutual coupling network structure without a reference
oscillator.

where g(·) can be a nonlinear function of the incoming signals
depending on the type of PD andG PD denotes the gain of the
adder. The PD signal is then filtered and a tuning voltage V t

can be added to yield the control signal

xc(t) = V t
+

∫
∞

0
du p(u) xPD(t − u), (2)

where p(u) denotes the impulse response of the LF. The
voltages V b and V t can be used to change the operation point
of the PLL, see Appendix VI. The instantaneous frequency of
the VCO is controlled by xc(t)

φ̇ VCO(t) = y(xc(t)). (3)

The functional form of y(·) depends on the architecture of
the VCO and can be a nonlinear function of its input voltage.
Linearizing this function around the intrinsic frequency ω0 of
the VCO, its instantaneous output frequency can be obtained

φ̇ VCO(t) = ω0 + K VCO xc(t), (4)

where K VCO denotes its sensitivity close to the operation
point, see Appendix VI. From this the instantaneous angular
PLL frequency φ̇k (t) when closing the feedback loop can be
studied

φ̇(t)

= ω0 + K VCO

∞∫
0

du p(u)
(
V s
+G PDg(0, xf(t − u− τ f ))

)
= ω. (5)

Note that we defined V s
= V t

+ G PDV b, where V t can
tune the intrinsic PLL frequency independently of G PD. As a
result, if there are no external input signals, the dynamics
of the PD and V t determine the intrinsic PLL frequency ω.
It can be different from the intrinsic frequencyω0 of the VCO,
e.g., as can be the case for XOR PD elements. Hence, knowl-
edge of the internal dynamics allows to abstract a PLL as an
autonomous oscillator characterized by effective parameters,
e.g., intrinsic frequency and duty cycle.

The case of an XOR PD is discussed in Appendix VI
as it has important implications for the architecture design
process of the PD part of a digital PLL (DPLL). In mutual
synchronization systems design the PLL component’s gain
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characteristics can be a useful control parameter. Hence, the
PD should be designed such that the intrinsic PLL frequency
is independent of those gains. This can be achieved by,
e.g., using V b to shift the mean output voltage of the PD to
zero.

C. SYNCHRONIZED STATES IN NETWORKS OF
DELAY-COUPLED PLLs
We now discuss synchronization dynamics in networks of
heterogeneous PLLs in the presence of cross-coupling time
delays for clock tree and mutual coupling architectures, see
Fig. 2. In the following, implementation related nonlinear-
ities are treated in the small signal limit. We focus on the
nonlinearities in the coupling. If necessary, additional non-
linearities in, e.g., the VCO’s response can also be taken into
account [43]. For a network of N coupled oscillators we find
the dynamics of the PLLs’ instantaneous frequencies

φ̇k (t)

= ωk

+
Kk
n(k)

N∑
l=1

ckl

∞∫
0

du pk (u) h
(
δφkl(t, u, τ )

v
+ φ INV

k

)
,

(6)

where k = 1, . . . , N indexes the N PLLs in the network,
ωk = ω0 + K VCO

k V t
+ ξ G TOT

k K VCO
k V b/2 denotes the

intrinsic frequency of PLL k with ξ = 0 for multiplier
and ξ = 1 for XOR PDs and G TOT

k the product of all
gains in the feed-forward path, Kk = G TOT

k K VCO
k /2 the

coupling strength, n(k) the number of input signals, ckl the
components of the network’s adjacency matrix being either
one if there is a connection from PLL l to k or zero oth-
erwise, pk (u) the impulse response function of the loop fil-
ter, δφkl(t, u, τ ) = φl(t − u − τkl) − φk (t − u − τ

f
kl)

the phase difference between the PD input signals’ phases,
τkl the cross-coupling time delay from node l to k , τ fkl the
feedback path time delay within node k towards an input l,
v the divisor of the frequency divider, and φ INV

k a phase-shift
induced by an inverter element taking values 0 (deactivated)
or π (active). Based on pk (u) a LF cut-off frequency ωc

k
can be defined. The coupling function h(·) is 2π -periodic
with a normalized peak-to-peak amplitude equal to 2 and
can be calculated from Eq. (1) in the case where the LF
ideally filters the PD signal [24], [39]. That means dropping
from the Fourier representation of g(·) all high frequency
contributions. For digital PLLs with XOR PD the coupling
function then is a triangular function, for analog PLLs a
cosine function of the phase differences between the feedback
and input signals. Hence in many cases this dynamical model
for networks of delay-coupled PLLs reduces to a generalized
Kuramoto phase-oscillator model [37]. In Laplace space the
coupling function is also referred to as the phase error transfer
function.

III. NONLINEAR CONTROL THEORY FOR LARGE PLL
NETWORKS WITH TIME-DELAYED COUPLING
We now study synchronization in complex networks of
delay-coupled oscillators using the tools from dynamical
systems theory. This analysis will then be connected to well
known concepts from control theory using its terminology
and figures of merit [46]–[49]. Specifically, we extend the
concept of the loop gain and the transfer functions and intro-
duce a definition of the delay margin. Using these we study
linear stability and the stability at the critical point. As a result
we present a novel condition for the stability of synchronized
states. The focus will be on the dynamics of networks of
mutually delay-coupled PLLs, while treating each individual
PLL as an autonomous oscillator.

A. EXISTENCE AND PROPERTIES OF SYNCHRONIZED
STATES
In time-domain the ansatz for frequency-synchronized states
with global frequency � subject to a small (ε � 1) phase
perturbation qk (t) in a network composed of N oscillators is

φk (t) = �t + βk + εqk (t), (7)

where βk denotes the phase-offset of oscillator k with respect
to a reference phase. Plugging the ansatz into the set of
Eqs. (6), the properties of synchronized states and their stabil-
ity can be calculated. Expansion of the coupling function and
sorting by orders of ε we obtain a set of N coupled nonlinear
equations from which the frequency � of the synchronized
state and the N−1 phase relations βkl between the oscillators
can be computed

� = ωk +
Kk
n(k)

N∑
l=1

ckl h
(
−�τ ekl − βkl

v
+ φ INV

)
, (8)

where τ ekl = τkl − τ
f
kl and βkl = βk − βl . This characterizes

the properties of existing frequency and phase synchronized
states. Each term in the sum over all inputs l to a PLL k
with ckl 6= 0 represents a contribution to the VCO’s control
signal in a synchronized state. The argument of the coupling
function h(·) is composed of the actual instantaneous phase-
relation βkl between two oscillators and a contribution−�τ ekl
related to the delayed coupling. Hence, the arguments of h(·)
represent the phase relations seen by the PD of PLL k for
each of its inputs from PLLs l in a synchronized state. Note
that the set of Eqs. (8) is implicit in �. As a result multi-
stability of synchronized solutions can exist for the case of
mutual synchronization. Multistability occurs when multiple
synchronized states with difference frequencies and phase
relations can exist for the same set of parameters. In the case
of entrainment by a reference oscillator, i.e. � = ωref, the
frequency becomes a parameter in the set of Eqs. (8). Then
the phase relations βkl in the clock tree can be calculated.
Note that the results presented in this work hold for constant
cross-coupling time delay. When the time delay changes adi-
abatically, i.e., all oscillators remain phase-locked while τ ekl
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FIGURE 3. Frequencies of synchronized states vs the cross-coupling time
delay. Results shown for a system of N = 2 coupled identical oscillators
with sinusoidal coupling function, for the entrainment case and the
mutual coupling case. The LF is modeled as a single RC element using the
0-distribution with shape parameter a = 1 and integration time
τ c = (ωc)−1. PLL parameters are ω = 2π · 1.0 Hz (intrinsic frequency),
K = 2π · 0.1 Hz/V (coupling strength), ωc = 2π · 0.14 Hz (LF cut-off
frequency), v = 1 (divisor) and for entrainment ωref = 2π · 1.0 Hz
(reference frequency).

changes, the frequency of phase-locked synchronized states
will change as shown by the curves in, e.g., Fig. 3 and [43].
For non-adiabatically changing parameters an analysis based
on time dependent solutions is required.

The results shown above compare as follows to those
presented in [6]. There the properties of synchronized states
are calculated after linearizing the set of dynamical Eqs. (6)
making an ansatz for frequency synchronized states as shown
in Eq. (7), see Sec. III-E in [6]. This leads to a qualitatively
different result for the frequency of in-phase synchronized
states with the following structure

� =

ωk v
Kk

v
Kk
+

1
n(k)

∑
l ckl τkl

, (9)

see Sec. VI Table 3 in [6]. This is only valid for small
cross-coupling time delays, compare Fig. 3. It depicts solu-
tions to Eq. (8) and Eq. (9) for an example system of
N = 2 mutually delay-coupled PLLs with unit intrinsic
frequencies as a function of the cross-coupling time delay.
Apparently, key phenomena of mutual synchronization in the
presence of cross-coupling time delays, such as the mul-
tistability and their frequencies, can only be studied and
analyzed in the set of the nonlinear Eqs. (6). Additionally,
the entrainment case is plotted for comparison. It has two
solutions to β12, see Fig. 12. Note that PLL parameters, used
in all figures of the manuscript, are rescaled to an intrinsic
PLL frequency of 1Hz for simplicity. The results however
hold for any frequency regime.

B. NETWORK STABILITY AND THE ROLE OF
STATE-DEPENDENT LOOP GAIN
In this section we study the stability of the synchronized
states discussed in the previous section with respect to small
perturbations when τ fkl = τ

f
k . The technical details of the

derivation of the equations discussed here can be found in
Appendix VI. In Laplace space the output phase error qk (λ),
with λ = σ + jγ , of a PLL k depends on all phase errors

FIGURE 4. State-dependent loop gain vs the cross-coupling time delay in
multiples of the period of the intrinsic PLL frequency. Due to
state-dependence different loop gain values are obtained for the same
system parameters (specified in Fig. 3) associated to in- and anti-phase
synchronization.

received from external inputs l in the network via the follow-
ing general expression for the perturbation dynamics

qk (λ) =

∑N
l=1 c̃kl H

FF
kl (λ) e−λτklql(λ)

1+ e−λτ
f
k
∑N

l′=1 c̃kl′ H
FF
kl′ (λ)

. (10)

We defined c̃kl = ckl/n(k) and introduced H FF
kl (λ) as the

feed-forward transfer function for each input l to a PLL k .
It is equal to the product of the gains of the components in
the feed-forward path

H FF
kl (λ) = αkl

p̂k (λ)
λ

, (11)

where the

αkl =
Kk
v
h′
(
−�τ ekl − βkl

v
+ φ INV

k

)
, (12)

are the steady-state loop gains for each individual external
input path l of PLL k , h′(·) denotes the derivative of the
coupling function with respect to its argument, and p̂k (λ) is
the Laplace transformed impulse response function of the LF.
Furthermore, σ and γ in the definition of the Laplace variable
λ denote a rate and frequency of the perturbation response
dynamics, respectively.

Analyzing Eq. (10) for a single PLL k allows to study
whether a PLL can be stably entrained by the external input
signals, either from a reference oscillator or a network of
PLLs. We call that nodal stability. It becomes apparent that
the nodal stability of each PLL in the network depends on the
properties of all its feed-forward pathsH FF

kl (λ). Furthermore,
the steady state loop gain of a PLL k is αk =

∑
l c̃klαkl ,

hence the mean over all αkl for which ckl 6= 0. It depends
explicitly on the properties of the synchronized state itself
whose stability is under investigation and not only on the
internal PLL and network properties. Consequently, each
PLL’s steady state loop gain is state-dependent and can take
positive and negative values, see Fig. 4. In the linearmodel [6]
the loop gain is constant and equal to the yellow dashed
line. In the entrainment case the loop gain depends on the
steady state phase relations between the reference and the
PLL [50]. These compensate for the time delay dependence
and render the loop gain constant, see Fig. 4. For mutual
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synchronization the loop gain depends on the frequency of
a synchronized state and hence on the time delays in the
network. Another important parameter is the loop bandwidth,
e.g., the equivalent noise bandwidth and the 3-dB bandwidth
of the closed-loop transfer function. As Gardner states [51],
the steady state loop gain is a relevant parameter for the
analysis of the dynamic behavior of a PLL, including its loop
bandwidth. Hence, loop bandwidths that depend on the loop
gain also become state dependent. In Sec. III-C we show
how gain, phase and delay margins can be obtained from the
state dependent loop gain and transfer functions. Nowwewill
discuss how the dynamic behavior can be quantified using
perturbation response rates from linear stability analysis.

Due to the heterogeneity of the oscillators’ intrinsic fre-
quencies, coupling strengths, impulse response functions and
time delays in the networks considered here, it is not straight-
forward to obtain a transfer function for the network from the
set of Eqs. (10). Here we show how stability can be studied
analyzing the matrix form. Only when all N oscillators and
cross-coupling time delays are identical, or for N = 2,
the set of equations collapses to a single transfer function,
for details see Sec. IV-B and Appendix VI. The stability of
synchronized states in networks of delay-coupled PLLs can
be studied analyzing all solutions λ to the set of theN coupled
Eqs. (10). In matrix form ϑ q = G · q, where ϑ = 1 denotes
the eigenvalue, and q = (q1, q2 , . . . , qN ) the eigenvectors
of G. The matrix elements are given by

Gkl = c̃kl αkle−λτ
e
kl

(
λ

p̂k (λ)e−λτ
f
k

+

N∑
l′=1

c̃kl′αkl′

)−1
. (13)

Arbitrary perturbation vectors can be represented by the q for
diagonalizable G. Given the Gkl and evaluating

det(G− I) = 0, (14)

yields the characteristic equation for the linear stability of
synchronized states in networks of delay-coupled hetero-
geneous PLLs [26]. Eq. (14) has a discrete infinite set of

FIGURE 5. Perturbation response rate part σ = Re(λ) vs the
cross-coupling time delay τ in multiples of the intrinsic period of the PLL
T = 2π/ω. Rescaling σ with T we show whether initial perturbations
decays slower (σT > −1) than a period or faster (σT < −1). Note that
there is so called multistability within either in- or anti-phase
synchronized states in regimes where multiple solutions exist for the
same argument. For system parameters see Fig. 3.

solutions λ. We denote with λ0 the one with the largest real
part σ0 that dominates a systems perturbation response close
to synchronized states. If σ0 < 0 small perturbations decay
and the synchronized state is linearly stable and robust to
small perturbations. For σ0 > 0 it is linearly unstable and
perturbations grow, see white regimes in Fig. 6.We call σ0 the
perturbation response rate which is proportional to the time
scale of synchronization. From this a characteristic pertur-
bation response time tr = −σ−10 for which perturbations
have decayed to 1/e of their initial value can be calculated.
The critical point σ0 = 0 represents the marginal stable
case in which perturbations neither grow nor decay. The
imaginary part γ0 of λ0 denotes a frequency associated to the
perturbation dynamics. If γ0 = 0 the perturbation response is
overdamped, while for γ0 > 0 it is underdamped, see Fig. 6.
All other solutions λ 6= λ0 relate to other faster decaying
perturbation modes in the network.

For identical PLLs and cross-coupling time delays,
Gkl(λ) = G(λ), the perturbation modes defined by the net-
work topology decouple from the properties of the nodes.
Hence, Eq. (14) simplifies to G−1(λ)ϑ q = C · q. We then
identify

eλτ
e

(
eλτ

f

H FF(λ)
+ 1

)
= ζ, (15)

with ζ · q = C · q, where the ζ = |ζ |ei9 ∈ C
are the eigenvalues of the adjacency matrix C that rep-
resents the network’s coupling topology with components
ckl [24], [39].

We note here, that in [52] a general necessary and sufficient
condition for the stability of synchronized states in a model of
delay-coupled phase-oscillators has been derived. This model
is different from the one given by the set of Eqs. (6) as it does
not include a LF. They show that if α > 0 � Re(λ0) < 0,
i.e., small perturbations to the synchronized state decay if
the steady state loop gain is positive. Their result holds for
identical oscillators and cross-coupling time delays and any

FIGURE 6. Perturbation response rate σ0 and frequency γ0 plotted as a
function of the cross-coupling time delay τ . Over- and underdamped
perturbation response regimes are shown. The N = 2 PLLs’ parameters
are ω = 2π · 1.0 Hz, K = 2π · 0.015 Hz/V, ωc = 2π · 1.46 Hz, v = 1 and
h(x) = sin(x). Note that here the multistability is not visible as in,
e.g. Fig. 5, as we plot against the phase difference with respect to the
synchronized state with frequency �.
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network topology in which all oscillators have the same num-
ber of inputs. In terms of mutual synchronization the absence
of a loop filter implies that there can be stable synchronization
for any value of the cross-coupling time delay if no dynamical
noise is considered. However, introducing a LF to the PLL
affects its response time. This allows for additional control
of the PLLs properties and regulates the quality of the oscil-
lations in the presence of noise [53], [54]. As a loop filter is
included in the oscillator model, the order of the polynomial
of the characteristic equation increases by the order of the
LF. As a result this stability condition is not valid anymore
and becomes sufficient only, α < 0 → Re(λ0) > 0.
In terms of the steady state loop gain, α < 0 indicates that
the synchronized state represented in the argument of h′(·)
is unstable, see Figs. 5 and 4. In this case perturbations to
the synchronized states are amplified. For α > 0 new types
of instabilities can be studied in the model that includes the
LF, see the set of Eqs. (6). These instabilities lead to states
with highly correlated but time-dependent frequencies that
do not exist in first order Kuramoto oscillator models [39],
or chaos [26]. They can arise in regimes with underdamped
perturbation response, see Fig. 10. Choices of the PLLs’
loop gain, network topology and LF cut-off frequency ωc

for which these instabilities cannot exist and synchronized
states are robust against small perturbations are given by the
following general sufficient condition:

ωc

2|α|
> 1−

√
1− |ζ0|2, (16)

where ζ0 denotes the eigenvalue of the adjacency matrix
C with the largest magnitude, see Fig. 7. This extends the
previously known stability condition K/ωc < 1/2, see
[6], [55], to include the properties of the network topology
and the properties of the synchronized state. This result holds
for networks of identical PLLs with first order LFs. Hence,
adding the loop filter to the dynamical phasemodel provides a
more realistic understanding of the synchronization dynamics
in PLL networks.

FIGURE 7. Perturbation response rate σ in a 2D square grid with
3× 3 nearest neighbor mutually coupled PLLs as a function of the
cross-coupling time delay. The delay margin is infinite and instabilities do
not exist for this parameter configuration. PLL parameters are
ω = 2π · 1.0 Hz, K = 2π · 0.185 Hz/V, ω̄c = 2π · 0.055 Hz (first order RC),
and v = 1.

C. NETWORK STABILITY AT THE CRITICAL POINT:
STATE-DEPENDENCE OF THE PERTURBATION
RESPONSE, AND THE PHASE
AND GAIN MARGIN
In the previous section we studied the linear stability of
synchronized states computing the complex roots λ of the
characteristic Eq. (14). Here we discuss how taking into
account the full nonlinearity of the set of model Eqs. (6)
affects the phase, gain and delay margin in network syn-
chronization situations. That means we study the properties
of individual PLLs that are part of a network over which
a specific synchronized state has formed. In control theory
these concept are related to studying the dynamics of a system
close to the critical point, i.e., for σ = 0 and hence λc = jγc.
This simplifies the analysis of characteristic equations and
yields important information about a system’s gain, phase and
delay margins [34], [56]–[58].

Taking into account the nonlinearities in the set of Eqs. (6)
we find for the gain margin of a single PLL k with n(k) inputs
according to its definition:

mg(γ
p
c ) = 1−

∣∣∣∣√Re
(
H OL
k (jγ p

c )
)2
+ Im

(
H OL
k (jγ p

c )
)2∣∣∣∣ ,

(17)

where γ p
c is the so-called phase crossover frequency. With

H OL
k (jγc) we denote the open-loop transfer function of PLL

k , the normalized sum over all feed-forward transfer func-
tions H FF

kl (jγc) multiplied with the feedback-delay term

H OL
k (jγc) = e−jγcτ

f
k

N∑
l=1

c̃klαkl
p̂k (jγc)
jγc

, (18)

where αkl denotes the steady-state loop gain for each indi-
vidual external input path which is a nonlinear function of
the properties of synchronized states, see Eq. (12). As a
result the gain margin becomes explicitly dependent on the
synchronized state and hence the cross-coupling time delays.

FIGURE 8. Phase and gain margin for a single PLL if in a network of
N = 2 mutually cosinusoidal coupled PLLs as a function of the
cross-coupling delay. The PLL parameters can be read off from Fig. 3.
Note, that in- or anti-phase synchronization can only be stable for
positive loop gain α > 0.
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FIGURE 9. Bode plot for a network of N = 2 mutually cosinusoidal
coupled PLLs using the network’s open-loop transfer function, see
numerator of Eq. (28). For τ > 0 and after the first encirclement the
subsequent phase crossover frequencies are periodic with half of the
frequency associated to the time delay, i.e., 0.5τ−1. PLL parameters can
be read off from Fig. 10.

For the phase margin of PLL k with the pole at −1 we find

mp(γ
g
c )

=


π − arctan

(
Im
(
H OL
k (iγ gc )

)
Re
(
H OL
k (iγ gc )

)) if Re
(
H OL
k (iγ g

c )
)
> 0,

arctan
(

Im
(
H OL
k (iγ gc )

)
Re
(
H OL
k (iγ gc )

)) if Re
(
H OL
k (iγ g

c )
)
< 0.

(19)

where γ g
c denotes the so-called gain crossover frequency.

Note, that the critical frequencies γ g
c and γ p

c are also func-
tions of the properties of the synchronized state and the
cross-coupling time delays. The gain and phase margin of an
individual PLL are periodic functions of the cross-coupling
time delay. Their periods are equal to that of the synchronized
state, see Fig. 8.

These concepts can also be defined for the transfer func-
tions of networks of coupled PLLs and then be used to study
the stability and properties of synchronized states, see III-B.
In the following paragraph we will discuss this and introduce
a definition of delay margin for networks of coupled PLLs.
In the next section these results will then be showcased for
the entrainment and mutual synchronization case for minimal
example systems. We note here, that computing the deter-
minant in Eq. (14) will always yield a term (−1)N since
there is no self-coupling. Hence, the characteristic equation
can be rearranged such that it represents an equivalent of
an open-loop transfer function from which stability can be
studied using phase- and gain margins. The poles would then
be at one or minus one depending on whether N is odd or
even.

1) DISCUSSION
For the operation of synchronization layers in applications
the locking and characteristic perturbation response times are
important measures. For σ = 0 the perturbation response
frequencies γc 6= 0 at the critical point can be calculated
squaring and adding the real and imaginary part of Eq. (15)
Ideally perturbations to a synchronized state decay fast. Such
perturbation decay times can be approximated for stable
synchronized states by t r = |σ−10 | and are computed as

FIGURE 10. Perturbation response rate σ and gain margin for a network
of N = 2 mutually coupled PLLs as a function of the cross-coupling time
delay. Heterogeneity in the cut-off frequencies of the PLLs’ LFs can
stabilize the synchronized state. The PLL parameters are
ω̄c = 2π · 0.055 Hz (first order LF), ω = 2π · 1.0 Hz, K = 2π · 0.185 Hz/V,
and v = 1. Delay margin for the case of homogeneous cut-off frequencies
is labeled by the red line.

discussed in Sec. III-B. In Figs. 5 and 6 it can be observed
that the perturbation response rate alternates between posi-
tive and negative values as a function of the cross-coupling
time delay. There is a critical time delay above which the
perturbation response is underdamped, see Fig. 6. For such
underdamped response the |σ0| of consecutive stable regimes
tends to decrease. In the overdamped case however, the |σ0|
of consecutive stable regimes increases with increasing time
delay. Hence, there is a globally optimal perturbation decay
for the value of the time delay where overdamped decay
transitions to underdamped perturbation decay. Furthermore,
within each stable regime there are values of the time delays
for which perturbations decay optimally, see Fig. 6.
Considering that stable synchronized solutions can only

exist for α > 0, i.e., positive steady state loop gain, the
question arises how α relates to the perturbation decay rate.
It is a periodic function of the cross-coupling time delay,
see Fig. 4. However, its magnitude is independent of the
time delay and therefore cannot account for the nonlinear
change of the perturbation response. Studying the character-
istic Eq. (15) at the critical point (setting λc = jγc) reveals
that instabilities of synchronized states set in as the gain
margin becomes negative for the first time. This can only
occur when the stability condition in Eq. (16) is not fulfilled.
Following this line of thought we define the delay margin
of a network of coupled PLLs. It is obtained by computing
at which cross-coupling time delay the gain margin of the

FIGURE 11. Frequency of perturbation response γ = Im(λ) vs the
cross-coupling time delay τ in multiples of the intrinsic period of the PLL
T = 2π/ω. Rescaling γ with ω we express it in multiples of the intrinsic
frequency. For system parameters see Fig. 3.
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FIGURE 12. The phase difference β ∈ [−π, π) of the PLL with respect to
the phase of the reference that entrains is a linear function of the
cross-coupling time delay. The PLLs parameters are ωref = 2π · 1 Hz,
ω = 2π · 1 Hz, K = 2π · 0.02 Hz/V, ωc = 2π · 1 Hz, v = 1 and h(x) = sin(x).

network transfer function becomes negative for the first time,
see Fig. 10. For identical PLLs and time delays an analytic
expression for σ0 in terms of the Lambert W-function can be
obtained from Eq. (15)

σ0 = −
ωc

2
+

1
τ
W
(
−
ωcα τ |ζ0| sin(γ τ −90)

2γ
e
ωcτ
2

)
, (20)

with so far unknown γ .

γ 4
c + γ

2
c

(
(ωc)2 − 2αωc

)
+
(
αωc)2 (1− |ζ |2) = 0. (21)

Hence, frequencies γc for which the right hand side of
Eq. (20) equals to zero represent the phase crossover frequen-
cies at which the gain margin changes its sign. An example
is shown in Fig. 10 where we plot the gain margin obtained
from the network transfer function Eq. (28) in Sec. IV along-
side with the approximation in Eq. (20) and the numerical
solution for σ0 of the full characteristic Eq. (27). Note that
the stability analysis using the gain, phase and delay margin
only reveals where synchronized states become unstable for
the first time while α > 0. It does not distinguish the stability
of in- and anti-phase synchronized states. This information
can be obtained solving the characteristic Eq. (14). The
underdamped perturbation decay leads to shoulders in the
power spectral density at frequencies � ± γ that relate to
the constant (underdamped) decay of noise induced pertur-
bations to the synchronized state. γ denotes the frequency of
the slowest perturbation response that is calculated solving
Eq. (15), see Fig. 11. We want to remind the reader that the
high frequency contributions of the PD output signal were
assumed to be filtered ideally in the set of Eqs. (6). Therefore
the instabilities that can be identified within the framework of
these equations must relate to low frequency contributions in
the PD signal to become amplified. This amplification leads
to a periodic modulation of the control signal and conse-
quently the VCO’s instantaneous output frequency. Hence,
if the gain margin changes its sign and becomes negative,
e.g., see Fig. 9, spurious signals arise from the shoulders in
the power spectrum. This can be observed in Fig. 9, where for
time delay τ ≥ 1.00133 s the gain margin becomes negative
at the phase crossover frequency. In the case of a network of
2 mutually delay-coupled PLLs this is defined by the phase

FIGURE 13. Phase difference β ∈ [−π, π) between two mutually coupled
PLLs as a function of the cross-coupling time delay. PLL parameters are
ω = 2π · 1 Hz, K = 2π · 0.02 Hz/V, ωc = 2π · 1 Hz, v = 1 and h(x) = sin(x).
Thick lines indicate where solutions are linearly stable.

crossing zero for the first time. Hence, we conclude that the
architecture design process of network synchronization layers
subject to considerable cross-coupling time delays requires,
as shown in Sec. III, to take into account the state dependent
properties of the network and its nodes.

IV. EXAMPLES OF NETWORK SYNCHRONIZATION
In this section we present two minimal example systems and
discuss the main differences between entrainment and mutual
synchronization. The differences are subtle and connected
to the degrees of freedom in systems with these approaches
to synchronization. Nonetheless they have far reaching con-
sequences for network synchronization, systems design and
applications. In summary it can be stated that without
the exact knowledge of the cross-coupling time delays,
in- and anti-phase synchronization can only be achieved using
mutual synchronization, see Figs. 12 and 13. Since there is
no reference frequency entrained intomutual synchronization
layers, these can self-organize a common global frequency
such that the phase-differences are zero. Therefore precise
phase relations can be achieved without the necessity to know
the exact values of all cross-coupling time delays. How-
ever, systems that synchronize mutually loose accuracy with
respect to external reference oscillators or time-measures.
In the last section we show time-series from simulations of
synchronization dynamics in larger PLL networks and in the
presence of dynamic noise.

A. ENTRAINMENT OF A PLL BY A REFERENCE SIGNAL
First, we revisit the case of an oscillator that is being entrained
by a reference oscillator [50]. The reference oscillator has
index R and receives no input from other oscillators in the
network, i.e., all cRl = 0. For the phase difference βR1
between the reference and PLL 1 in an entrained state we find
from the set of Eqs. (8) with � = ωref:

βR1 = −ωrefτ
e
R1 − v h

−1
(
ωref − ω1

K1

)
+ vφ INV. (22)

The terms independent of the time delay denote the actual
instantaneous phase difference between the reference oscil-
lator and the entrained PLL. These terms are related to
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the detuning of the intrinsic frequencies 1ω = ωref −

ω1 and the PLL’s inverter state φ INV
∈ {0, π}. This

instantaneous phase difference together with the time delay
term −ωrefτ

e
R1 represents the phase difference detected by

the PLL at its phase-detector. Hence, the phase difference
has a linear dependence on the effective coupling delay τ eR1,
see Fig. 12. It can additionally be shifted due to oscillator
heterogeneity 1ω rescaled by the divider. It can be observed
that true in-phase synchronization can only be achieved for
cross-coupling time delay values with a periodicity of the
period of the reference frequency.

The perturbation dynamics can be read off from Eq. (10)
and we find the closed-loop transfer function of the network

H CL
net (λ) = e−λτ1R

(
1/H FF(λ)+ e−λτ

f
1

)−1
, (23)

where the denominator denotes the characteristic Eq. (15)
for ζ = 0. Contrary to mutual synchronization, for entrain-
ment the steady state loop gain becomes independent of the
cross-coupling time delay. Analysis reveals the stable (σ < 0)
and unstable (σ ≥ 0) solution with phase differences {0, π}
for sinusoidal coupling, see Fig. 5. Note that for cosinusoidal
and triangular coupling functions the solutions have phase
differences {−π/2, π/2}.

B. TWO MUTUALLY DELAY-COUPLED PLLs
For two mutually coupled heterogeneous PLLs we find from
the set of Eqs. (8) using β21 = −β12

� = ω1 + K1 h (−�τ12 − β12) ,

� = ω2 + K2 h (−�τ21 + β12) . (24)

Hence the phase differences of synchronized solutions are
independent of the time delay if τ12 = τ21, see Fig. 13, and

β12 =
1
2

(
h−1

(
�− ω1

K1

)
− h−1

(
�− ω2

K2

))
. (25)

Analyzing Eq. (25) for identical PLLs and time delays one
finds two solutions for β equal to {0, π} for sinusoidal
and {−π/2, π/2} for cosinusoidal-type coupling functions.
Adding heterogeneity in the PLL parameters and time delays,
the phase differences then deviate from these solutions [26].

From Eq. (10) the closed loop transfer functions of PLLs in
a network of two heterogeneous mutually coupled PLLs can
be found. Here we show the transfer function for PLL k = 1

q1(λ)
q2(λ)

= H CL
1 (λ) =

H FF
12 (λ)e−λτ12

1+ e−λτ
f
1H FF

12 (λ)
. (26)

Given these expressions we identify the Gkl as G12 = H CL
1

and G21 = H CL
2 , the closed-loop transfer functions of PLL

1 and 2. The characteristic equation for the network according
to Eq. (14) is then given by

det(G− I) = 1− G12G21 = 0 . (27)

Since this characteristic equation is the denominator of the
closed-loop transfer function we can infer the equivalent

to an open-loop network transfer function as H OL
net (λ) =

H CL
1 (λ)H CL

2 (λ). From this we define the network’s closed
loop transfer function for a system of two mutually coupled
heterogeneous PLLs

H CL
net (λ) =

H OL
net (λ)

1− H OL
net (λ)

. (28)

Using this transfer function and the concept of gain and phase
margin the stability of synchronized states can now be studied
using Eqs. (17) and (19). Hence, it is not necessary to solve
Eq. (14) numerically, see Fig. 10. The critical cross-coupling
time delay that defines the delay margin is obtained by
increasing the time delay until the gain margin calculated at
the first phase crossover frequency becomes negative for the
first time.

C. NETWORK SYNCHRONIZATION SIMULATIONS
According to the set of dynamic Eqs. (6) we simulate a
system of N = 64 mutually coupled PLLs with noisy VCO
output in the presence of cross-coupling time delays. The
oscillators are arranged on a 2-dimensional square grid with
nearest neighbor coupling and open boundary conditions. The
simulation was carried out using the Euler method solving the
set of Eqs. (6) for two sequential first order RC loop filters
with a decoupling buffer. Its impulse response function in
Laplace space is modeled by p̂(λ) = (1 + τ cλ/2)−2, where
τ c is the characteristic integration time of the two RC loop
filters [17]. For every period Tω of the free-running oscillators
55 samples were considered.

Using the theoretical tools presented in this work we
adjusted the PLL parameters such that stable in-phase syn-
chronization can be achieved for cross-coupling time delays
that are equivalent to 39968 times the intrinsic periods of
the PLLs, i.e., τ = 39968Tω. For oscillators operating at

FIGURE 14. Frequency and phase differences as a function of time in a
network of 8× 8 nearest neighbor mutually coupled PLLs on a 2D square
grid with open boundary conditions. The two cascaded passive and
decoupled RC low pass filters are modeled by the 0-distribution with
shape parameter a = 2 and integration time τ c = (ωc)−1 = 0.663 ns. The
PLL parameters are ω = 2π · 24 GHz, K = 2π · 1.2 GHz/V,
ωc = 2π · 2.4 MHz, dynamic VCO Gaussian white noise variance
σ VCO = 759 kHz, cross-coupling time delay τ = 1.67µs and division
v = 512. The shaded regime denotes a part of the history. (upper plot)
Instantaneous frequency of synchronized state φ̇(t) normalized by the
intrinsic DPLL frequency ω vs the time in multiples of the period of the
free-running DPLL. (lower plot) Phase differences of all oscillators with
respect to the oscillator with k = 0.
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FIGURE 15. Kuramoto order parameter R(t) vs time. It is defined as
R(t) exp(i9(t)) = 1/N

∑
k exp(iφk (t)), i.e., R(t)→ 1 implies in-phase

synchronization. For DPLL parameters see Fig. 14.

24GHz that equates to a time delay of τ = 1.67µs and a
distance of about 500 meters at signaling with the speed of
light. To enable stable synchronization in such a system we
choose the following PLL parameters: a divider with v = 512,
a steady state loop gain of α = 1.49MHz/V, a Gaussian
white noise with standard deviation σ VCO

= 759 kHz and
LF cut-off frequency f c = 2.4MHz.
In Fig. 14 we show the transient dynamics of the frequen-

cies and phase differences of all PLLs after switching on
the cross-coupling. The Kuramoto order parameter R(t) is
plotted vs time in Fig. 15 and measures the phase coher-
ence of the oscillators. It is defined as R(t) exp(i9(t)) =
1/N

∑
k exp(iφk (t)), where 9(t) is the mean phase of all

oscillators andR(t) approaches 1 if all oscillators are in phase.
A power spectral density (PSD) obtained for the oscillators at
all corners and in the middle of the grid is shown in Fig. 16.
An integer number of p ≈ 100000 periods were analyzed to
achieve a frequency resolution of 1f ≈ 240kHz. The initial
history is marked by the shaded regime from t/Tω ∈ [0, τ ]
in Fig. 14-15. During this initial history the oscillators are
uncoupled and evolve with the frequency of the synchronized
state such that they have a defined phase configuration when
the coupling is switched on. The small frequency deviations
and phase perturbations that are present when the coupling
is activated lead to a transient response in the frequencies,
order parameter and phase differences at the start of the
simulation. Due to underdamped perturbation decay, � is
weakly modulated during the transient period. This modula-
tion becomes weaker over time, see time evolution of phase
differences in Fig. 14. As can be seen from the time evolution
of the phase differences in Fig. 15, neither the dynamic VCO
noise, nor the perturbations cause phase slips to occur. The
decaying initial perturbation can be observed at multiples of
the cross-coupling time delays, as it echoes in the network.
Since the time series used for computing the PSD is not free
of perturbation response dynamics, these can be observed in
form of the shoulders between the harmonics of the digital
signal. As mentioned in Sec. III-C: underdamped perturba-
tion responses lead to shoulders at � ± γ , where γ /ω =
3.48 × 10−5 has been predicted by the numerical solution
to the deterministic Eq. (15). This prediction is confirmed

FIGURE 16. Power spectral densities for digital signals of the phases
computed using the final t = 4.2µs of the time series and a boxcar
window. The frequency resolution is 1f ≈ 240 kHz, the sampling
frequency fs = 1.32 PHz. The oscillators at all corners and in the center of
the grid with k = {0, 1, 7, 28, 29, 35, 36, 56, 63} are shown. The inset is
a zoom of the principal peak at f = �/2π . DPLL parameters see Fig. 14.

by the results of the time series simulation for which we
find 1f /fω = 5 × 10−5, see Fig. 16. Note that the small
deviation may be caused by the perturbations and dynamic
noise present in the time-series used to obtain the PSD.

V. SYSTEMS DESIGN FOR MUTUAL SYNCHRONIZATION
Here we address how the dynamics of mutual network syn-
chronization can be guided to ensure robust operations as
required by an application. The architecture design process
for this synchronization solution requires the identification
of the parameters that are fixed by the application and
the utilization of the free parameters that can be used to
control properties of self-organized synchronization. Intro-
ducing controllable elements in the PLL architecture and
system design, frequency, phase relations and stability of
self-organized synchronized states can be tuned, adjusted
and optimized to different application scenarios. These con-
trollable elements are however not required to make mutual
synchronization work. However, such elements can help to
optimize and adjust to changing requirements or environ-
mental conditions. At the end of this section we discuss
experimental results on mutual synchronization and current
research activities related to the stability against large pertur-
bations and noise in PLL networks.

A. TUNING THE GLOBAL FREQUENCY OF SYNCHRONIZED
STATES
We have already pointed out the main difference between
entrainment and mutual synchronization – for the latter the
frequency of a synchronized state is not prescribed by a
reference oscillator. Consequently, the global frequency that
self-organizes for mutual synchronized states can drift when
system parameters change due to, e.g., temperature variations
or aging. Parameter drift induced changes of the global fre-
quency can be limited by the maximum lock-in range of the
PLLs and implementing control on, e.g., the intrinsic fre-
quency to compensate such drifts via the tuning parameterV t.
Such compensation via the intrinsic PLL frequency can also
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FIGURE 17. Frequency of synchronized state vs the time delay. Using the
inverter in-phase synchronization can be achieved for all values of the
time delay. PLL parameters are K = 2π · 0.02 Hz/V, and ωc = 2π · 1.0 Hz.
For all other parameters see Fig. 3.

be coupled to external frequency- and time references, which
is subject to ongoing research.

B. THE ROLE OF AN INVERTER IN THE FEEDBACK PATH
OF A PLL
For signals symmetric about half of their period, an active inv-
erter in, e.g., the feedback introduces a frequency-independent
phase-shift of π

φ INV
=

{
π inverter active,
0 inverter inactive.

(29)

Hence, for 2π-periodic coupling functions that implies that
the sign of the coupling function changes, h(x + π ) =
−h(x). This induces a sign change to the steady state loop
gain α and the phase relations of, e.g., in- and anti-phase
synchronized states shift by π . Hence, the inverter enables
in- and anti-phase synchronized states for any value of the
transmission-delay, where either one of these synchronized
states exists and is stable. This can be used to achieve a spe-
cific synchronized state for any value of the cross-coupling
delays, see Fig. 17.

C. FREQUENCY DIVIDER CHANGES DELAY INDUCED
DYNAMICS
As is known, a frequency divider at the VCO output of each
PLL in a PLL network effectively rescales the dynamics of
synchronization processes.We find the following rescaling of
the system parameters by the divisor v: for the effective time
delay τ̃ ekl = τ

e
kl/v, for the feedback time delay τ̃ fk = τ

f
k /v, for

the phase differences β̃kl = βkl/v, for the steady state loop
gain α̃kl = vαkl , for the cut-off frequency of the LF’s impulse
response ω̃c

= 1/τ̃ c = 1/(ak b̃k ), and for the complex
perturbation response rates λ̃ = λv. See Appendix VI for the
derivations.

This scaling behavior has important consequences for the
systems design of mutual network synchronization. It allows
to achieve stable synchronization for cross-coupling time
delays much larger than the time scale of the oscillations,
see Fig. 18. As a consequence, the loop gain of the network

FIGURE 18. Frequency (first row) and linear stability (second row) as
functions of the delay for different dividers. For system parameters see
Fig. 3. The cut-off frequency of the first order LF changed to
ωc = 2π · 0.25 Hz.

decreases accordingly. The scaling of system parameters
other than the time delay helps to understand how the PLL
components can be designed to achieve optimal perturbation
response dynamics. Note that the β̃kl are the phase differences
between the cross-coupling signals and the βkl are those
between the high frequency output of the VCOs. Given that
the system self-organizes its dynamics with respect to the
cross-coupling signals at the divided VCO frequency, for
in- and anti-phase synchronized states the phase differences
βkl will always be 0 for integer divider values v that are even,
while being equal to βkl = β̃kl = {0, π} for divider values v
that are odd.

D. OPTIMAL PERTURBATION DECAY WITH
HETEROGENEOUS COUPLING
It has been shown that tuning the coupling strengths in a PLL
network to heterogeneous values can optimize the perturba-
tion decay rates σ . Such heterogeneity can, e.g., be controlled
via the gains in the feed forward path or the sensitivity of the
VCOs. The achievable perturbation decay rates can be larger
than that in the entrainment case where one clock entrains
another by unidirectionally feeding into the PLL [26]. These
decay rates are, in general, also larger than the perturbation
decay rates in a system of mutually delay-coupled PLLs with
identical gains in the feed-forward path.

E. SYNCHRONIZATION STABILIZATION WITH
HETEROGENEOUS LF CUT-OFF FREQUENCIES
For PLL design the choice of the LF cut-off frequency is
important. It affects the noise properties of the PLL and filters
the higher order frequency components of the PD signal.
However, it also introduces inertia to the systems dynamics
and can destabilize mutual synchronized states. As shown in
Fig. 10, the stability of these states can however be recovered
by introducing heterogeneous LF cut-off frequencies while
the mean cut-off frequency over the network remains con-
stant [26]. Using this, mutual network synchronization may
be optimized such that nodes which represent hubs in the
network structure have especially low cut-off frequency for,
e.g., optimal noise filtering and less strongly connected nodes
compensate for these with larger cut-off frequencies.

80038 VOLUME 10, 2022



L. Wetzel et al.: Network Synchronization Revisited: Time Delays in Mutually Coupled Oscillators

F. INTERPLAY OF FILTERING, COUPLING AND FEEDBACK
TIME SCALES
There are several important time scales associated to network
synchronization systems, connected to the cross-coupling,
feedback and filtering of signals. Whether these time scales
dominate the dynamics depends on their mutual relation,
as well as their relation to the time scale of the intrinsic oscil-
lations of the PLLs. A tunable feedback time delay for exam-
ple can be used for cross-coupling delay compensation. At the
same time the perturbation decay rate usually decreases when
increasing the feedback path time delay [26].

G. FREQUENCY SYNCHRONIZATION WITH TUNABLE
PHASE DIFFERENCE
As discussed in the previous sections there are many different
types of self-organized synchronized states that can emerge in
networks of mutually coupled oscillators. We do not discuss
synchronized states with time-dependent phase differences,
such as e.g., spiraling waves solutions [29]. Whether in- or
anti-phase, checkerboard or twist states with constant phase
relations can exist depends on the system’s setup. Using net-
work topologies with open boundaries for example permits
only in-phase and checkerboard synchronized states [39].
So called twist or splay states with specific constant phase
relations between neighboring oscillators can exist in network
topologies with periodic boundary conditions, e.g., ring or
doughnut topology.

Moreover, the mutual phase differences between neighbor-
ing PLLs can be controlled by making the cross-coupling
delays heterogeneous, while keeping the mean-delay in
the system constant. With the mean cross-coupling time
delays being constant, also the global frequency of a syn-
chronized state is not affected when tuning the individual
time delays. The phase differences however change as a
linear function of the difference of the delays from the
mean-delay [26].

H. EXPERIMENTS ON MUTUAL SYNCHRONIZATION
Some aspects discussed in this work have already been
addressed in experiments. The effects of heterogeneity,
specifically how phase relations can be tuned introducing
delay-differences in a bidirectional coupling, and the stabi-
lization of synchronized states when tuning cut-off frequen-
cies to heterogeneous values have been shown experimentally
in [26]. How network topology affects which synchronized
states can exist has been addressed in [39]. Mutual synchro-
nization and entrainment in the presence of cross-coupling
time delay at microwave frequencies has been addressed
in [2], [43]–[45], [50]. Questions related to phase noise and
the stability of synchronized states against large perturbations
have been addressed or are subject to ongoing research [59].

VI. DISCUSSION AND CONCLUSION
Precise phase synchronization can enable new applications in
existing and next generation spatially distributed networks,
such as sensor arrays, indoor navigation beacons, mobile

communications infrastructure, the Internet of Things and
autonomousmobility [60]–[64]. Localizationwith centimeter
precision via time difference of arrival methods, for example,
crucially depends on a network of precisely synchronized
clocks with high time resolution [65]. The aforementioned
systems often do not require to be accurate with respect to
an absolute time reference, but instead their performance
relies on the precise synchronization of the oscillators’ phases
within the network [66], [67]. In hierarchical synchroniza-
tion approaches precise phase synchronization is difficult
to achieve due to unavoidable cross-coupling time delays.
In principle, the phase differences that arise in hierarchical
synchronization could be compensated using delay compen-
sation techniques. However, measuring the cross-coupling
time delays requires an established, precise time-reference
network. The time resolution of this established reference
then limits how precisely the phase differences induced by
the cross-coupling time delay can be inferred. In contrast, the
concept of mutual network synchronization is a promising
concept to fulfill the precision requirement. On its basis, spa-
tially distributed time reference systems can be established
since even considerable network cross-coupling time delays
do not introduce phase differences. Once synchronized states
have emerged over such networks, the oscillators’ phases
do not drift with respect to each other and perturbations to
the phases and global frequency decay. Moreover, the preci-
sion of mutual synchronization in the presence of noise has
been shown to scale advantageously with network size [6].
If necessary, a connection to absolute time references can
be established. However, Lindsey et al. [6] also stated, that
mutual synchronization has the disadvantage of the ’’com-
plexity of its implementation’’. It is owed to the difficult
mathematical analysis of the model in its most general form.
This work addresses precisely this challenge, the complexity
of the implementation of mutual network synchronization.
It shows how stable synchronized states can be achieved in the
presence of large cross-coupling time delays and for arbitrary
network topology and loop filters. Analyzing a mathematical
model for mutually delay-coupled phase oscillators with inert
response characteristics, the guidance of self-organized syn-
chronization dynamics towards robust synchronized states
with specific properties is discussed.

This work presents a theoretical framework within which
network synchronization can be studied and analyzed in large
networks, and in the presence of significant cross-coupling
time delays. Previous work, see e.g. [6], [51], linearized the
nonlinear interactions related to the coupling. As a result, the
PLL’s steady state loop gain, and phase and gain margins
were only determined by the properties of the PLL nodes,
such as the transfer functions and constant component gains.
Our analysis takes into account the nonlinear coupling terms
and predicts different asymptotic dynamics for networks of
mutually delay-coupled oscillators, see e.g., Fig. 3 for the
comparison to previous work. As shown in Fig. 4, accounting
for the nonlinear coupling also reveals that the loop gain of
a PLL is not fixed but depends on the synchronized state
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that emerges in the network. This allowed us to extend the
definition of the steady state loop gain, and the phase and
gain margins. Furthermore, we derived the network’s open-
loop transfer function from which a network gain margin can
be calculated. The generalized network gain margin depends
explicitly on the cross-coupling time delay and can be used to
define a delay margin. This delay margin denotes the smallest
time delay for which the gain margin of the network becomes
negative, and the synchronized state unstable, see Fig. 10.
Note, that this does not rule out stable synchronization for
larger time delays. Moreover, when accounting for the non-
linear interaction terms, phenomena like the multistability
of synchronized states and the properties of such states can
be predicted and studied. These properties include the fre-
quency of the oscillators in the synchronized state, their phase
relations and the perturbation response rates of the pertur-
bation modes. Hence, applying the theoretical tools intro-
duced here, the stability and robustness of synchronized states
with respect to weak perturbations can be predicted using
Eq. (14), see results in e.g., Fig. 7-10. For large networks this
can require to solve the characteristic equations numerically.
In order to identify fast and efficiently the parameter regimes
suitable for operating a large network of oscillators syn-
chronously, we provide a stability condition in Eq. (16). It is
sufficient to predict the stability of synchronized states. This
condition generalizes a condition provided in [6] and now
includes the state dependent steady-state loop gain, and the
network topology. Compared to the result presented in [55],
it also takes into account the network topology. Analyzing
the stability condition also reveals that frequency synchro-
nization is possible for any value of the cross-coupling time
delay, see Fig. 7. Thereby, we address the complexity of
implementing mutual synchronization in technical applica-
tion, e.g., in smart grids, ad-hoc network structures, sensor
arrays, radar applications and distributed/cell-free massive
MIMO. Furthermore, we present examples of minimal net-
works that show how the theoretical tools can be applied and
compare entrainment to mutual synchronization. In numer-
ical simulations we show synchronization in networks of
N = 64 mutually coupled PLLs in the presence of large time
delays and oscillator noise.

The predictive power of our results also provides the
means to optimize synchronization dynamics in mutual net-
work synchronization. It can, for example, improve with
component heterogeneity, see Fig. 10. There, it is shown
how tuning the cut-off frequencies of the loop filters in a
system of two mutually coupled phase-locked loops to het-
erogeneous values can stabilize a synchronized state. Fur-
thermore, the prediction of the perturbation response rates
using Eq. (14) allows to quantify the robustness of synchro-
nized states with respect to small perturbations. It enables
the optimization of the time scales with which perturbations
decay.

When implementing mutual network synchronization in
an application, the predictions of the nonlinear model can

be used to guide the design of the synchronization layer.
The following steps need to be taken. First, the requirements
set by the application need to be identified, e.g., the fre-
quency at which a system operates, the phase differences that
are allowed, the time scales associated to the perturbation
response, and the spectral properties of the output signals. In a
second step the parameters that are fixed by the properties
of the synchronization layer need to be identified, such as
the minimum cross-coupling time delays between coupled
nodes and the loop filter cut-off frequency. Given the fixed
parameters, the theoretical framework introduced here can
then be used to calculate how the free parameters of the
PLLs and the network need to be adjusted to achieve stable
synchronization for phase-locked synchronized states, see
Sec. V. Note for example, that the condition in Eq. (16)
implies a limit on the PLLs loop gain, and hence on its ability
to react to perturbations. This is relevant since the cut-off
frequency of the loop filter is usually fixed by the requirement
to sufficiently damp the high frequency components of the
phase detector.

Previous research suggests, that synchronization can be
achieved robustly in the presence of noise and heterogene-
ity [26], [68]. However, further research into the effects of
noise on the dynamics of synchronization is necessary to
quantify the quality of synchronized states.

APPENDIX A
NONLINEAR VOLTAGE CONTROLLED OSCILLATORS
In general, the instantaneous frequency of a voltage con-
trolled oscillator (VCO) as a function of the control signal
can be written as

φ̇k (t) = y
(
xck (t)

)
, (30)

where y(·) denotes the functional form of the VCO response.
It depends on the architecture of the VCO and is usually a
nonlinear function of the input voltage. For small changes of
the control signal we can linearize the function around the
operating point xc, opk . The linearized function then has the
form

φ̇k (t) = y
(
xc, opk

)
+ y′

(
xc, opk

) (
xck (t)− x

c, op
k

)
, (31)

where y(xc, opk ) relates to the intrinsic frequency of the VCO
set by, e.g., the tuning voltage V t, and y′(xc, opk ) denotes the
slope of the VCO’s response at the operating point. For
nonlinear VCO response we find using Eq. (30) and the set
of Eqs. (1)-(2)

φ̇k (t)

= y

V s
+Gk

N∑
l=1

c̃kl

∞∫
0

dupk (u)h
(
δφkl(u, τ )

v
+φ INV

k

) ,
(32)

where V s
= V t
+G PD V b denotes the sum of bias and tuning

voltage, c̃kl = ckl/n(k), and Gk denotes the product of the

80040 VOLUME 10, 2022



L. Wetzel et al.: Network Synchronization Revisited: Time Delays in Mutually Coupled Oscillators

feed-forward path gains of PLL k . All other quantities are
defined in the main text. We then analyze synchronized solu-
tions making the ansatz θk (t) = �t+βk+ε qk (t). Expanding
about the synchronized state for small perturbations (ε � 1)
we find that the properties of the synchronized state can be
calculated via a set of N coupled equations

� = y

(
V s
+ Gk

N∑
l=1

c̃kl h
(
−�τ − βkl

v
+ φ INV

k

))
. (33)

For the dynamics of the perturbations we obtain

q̇k (t)

=

N∑
l=1

c̃klα∗kl

∞∫
0

du pk (u)
(
ql(t − u− τ )−qk (t − u− τ f )

)
,

(34)

where α∗kl =
Gk
v y
′ (V s
+4) h′

(
(−�τ − βkl)/v+ φ INV

k

)
and

4 = Gk
∑N

l=1 c̃kl h
(
(−�τ − βkl)/v+ φ INV

k

)
. The constant

sensitivity K VCO has now been replaced by a nonlinear
(induced by the architecture design) and state-dependent
(depends on the properties of the synchronized state) sensi-
tivity. Hence, α∗ is the steady state loop gain for a nonlinear
VCO response.

APPENDIX B
INTERNAL DYNAMICS OF DIGITAL PHASE-LOCKED
LOOPS
From Eq. (5) in Sec. II-B we find for XOR phase-detector
elements with no external input and digital feedback signals

φ̇(t)

= ω0

+K VCO
∫
∞

0
du p(u)

(
V t
+x PD

(
φ(t − u− τ f )

))
,

(35)

where G PD denotes the gain of the phase-detector (PD), and
xPD(t) = G PD 0.5 · (V b

+5(φ)) denotes a digital PD output
signal. V b denotes the biasing voltage and 5(φ) is a square
wave function with constant peak-to-peak amplitude 2A and
Fourier representation

5(φ) =
4A
π

∞∑
i=0

sin ([2i+ 1]φ)
2i+ 1

. (36)

Hence, the PD output signal xPD(t) can, e.g., be centered
about zero voltage for V b

= 0 or tuned to be a digital signal
with binary voltage output states {0, A} for V b

= A.
We set out to find the intrinsic frequency of the PLL as a

function of the intrinsic VCO frequency and the properties of
the loop filter (LF) represented by p(u), specifically its cut-off
frequency ωc. The free-running PLL with a constant intrinsic
frequency ω implies for the phase φ(t) = ωt + β, where
β denotes an arbitrary initial phase. Using this in Eq. (35)
while setting V t

= 0 as it only adds a constant tuning

voltage we find

ω = ω0 +
K VCOG PD

2

×

∞∫
0

du p(u)
(
V b
+5

(
ω(t − u− τ f )+ β

))
. (37)

Hence, a constant intrinsic PLL frequency in the free-running
PLL case is only possible if the LF ideally filters all frequency
contributions on the r.h.s. of Eq. (37) such that it becomes
constant. From Eq. (36) we find that the lowest order fre-
quency contribution is proportional to O(ω0), the intrinsic
frequency of theVCO and therefore imposeωc

� ω0. Hence,
for ideally filtered high frequency contributions of the PD
signal, the intrinsic frequency of a free-running digital PLL
is given by

ω = ω0 +
K VCOG PD V b

2
. (38)

Note that for mutual synchronization applications it can be
advantageous to design PD circuitry with tunable gain G PD.
To prevent the intrinsic PLL frequency being dependent on
the gains the operational point of the PD elements can be
shifted to zero using V b

= 0.

APPENDIX C
RESCALING OF TIME DELAYS USING THE DIVIDER
Division of the feedback and cross-coupling signals in a
network of coupled PLLs changes the properties and stability
of synchronized states. Introducing time delays and phase
differences τ̃ ekl = τ ekl/v and β̃kl = βkl/v rescaled by the
divisor, the set of Eqs. (8) for properties of a synchronized
state read

� = ωk +
Kk
n(k)

N∑
l=1

ckl h
(
−�τ̃ ekl − β̃kl + φ

INV
k

)
. (39)

Hence, the frequencies of synchronized states � depend
on the rescaled time delay τ̃ ekl . This amounts essentially to
stretching or compressing along the delay-dimension. The
phase differences β̃kl denote differences with respect to the
signals with divided frequency. The system self-organizes
with respect to the cross-coupling signals and its properties
�̃ = �/v and β̃kl .

The stability of synchronized states is affected as follows.
We express the steady state loop gains for each individual
external input path l of PLL k in terms of the rescaled time
delays and phase differences which yields

α̃kl = vαkl = Kk h′
(
−�τ̃ ekl − β̃kl + φ

INV
k

)
. (40)

Furthermore we can define λ̃ = λv and τ̃ fk = τ
f
k /vwith which

we can rewrite the set of Eqs. (13)

Gkl =
ckl
n(k)

α̃kle−λ̃τ̃
e
kl

×

 λ̃

p̂k
(
λ̃; ak , b̃k

)
e−λ̃τ̃

f
k

+

N∑
l′=1

ckl′

n(k)
α̃kl′

−1 . (41)
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This amounts to a rescaling of the scale parameter b̃k = bk/v
of the 0-distribution and hence effectively the integration
time and cut-off frequency ω̃c

k = 1/τ̃ ck = 1/(ak b̃k ) of the LF.

APPENDIX D
STABILITY ANALYSIS IN DYNAMICAL SYSTEMS THEORY
From the set of Eqs. (6) for τ fkl = τ

f
k and using the ansatz

Eq. (7) we obtain from O(ε1) the perturbation dynamics

q̇k (t) =
N∑
l=0

cklαkl
n(k)

∞∫
0

du p(u)

×

(
ql(t − u− τkl)− qk (t − u− τ

f
k )
)
. (42)

This expression is obtained from inserting the ansatz Eq. (7)
into the set of Eqs. (6) and then expanding the coupling
function h(·) to first order with respect to its argument. Hence,
the properties of the synchronized state whose stability is
studied are absorbed into the feed-forward path loop gain αkl .
Introducing c̃kl = ckl/n(k) and Laplace transformation yields

qk (λ) =

∑N
l=1 c̃kl αkle−λ(τkl−τ

f
k )(

λ

p̂k (λ)e
−λτ

f
k
+
∑N

l′=1 c̃kl′akl′

) ql(λ). (43)

Hence, there is no straightforward way to define a transfer
function by rearrangement toH OL(λ) = qk (t)/

∑
l ql(t). The

properties of the PLL nodes and the network are intricately
coupled. Hence, a closed-loop transfer function of a PLL
with more than one input can only be defined if all PLLs
and cross-coupling time delays in the network are identical.
In a matrix form we can write ζ · q = G · q, where ζ = 1,
and q = (q1, q2, . . . , qN ) is the vector of perturbations. The
matrix elements of G then are

Gkl=
ckl
n(k)

akle−λ(τkl−τ
f
k )

(
λ

p̂k (λ)e−λτ
f
k

+

N∑
l′=1

ckl′

n(k)
akl′

)−1
.

(44)

Hence, the characteristic equation can then be obtained from
det(G − I) = 0. Note that we assume each PLL has a cou-
pling capacity which is equally distributed towards its n(k)
inputs. As consequence the sum over each row of the matrix
C̃ = (c̃kl) equals to one, or in terms of C to the n(k) external
inputs.

We define the contribution qkl to the phase perturbation of
input path l to PLL node k as

qkl(λ) = αkl
p̂k (λ)
λ

ql(λ) , (45)

where αkl defines the steady state loop gain of each individual
path l and depends on the time delays and the component
heterogeneity, specifically in the case of mutually coupled
PLLs. Hence, we define Eq. (11) from Eq. (45) using H FF

kl =

qkl/qk . The relation between all inputs ql(λ) and the output

qk (λ) of the circuitry is

qk (λ) =
N∑
l=1

c̃klqkl(λ) =
N∑
l=1

c̃klαkl
p̂k (λ)
λ

ql(λ) , (46)

where the sum represents the adder component that adds
the different external inputs.

∑N
l=1 c̃klαkl denotes the mean

steady state loop gain of PLL k with respect to all external
inputs l. Note that the steady-state loop gain is a periodic
function of the time delay τ . For analog PDs, i.e., multipliers
it does not matter whether this addition happens before or
after the PD. For digital signals andXORPDs the addition has
to be performed after the PDs. Analyzing Eq. (10) we notice,
that the stability of a PLL node depends on the properties of
all feed-forward paths H FF

kl (λ) of PLL k . As a consequence,
the stability of a PLL network, given by analyzing the deter-
minant of the matrixG, depends on the properties of all PLL’s
feed-forward paths H FF

kl (λ). Using Eq. (11) we can identify

Gkl =

(
c̃kl

H FF
kl (λ) e−λ(τkl−τ

f
k )

1+e−λτ
f
k
∑N

l′=1 c̃kl′H
FF
kl′

(λ)

)
, (47)

and thereby establish a connection between H FF
kl and Gkl .

For identical cross-coupling delays and PLL parameters
the properties of PLLs decouple from those of the network
topology in Eq. (43). Hence, αkl = α, H FF

kl (λ) = H FF(λ)
and Eq. (43) can be written

qk (λ) = H CL
PLL(λ)

N∑
l=1

c̃klql(λ). (48)

The closed loop transfer functionH CL
PLL(λ) can now be defined

H CL
PLL(λ) =

H FF(λ)e−λ(τ−τ
f )(

1+ e−λτ f H FF(λ)
∑N

l′=1 c̃kl′
) . (49)

Hence, G = H CL
PLL(λ) · C̃ and Eq. (14) simplifies to

H CL
PLL(λ)

−1 q = C̃ · q which leads to the characteristic
Eq. (15).
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