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ABSTRACT With the wide interconnection of power systems and extensive application of phasor
measurement units (PMUs), the secure operation of power systems is facing considerable challenges.
To satisfy the demand of online dynamic security assessment (DSA) for modern power systems, a data-
driven scheme based on sparse projection oblique randomer forests (SPORF) is proposed, which includes
offline training, periodic update and online assessment. In the first stage, an improved adaptive synthetic
sampling (ADASYN) method is developed to mitigate the class imbalance problem for the data-driven DSA
approach. Then, the SPORF-based DSAmodel is trained using crucial features with low redundancy selected
by a feature selection procedure based on the minimal-redundancy-maximal-relevance (MRMR) criterion.
In the second stage, the periodic update of the DSA model for unseen system topologies is executed to
enhance the robustness of the model. In the third stage, the trained model can provide the DSA result
immediately when the real-time operation information of a system is received. The satisfactory performance
of the proposed scheme is demonstrated through a series of tests and the comparisons on a 23-bus system
and a practical 1648-bus system.

INDEX TERMS Dynamic security assessment, data-driven, data oversampling, feature selection, sparse
projection oblique randomer forests.

I. INTRODUCTION
Dynamic security assessment (DSA) is of great importance in
the power system planning and operation [1]. With the con-
struction and development of smart grids, traditional power
systems are undergoing substantial changes. The gradual
expansion of the system scale and the increasing insertion of
new electrical equipment may bring unprecedented risks to
power systems [2]–[4]. To grasp the system operation status
in a timely manner and reduce the economic loss caused
by unforeseen electric power accidents, the achievement
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of real-time and accurate DSA for power systems is
essential [5].

Traditional DSA for power systems commonly uses
analytical physics methods, such as time-domain simula-
tion (TDS) and direct method [6], [7]. The TDS method
determines whether the system is stable by solving a set
of high-dimensional nonlinear differential difference alge-
braic equations (DDAEs) that reflect the electromechanical
transient process [8]. The direct method judges the transient
stability of a system by constructing the transient energy
function based on the Lyapunov stability principle [9]. How-
ever, due to the high computational complexity and time
consumption, these methods may not satisfy the requirements
of real-time DSA for modern large-scale power systems [10].
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In recent years, phasor measurement units (PMUs) have
been developed as advanced measurement tools in power sys-
tems to collect system operating information simultaneously
from different locations [11]. With the widespread adoption
of PMUs, data-driven tools have been employed to assess
system stability online. Some DSA methods have been pro-
posed using data-driven tools based on the following idea.
First, data-driven tools are trained to construct the mapping
relationships between the operating variables and the corre-
sponding security index. Second, online DSA results can be
provided by the trained DSA model when the PMUmeasure-
ments of pre-fault attributes are received [1]. Existing classic
data-driven methods, such as decision tree (DT) [1], [12],
artificial neural network (ANN) [11], [13] and support vec-
tor machine (SVM) [14], [15], have been proven effective
for DSA. Additionally, an ensemble learning method that
constructs a series of extreme learning machines (ELMs)
is proposed in [16] to generalize the randomness of ELMs
and provide more credible DSA results. In [17], a novel
fast transient stability batch assessment framework using cas-
caded convolutional neural networks (CNNs) is constructed
to terminate the TDS early to shorten the simulation time
under the premise of accurate assessment. In [18], an online
DSA approach based on random forest (RF) is proposed
to accurately assess the unseen system operating conditions
and indicate the confidence level of the security status one
minute ahead of real time bymeans of an outlier identification
method.

Although relevant studies have demonstrated the efficiency
of these data-driven methods in the DSA of power systems,
some issues remain in the online application to large-scale
power systems for these methods. First, the captured security
rules may sometimes lack credibility based on massive sys-
tem operating variables that appear to be largely irrelevant to
fault analysis [19]. Second, when applied to large-scale power
systems, some methods may be limited by difficult and com-
plicated parameter tuning, which will consume considerable
computing time [20]. Third, with the increasing stability of
modern power systems, more secure samples than insecure
samples are obtained for DSA research, and the resulting
class imbalance problem may bring unpredictable impacts to
data-driven DSA methods, which exposes the secure opera-
tion of the system to great risks [21].

To address the above-mentioned issues, this paper proposes
a novel data-driven scheme to achieve real-time and effective
DSA for practical large power systems. Notably, stability
control is beyond the scope of this paper. In this scheme,
an improved adaptive synthetic sampling (ADASYN)method
is employed to alleviate the class imbalance problem, a fea-
ture selection procedure based on the minimal-redundancy-
maximal-relevance (MRMR) criterion [22] is introduced to
select crucial features with low redundancy, and a DSA
model based on sparse projection oblique randomer forests
(SPORF) [23] is trained to extract the mapping relationships
between the power system operating variables and the corre-
sponding class label. The performance and effectiveness of

the proposed scheme are validated on a 23-bus system and a
practical 1648-bus system.

The main contributions in this paper can be summarized as
follows:

1) A powerful data-driven tool called SPORF is utilized
to construct an efficient DSA scheme that can pro-
vide accurate assessment results with a short com-
puting time and low computational burden in online
applications.

2) An improved ADASYN method is developed to effec-
tively relieve the class imbalance problem, and a feature
selection procedure based on the MRMR criterion is
adopted to select the crucial features with low redun-
dancy and improve the computational efficiency.

3) In view of the generalization ability and reliabil-
ity of the DSA model in practical applications,
a model update mechanism that responds to sys-
tem network topology changes is proposed to ensure
the effectiveness of the DSA model in online
application.

4) The high computing speed of the proposed scheme is
verified based on tests with a 23-bus system and a
practical 1648-bus system. Moreover, the impact of the
training dataset size is analyzed, and the good robust-
ness to missing data is demonstrated.

The remainder of this paper is organized as follows. The
problem statement and supporting methods are introduced in
Section II. The technical details of the proposed online DSA
scheme are described in Section III. An illustrative example
using the 23-bus system is presented in Section IV. The appli-
cation of the proposed scheme to a practical 1648-bus system
is discussed in Section V. Finally, the conclusion is provided
in Section VI.

II. PROBLEM STATEMENT AND SUPPORTING METHODS
A. RULE FOR CLASSIFICATION
The research on pre-fault DSA of power systems aims to
assess the operation status of a power system with expected
but not yet occurring faults based on the pre-fault steady-
state operating variables, such as bus voltage amplitude, bus
voltage phase angle, power generation and load [7], [24].
In general, pre-fault DSA can be defined as a two-class
classification problem: secure and insecure [17].

The transient stability margin (TSM) is typically employed
to describe the operation status of the system because it can
represent the transient stability level of a power system [9].
Meanwhile, the critical clearing time (CCT), which can
reflect the anti-interference ability of the system [24], [25],
is the basis for TSM. The CCTs in different fault locations
of a power system can be acquired through a series of
dynamic simulations with different clearing times. In these
simulations, the stability status of the power system can be
judged by observing the rotor angle difference of any two
generators. If the difference exceeds 360 degrees, the system
is regarded as unstable. Subsequently, the TSM, which can
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be constructed by employing the CCT and the actual clearing
time (ACT), is defined in formula (1):

TSM =
CCT− ACT
CCT+ ACT

(1)

Theoretically, TSM is a continuous index that ranges from
−1 to 1. Use a binary pair 1 and 0 to represent the secure and
insecure status of a system operating point under a fault. Then
a typical rule can be adopted to classify an unseen operating
point, which is given by formula (2):{

TSM ≥ u→ label = 1 (secure)
TSM < u→ label = 0 (insecure)

(2)

where u is a user-defined threshold. The value of u can be
adjusted according to different requirements for the degree
of security. In particular, when the system operators desire
more conservative assessment results, the value of u can be
increased.

B. IMPROVED ADASYN
ADASYN is an adaptive synthetic oversampling method
used to address the class imbalance problem. The number
of required synthetic samples generated by ADASYN for
each minority class sample can be adaptively determined
using the density distribution of minority class samples as a
criterion [26]. However, due to the existence of noise, the new
synthetic samples may not provide useful information, which
will increase the possibility of overfitting for data-driven
tools. Therefore, this paper develops an improved ADASYN
method that can alleviate the negative impact of noise while
synthesizing minority class samples. The main steps of the
improved ADASYN method are summarized below.

1) Let p and q denote the number of minority class sam-
ples and the number of majority class samples in a dataset,
respectively. Then, the total number of synthetic minority
class samples M can be calculated by formula (3).

M = (q− p) β (3)

where β is a user-defined parameter ranging from 0 to 1 for
adjusting the number of synthetic minority class samples.
β = 1 means that the training dataset achieves absolute class
balance after data oversampling. Previous studies recommend
a value of β between 0.15 and 0.30 [2].

2) Find the k nearest neighbors based on Euclidean dis-
tance for each minority class sample. The number of majority
class samples among the k nearest neighbors is denoted as k ′i .
If k ′i = k , all the k nearest neighbors of the minority class
sample are majority class samples; therefore, the minority
class sample is considered to be noise and is not used for
oversampling. If k ′i 6= k , the minority class sample is con-
sidered as a useful minority class sample, and the following
oversampling steps are executed.

3) Let t i (i = 1, 2, · · ·h) represent each useful minority
class sample. Then, the density distribution r̄i of each use-
ful minority class sample t i can be calculated according to

formula (4). 
ri =

k ′i
k

r̄i =
ri
h∑
i=1

ri

(4)

4) Calculate the number of required synthetic samples
di for each useful minority class sample t i according to
formula (5).

di = r̄iM (5)

5) Randomly select a minority class sample tk from the
k nearest neighbors of each useful minority class sample ti;
then, the new synthetic sample tnew is constructed according
to formula (6).

tnew = t i + λ (tk − t i) (6)

where λ represents a random number ranging from 0 to 1,
(tk − t i) represents the difference vector in n dimensional
spaces, and n is the number of features in each sample.
6) Repeat step 5 until di samples are generated for each

useful minority class sample t i.

C. MRMR CRITERION
In this paper, the MRMR criterion, which is based on mutual
information (MI), is used to measure the quality of fea-
tures [22]. The goal is to select the crucial features that have
the minimum redundancy among features and the maximum
relevance with the class. The MRMR criterion is described in
detail below.

1) MAX-RELEVANCE
Max-relevance, which is used to select the features with
the highest correlation with the class, can be calculated by
formula (7).

maxD (S, c) ,D =
1
|S|

∑
fi∈S

I (fi, c) (7)

where S is a subset consisting of the selected features, |S|
is the size of the feature set, and I (fi, c) is the MI between
feature fi and class c. The stronger the relevance between the
features and the class are, the higher the value of D will be.

2) MIN-REDUNDANCY
Min-redundancy, which is used to reduce the redundancy
among the selected features, can be computed by formula (8).

minR (S) ,R =
1

|S|2
∑
fi,fj∈S

I
(
fi, fj

)
(8)

where I
(
fi, fj

)
is the MI between the features fi and fj. The

weaker the redundancy among the features are, the smaller
the value of R will be.
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3) MIN-REDUNDANCY AND MAX-RELEVANCE CRITERION
In practice, the max-relevance and the min-redundancy can-
not always be achieved simultaneously. Therefore, the formu-
las (7) and (8) can be combined into a single MRMR criterion
as formula (9).

max8(D,R) ,8 = D−
R

min(H (fi),H (fj))
(9)

where H (fi) and H (fj) are the entropy of the ith and jth
features, respectively. The feature selection algorithm based
on the MRMR criterion is implemented as an incremental
search procedure [22], and the detail steps of the feature
selection are summarized in part A of Section III.

D. SPORF
SPORF is a supervised learning algorithm that combines
sparse random projections with the RF algorithm [23]. In con-
trast to RF constructed by ensembles of axis-aligned deci-
sion trees, SPORF is constructed based on oblique decision
trees. As shown in Figure 1 (a), the axis-aligned split sepa-
rates data by creating an orthogonal decision boundary [18];
however, the data are not linearly separable in most cases,
which may lead to inaccurate classification results. As shown
in Figure 1 (b), the oblique split divides the data by means
of oriented hyperplanes, which can provide more accurate
results and shallower trees [27]. Compared to RF, SPORF sig-
nificantly improves the classification accuracy and reduces
the consumption of computing resources.

FIGURE 1. Different split types of decision trees (the bars represent the
information gain). (a) Axis-aligned split, tree with depth 2. (b) Oblique
split, tree with depth 1.

Themain process of the SPORF algorithm consists of three
steps: 1) Randomly project the input feature matrix into a new
feature space; 2) Train the oblique decision trees by searching
for the best split in the high-dimensional projected subspace.
The best node split is usually determined by minimizing the
Gini impurity or entropy. Moreover, an increment function is
employed to update the counts of the left and right partitions
when assigning the child nodes of the tree. 3) Adopt a major-
ity voting mechanism to obtain the final classification result.

In this paper, SPORF is introduced into DSA to rapidly
and accurately assess the security status of a power system.
By constructing mapping relationships between the crucial
features and the corresponding class label in the trained
SPORF classifiers, the current security status of the power

system can be immediately assessed when the real-time PMU
data are obtained.

III. PROBLEM STATEMENT AND SUPPORTING METHODS
The proposed data-driven scheme based on SPORF is shown
in Figure 2. The power system operating variables are
acquired via the collection of PMUs and simulation data,
and an initial knowledge base containing a large amount of
system operation information and the corresponding class
label is generated. Data processing, including data oversam-
pling and feature selection, is designed to address the class
imbalance problem and select the crucial features. Then, the
SPORF-based DSA model is trained by employing the cru-
cial features and the corresponding class label. Considering
that the system topology often varies due to possible opera-
tional requirements, a model update mechanism is devised to
accommodate to unseen system topologies and to improve the
generalization of the DSA model. In practical applications,
online DSA is executed based on the trained DSA model
when the real-time operation information of the power system
is collected by PMUs. Overall, the proposed scheme consists
of three stages, namely, offline training, periodic update and
online assessment, which are described in detail below.

A. OFFLINE TRAINING STAGE
1) INITIAL KNOWLEDGE BASE PREPARATION
The efficiency of the proposed scheme relies strongly on
whether the mapping relationships between the operating
variables and the corresponding class label are accurate.
To construct accurate mapping relationships, an abundant,
convincing and reasonable knowledge base must be estab-
lished. The historical operation data of power systems col-
lected by PMUs contain limited information since some
potential system operation behaviors may not be recorded.
Therefore, to record a greater variety of system operation
behavior and establish an abundant initial knowledge base,
several approaches are adopted to generate more operating
points. One is linear interpolation based on the two close
historical operating points [1]. Another is to add reasonable
fluctuations to practical operating points [28]. Subsequently,
more operating points that are consistent with the actual oper-
ation of the power system can be obtained. Then, to calculate
the CCTs related to the obtained system operating points,
a series of dynamics simulations by PSS/E are executed in
consideration of multiple expected faults. Finally, for a fault
location, according to the classification rule mentioned in
Section II, the class label for each operating point is obtained,
and an initial knowledge base containing massive pre-fault
system operating variables and the corresponding class label
is established.

Specifically, the initial knowledge base can be represented
in matrix form as T : [XN×M ,Y ], where XN×M is the
input featurematrix containing the system operating variables
(e.g., bus voltage, branch power flows, loads and genera-
tions), N is the number of samples, M is the number of
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FIGURE 2. Proposed scheme for DSA.

features for each sample, and Y is the corresponding class
label vector. The number of samples required for satisfactory
performance on a specific power system can be determined
experimentally.

2) DATA OVERSAMPLING
In practice, modern power system operation remains secure
after most contingencies and becomes insecure in only a
few cases [29]. Therefore, secure samples obtained for DSA
studies usually constitute a much larger portion than inse-
cure samples, which will lead to a serious class imbalance
problem. If not addressed in an appropriate manner, the class
imbalance problem may decrease the classification accuracy
and generalization ability of the DSA model. Typically, mis-
classification in DSA is often related to the class imbalance
problem [2].

In this paper, an improved ADASYN method is designed
to process the initial knowledge base, and the class imbal-
ance problem is effectively mitigated by adaptively synthe-
sizing insecure samples. Consequently, a more abundant and
balanced dataset is obtained. A schematic diagram of data
oversampling is presented in Figure 3. Variables A and B
are two pre-fault steady-state operating variables. After data
oversampling, a DSA model trained on a relatively balanced
dataset can more accurately distinguish insecure samples.

3) FEATURE SELECTION
The structure and operation mode of modern power systems
tends to be complicated, which has resulted in the explosive
growth of system operating features. For data-driven DSA
of power systems, excessive input features not only lead
to meaningless expansion of the input space and a waste

FIGURE 3. Schematic diagram of data oversampling.

of computing resources but also influence the classification
accuracy of DSA model [10]. Feature selection is essential to
reduce the dimensionality of the input features and improve
the classification performance of the DSA model. In this
paper, a feature selection procedure based on the MRMR
criterion is adopted to select the crucial features with the
minimum redundancy among features and the maximum rel-
evance with the class.

As shown in Figure 4, the crucial features are successively
added into a null set S. After feature selection, a crucial
feature subset withm(m > 2) features is acquired. According
to the demand in practical applications, the value of m can be
tuned for different systems. The feature selection procedure
is summarized in three steps.
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FIGURE 4. Flow chart of the proposed feature selection procedure.

1) The feature with the maximum MI is selected as
the first crucial feature of S after calculating the MI
between each candidate feature and the class in the
knowledge base.

2) Then, the MI between the first crucial feature and other
candidate features are calculated, and the feature with
the minimumMI is chosen as the second crucial feature
of S.

3) Subsequently, the max-relevance and the min-
redundancy in S can be calculated by formulas (7)
and (8). And the MRMR criterion, which is expressed
as formula (9), can be implemented. The subsequent
features are selected one by one by utilizing theMRMR
criterion repeatedly till m crucial features are selected.

4) TRAINING OF THE SPORF CLASSIFIERS
The mapping relationships are constructed using the crucial
feature subset and the corresponding class label as the input
and output of SPORF. In general, the credible system topol-
ogy list can be acquired from utility companies; thus, multiple
training sample sets corresponding to such topologies can be
generated to train a series of candidate SPORF classifiers
offline to address various system topologies [28]. Finally,
the various system topologies and the corresponding trained
SPORF classifiers are formed into multiple matching pairs
for invocation.

B. PERIODIC UPDATE STAGE
In practice, the system topology often changes due to pos-
sible operational requirements (e.g., scheduled maintenance,
economic dispatch and optimal power flow) [30]. A knowl-
edge base generated offline hardly captures all potential
operation behaviors of a time-varying power system, and
the offline trained classifiers may not provide accurate and
reliable assessment results for unseen system topologies.
Therefore, a model update mechanism is designed to improve
the generalization ability of the proposed scheme. Gener-
ally, the update stage runs continuously in parallel with the
online assessment. The model update mechanism shown in
Figure 2 is described in detail below.

When the system topology changes in the application of the
proposed scheme, if the changed topology has been recorded
in the offline stage, the corresponding trained candidate
SPORF classifier will immediately replace the currently used
SPORF classifier to achieve DSA. If the changed topology
has not previously been recorded, new samples based on
the new system topology will be generated to train a new
SPORF classifier, and the newmatching pair will be acquired.
By periodically executing the model update mechanism, the
probability of encountering unseen system topologies will
decrease, and seamless online assessment can be achieved in
the future.

C. ONLINE ASSESSMENT STAGE
With the rapid deployment and development of PMUs in
power systems, data acquisition of power systems has become
much faster. When the real-time PMU measurements of the
selected features are sent to the corresponding previously
trained SPORF classifier, the online DSA result can be pro-
vided immediately. If the current status is determined as
secure, the system will continue to be monitored; otherwise,
risk warning signals will be sent to the system operators.

IV. ILLUSTRATIVE EXAMPLE
The 23-bus system provided by PSS/E is used as an illus-
trative system to evaluate the performance of the proposed
scheme. A diagram of the 23-bus system is shown in Figure 5.
The test system consists of 23 buses, 6 generators and
10 transformers [31], and the performance tests are conducted
on an Intel Core i7 3.40-GHz CPU with 8 GB of RAM.

A. KNOWLEDGE BASE GENERATION
To capture more potential system operation behavior and
establish an abundant and reasonable knowledge base, the
generators/loads are initialized by randomly varying their
original distributions within a range of 80-120%, and the load
level varies from 70% to 130% of the initial value. Then,
the most serious three-phase faults are considered in this
paper, and the fault locations include buses and the middle
points of the transmission lines [32], [33]. In this work, PSS/E
and Python are used to automatically conduct power flow
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FIGURE 5. Diagram of the 23-bus system provided by PSS/E.

analysis and dynamic simulations. Notably, the power flows
of all the generated operating points are solved with limit
checking, and the conditions with any overloading or voltage
limit violation are not included in the knowledge base [30].
Thus, 403 initial variables with the corresponding class label
are obtained for each operating point. The variables include
bus voltage amplitude, bus voltage phase angle, active power
and reactive power of loads, active power and reactive power
of generators, reactive power of shunts, active power and
reactive power from bus i to j, and active power loss and
reactive power loss from bus i to j. For the data oversampling,
β is set to the recommended value of 0.30, and k is set
to 5. After data oversampling, a total of 6925 samples are
obtained. Then, the value of m is set to 30, and 30 variables
are selected as the crucial features using the feature selection
procedure. Eventually, for each fault location, a knowledge
base consisting of the crucial features and the corresponding
class label is established.

B. DSA TEST
The 5-fold cross-validation is employed to comprehensively
test the performance of the DSA model. The samples after
feature selection are randomly divided into 5 mutually exclu-
sive subsets with the same size. Cross-validation is repeated
5 times, with each subset alternately acting as the testing set
and the remaining as the training set [16].

1) EVALUATION METRICS
In this paper, the performance of the DSA model is evaluated
using statistical metrics from the perspective of system status
classification. As shown in Table 1, according to the predicted
and actual classes, the classification results can be classified
into four categories. Then, the classification accuracy and
F1−score can be defined as follows.

TABLE 1. Confusion matrix.

(1) The classification accuracy, which denotes the ratio of
correct classifications, is given by formula (10). A higher
accuracy indicates that the DSA model has better classifica-
tion performance.

accuracy =
TP+ TN

TP+ FP+ FN+ TN
(10)

(2) The F1−score, given by formula (11), is defined as the
harmonic mean of precision and recall. Precision is the ratio
of correctly predicted secure samples to all the predicted
secure samples. Recall is the ratio of correctly predicted
secure samples to all the actual secure samples. The value
of F1−score falls in (0, 1), and the classification performance
of the DSA model is better when F1−score is closer to 1 [19].

precision =
TP

TP+ FP

recall =
TP

TP+ FN

F1−score =
2× precision× recall
precision+ recall

(11)

2) TEST RESULTS
The proposed DSA model has been tested on the 23-bus
system, and the test results of the classification accuracy and
F1−score are shown in Table 2, which indicate that the DSA
model has satisfactory classification ability on the 23-bus
system.

TABLE 2. Test results of the DSA model for the two test systems.

V. APPLICATION TO A LARGER SYSTEM
To further validate the performance of the proposed scheme,
the DSA model is tested on a practical 1648-bus system con-
sisting of 313 generators, 182 shunts and 2294 transmission
lines [31]. The same method for generating the knowledge
base as used in the 23-bus system is adopted. Tests and
analyses are performed in the same simulation environment
as that used in Section IV. For the data oversampling, the
values of β and k are set to 0.30 and 5, respectively. A total
of 13497 samples with 37439 variables are generated for the
1648-bus system. Then, the value of m is set to 800, and
800 crucial features are selected. As illustrated in Table 2,
the DSA model exhibits excellent classification performance
for the 1648-bus system.
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A. SIGNIFICANCE OF DATA OVERSAMPLING
Table 3 shows the test results of classification accuracy and
F1−score for the 23-bus system and the 1648-bus system
without data oversampling when using the same testing set.
According to the comparison results of the Table 2 and 3,
the DSA model trained with the dataset after data oversam-
pling shows better classification performance than the model
trained with the original data. In fact, since the improved
ADASYN method handles the class imbalance problem by
interpolating data points in the feature space in amore general
and adaptive manner, a satisfactory generalization perfor-
mance can be achieved. Hence, it is significant to alleviate
the class imbalance problem for improving the performance
of the DSA model.

TABLE 3. Test results without data oversampling.

In recent years, several attempts have beenmade to address
the class imbalance problem in data-driven DSA, such as
random oversampling (ROS) [34], the synthetic minority
oversampling technique (SMOTE) [35], Borderline-SMOTE
(B-SMOTE) [36] and ADASYN [26]. ROS simply copies
insecure samples in the initial knowledge base, which eas-
ily results in overfitting of DSA model. SMOTE blindly
synthesizes new samples for each insecure sample via lin-
ear interpolation without further information about neigh-
boring insecure samples, which results in class overlapping.
B-SMOTE only pays attention to borderline insecure samples
and ignores the information of the other insecure samples,
which deteriorates the generalization capacity of the DSA
model. To avoid these issues, ADASYN adaptively deter-
mines the synthetic proportion of each minority class sample
according to the importance of each minority class sample.
However, the quality of synthetic samples is easily affected
by noise. Hence, this paper proposes an improved ADASYN,
which not only effectively alleviates the class imbalance
problem but also significantly reduces the impact of noise
on synthetic samples. Furthermore, the improved ADASYN
improves the classification performance of the DSA model;
therefore, the advantage of the improved ADASYN method
is more obvious in dealing with the class imbalance problem.

B. PERFORMANCE COMPARISON WITH OTHER
CLASSIFIERS
To compare the proposed SPORF-based DSA model against
conventional classifiers, five other methods, namely, logistic
regression (LR), ANN, SVM, DT and RF, are tested using the
same input samples. The comparison results in terms of the
classification accuracy and F1−score for the two systems are
shown in Table 4. It can be observed that the SPORF-based
DSA model achieves better classification performance for

TABLE 4. Performance comparison of different classifiers.

DSA. In addition, the SPORF-based classification model has
special advantages over conventional classifiers, which are
summarized as follows.

1) For LR, the dimension of the input space greatly affects
the classification performance. In particular, the accuracy
of LR may be unacceptable when a large number of input
variables are considered [37]. Compared to LR, SPORF can
train vast amounts of variables efficiently since it adopts
multiple parallel trees to accommodate high-dimensional
datasets [23].

2) For ANN and SVM, the high computational cost is an
obvious problem when these classifiers are applied to actual
large power systems. These two classifiers consume massive
quantities of machine memories and computing time due to
the complex calculation process and slow learning speed [38].
Compared to ANN and SVM, SPORF has good robustness
derived from the default parameters instituted by experimen-
tal rules, and it adopts the sparse projections method to reduce
the memory consumption, which can significantly improve
the computing speed [23].

3) For ANN and DT, overfitting is a pervasive problem
in model learning [12], [13]. DT easily fits noise data and
unrepresentative data, and the growth of trees is not restricted
reasonably in the building process. ANN is prone to overfit-
ting due to complex model and superabundant parameters.
Compared to ANN and DT, SPORF effectively reduces the
possibility of overfitting via twomechanisms: 1) constructing
each tree on random bootstrap samples of the original data;
2) making each split of each node with a random subset of the
features.

4) For RF, the process of tree splitting is performed along
the coordinate axes of the feature space, so the strength
and diversity of trees are limited. In addition, axis-aligned
splits may result in suboptimal trees [39]. Compared to RF,
SPORF combines the expressive capacity of oblique trees
with the benefits of axis-aligned trees and builds an ensemble
of oblique, interpretable, and scalable trees [23].

C. COMPUTING TIME
The computing time is often as important as the classi-
fication accuracy in data-driven DSA, especially for large
datasets. In practice, to assess the system security status at

79476 VOLUME 10, 2022



Y. Lin, X. Wang: Data-Driven Scheme Based on Sparse Projection Oblique Randomer Forests for Real-Time DSA

TABLE 5. Computing time of the DSA model for the two test systems.

each snapshot, the processing time of PMU data should be
less than 0.033 s [30]. Therefore, how to make full use of
rapidly updated PMU data is critical to achieve real-time
DSA. Table 5 summarizes the training and testing times for
the 23-bus system and the 1648-bus system. As shown in
Table 5, a new operating point can be assessed in less than
0.002 s for both test systems.

D. IMPACT OF TRAINING SET SIZE
The ever-increasing size and complexity of power systems
make DSA extremely challenging [12]. In this section, the
effects of different training set sizes on the classification
accuracy are explored. Different proportions (30%, 50%,
70% and 90%) of the original training set are used to train
the DSA model in each test, and the test results are shown in
Figure 6. It can be observed that 50% of the original training
set is sufficient for training a model with a classification
accuracy greater than 95%. Moreover, the larger the training
set is, the higher the classification accuracy will be. The
system operator can choose an appropriate training set size
according to the actual demand.

FIGURE 6. Classification accuracy for different training set sizes.

E. TESTS FOR UNSEEN NETWORK TOPOLOGIES
In practical applications, the accuracy of a DSA model may
be affected by the change of network topology [30]. There-
fore, a reliable online DSA model should have the capacity
to adapt to previously unseen network topologies. To demon-
strate the wide adaptability of the DSA model to the change
of network topology, different topologies of the 23-bus sys-
tem and 1648-bus system are considered. All the tests are
performed to assess the unseen network topologies using the
model trained on the system with the original topology. The
corresponding test results are shown in Table 6.

TABLE 6. Classification accuracy for different unseen network topologies.

The classification accuracy of the DSA model decreases
slightly when unseen network topologies are encountered, but
it can still maintain a desirable classification accuracy in the
tests of Table 6. Thus, the DSA model has good robustness to
unseen network topologies.

F. TEST FOR MISSING DATA
Generally, due to various practical problems, including PMU
malfunctions, communication delays or cyber-attacks, the
input variables of the DSA model may be incomplete [7],
[40]. To investigate the impact of missing data on the classi-
fication accuracy, five missing rates of input variables (10%,
20%, 30%, 40%, and 50%) are considered, and the missing
variables are randomly selected.

The test results shown in Figure 7 indicate that the higher
the missing data rate is, the lower the classification accuracy
will be. However, the accuracy of the DSA model still main-
tains greater than 90% even the missing data rate is 50%.
Therefore, the DSA model has good robustness to missing
data.

FIGURE 7. Classification accuracy for different data missing rates.

VI. CONCLUSION
Based on a powerful data-driven tool called SPORF, this
paper proposes a data-driven scheme for real-time and
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reliable pre-fault DSA that includes three stages: offline train-
ing, periodic update and online assessment. In the offline
stage, to address the class imbalance problem then reduce
the impact of irrelevant and redundant features on the DSA
model performance, an improved ADASYN method and a
feature selection procedure based on the MRMR criterion are
designed to process the initial knowledge base for efficient
training of the SPORF-based DSA model. To address previ-
ously unseen system topologies and promote the generaliza-
tion and adaptation of the proposed scheme, a model update
mechanism is designed in the periodic update stage. In the
online assessment stage, the DSA model is applied to rapidly
provide reliable assessment results based on real-time PMU
measurements.

The test results on two typical power systems (a 23-bus
system and a 1648-bus system) demonstrate that the pro-
posed scheme has superior DSA performance. In particular,
the adaptability of the DSA model to topology changes is
verified. Furthermore, the impact of missing data is studied,
and the robustness to missing data is illustrated for the DSA
model. Therefore, the proposed scheme is of great signifi-
cance to the practical operation of power systems.
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