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ABSTRACT The increased complexity of modern engineered systems has introduced novel challenges for
assessing their safety early in the life cycle. For example, due to the iterative nature of the design and
safety life cycle, there is constant data transformation and feedback of information between the system
design models, safety analyses, and safety verification. Data transformation and feedback are often manually
performed by engineers, which is time-consuming and error prone and can introduce inconsistencies in safety
assessments. Although several model-based systems engineering approaches have been developed for safety
analysis and safety verification, current approaches do not address the inconsistencies introduced in the
safety assessment process. This study describes the Integrated System Design and Safety (ISDS) framework,
which is a model-based safety assessment framework that aims to eliminate such inconsistencies. The
framework combines a model-based safety analysis approach with a model-based safety verification. This
paper extends previous work, which focused on the model-based safety analysis approach, to describe the
model-based safety verification approach adopted in the ISDS framework. Safety verification is performed
using a simulation-based fault injection approach and enabled by a fault injection engine, which injects
failures into the system design and characterizes system behaviors to identify safety violations impacting
the system. The results from the case study, in which the framework is used to assess the safety of a forward
collision warning system, highlight that the algorithms and automated feedback loops of the framework can
reduce inconsistencies in the safety assessment process while also identifying safety violations impacting
the system.

INDEX TERMS Model-based systems engineering (MBSE), safety analysis, failure modes and effects
analysis (FMEA), systems engineering, SysML, simulation-based fault injection, safety verification.

I. INTRODUCTION introduce new challenges [1]. One of the core challenges lies

Technological advances in recent years have led to the
design of highly complex and sophisticated systems, such
as autonomous vehicles, robots, medical devices, and even
financial-trading systems, that can significantly improve our
quality of life [1]. The scale of adoption of such systems
is evident based on future market trends. The market size
for autonomous vehicles is projected to reach 60 billion
US dollars by 2030 [2], and the intelligent robot market is
projected to reach 3 billion US dollars by 2026 [3]. While
these complex systems have numerous benefits, they also
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in assessing the safety of such complex systems [4], [5].

The safety assessment of a system is a judgment made
about the safety conformance and safety integrity achieved
by every safety instrumented function within the system [6].
This judgment is based on a) the safety of the system
development process (i.e., is the design process mature
and in conformance with the criteria stated in the safety
standards?) and b) the safety of the system design (i.e.,
does the system design achieve the required safety integrity
level?). While both factors are important for completing a
safety assessment, this research will only focus on the latter
(i.e., safety assessment based on the safety of the system
design).
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Academic researchers, industry experts and safety stan-
dards recommend assessing the safety of the system design
using a combination of safety analyses, safety verification,
and testing at various stages in the life cycle [6]-[9]. However,
identifying safety-related design issues early in the life cycle
can reduce rework, costs, and schedule delays [9]-[11]. While
testing occurs in the later stages of the life cycle, safety
analyses and safety verification can be performed early in the
life cycle on the available design models and offer potential
solutions for the early identification of safety-related design
issues.

Safety analysis is performed using a combination of one
or more techniques, such as failure modes and effects anal-
ysis (FMEA), fault tree analysis (FTA), and hazard analysis
[71, [8]. These analyses are often performed using indepen-
dent tools [12]. Each tool works off its own system design
model; engineers must manually extract the relevant infor-
mation from the original model and either import, or worse,
re-create the system design model in each tool [12], [13].
Not only is this activity time-consuming and error prone, but
the existence of multiple system design models also creates
a lack of traceability between the models and safety analy-
ses [14]. Another limitation is that the failure to update the
system design model in each tool may create an inconsistency
between the current design model and the safety analyses,
leading to an incorrect safety assessment [12], [14], [15].

Similar limitations also plague the activities performed
during safety verification. In formal methods, a common
technique for safety verification early in the life cycle [16],
specific model checkers are used to perform safety verifica-
tion. The model checking tool can use one of the many avail-
able languages to describe the system design. Performing
safety verification requires a description or transformation of
the original system design to the specific language used by
the model checker [17]. This transformation may create an
inconsistency between the current system design and safety
verification, consequently lead to an incorrect safety assess-
ment. The main objective of this paper is to eliminate such
manual activities that are performed during safety assessment
as well as the inconsistencies they introduce.

To address these limitations, researchers have adopted
a model-based systems engineering (MBSE) approach to
safety assessment [12], [18], [19]. Studies have shown that
adapting an MBSE approach to system development, com-
monly referred to as model-based development (MBD),
improves the completeness and consistency in system devel-
opment [20], fosters improved communication across design
teams [20], provides added traceability between different
models of the system [21], and enables easy integration with
other engineering analysis tools [22]. The increased adop-
tion of MBD also enhances the ability to perform safety
analyses and safety verification early in the life cycle [23].
Consequently, an MBD approach to safety assessment offers
a solution for resolving inconsistencies that arise in the safety
assessment process. MBD also enables verification activi-
ties such as formal methods and simulation testing using
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early system design models, which helps to characterize and
observe design issues in the context of safety assessments.
This is because MBD allows a more formal specification
of a system’s intended behavior with respect to its require-
ments and enables the integration of a variety of analy-
ses or simulations to be performed on the available system
design model, such as formal methods or fault injection
[16], [24]-[26]. However, there is currently no framework
or method that allows for feedback from safety analyses or
safety verification to the system design model while also
identifying safety-related design issues impacting the sys-
tem. The ISDS framework described in this paper aims to
address this gap by leveraging MBD to automate the feedback
between the system design model, safety analyses, and safety
verification.

The authors’ previous work [27] described the model-based
safety analysis approach used in the ISDS framework (left
side of the framework). The paper highlighted how feedback
loops between the SysML model and safety analyses (such as
FMEA and FTA) are used not only to automatically generate
FMEA tables and fault trees from the SysML model but also
to automatically update the SysML model with any changes
made to the safety artifacts. By eliminating the manual tasks
performed by engineers, the framework could reduce the
inconsistencies introduced in the safety assessment process.
This paper extends the previous work and describes the
model-based safety verification approach used in the ISDS
framework. The remainder of the paper is organized as
follows. Section II discusses the relevant literature in the field
of safety verification. Section III describes the approach used
for safety verification in the ISDS framework. Section IV
demonstrates the application of the framework to the design
of a forward collision warning system case study. Section V
concludes the paper.

Il. LITERATURE REVIEW

Safety verification is performed on the right side of the Vee
development methodology [28] and is used to determine if
the system design meets the safety requirements [6]. Verifi-
cation techniques such as formal methods and fault injection
have been extensively used in MBD for safety verification of
complex systems [16]. Formal methods rely on mathemati-
cally proving that a design satisfies a set of defined safety
properties. A popular formal methods technique is model
checking, which is used to verify finite-state systems [29].
The model checking technique is defined as follows: given
a model of a system for which the set of finite state tran-
sitions has been encoded (i.e., system model) and a set of
safety properties that the system must satisfy (i.e., safety
requirements), the model checking problem is to identify
all states in the system model that satisfy the requirements.
Table 1 summarizes the commonly used model checking
tools, such as the safety-critical application development
environment (SCADE) design verifier [30] and NuSMV
model checker [31]. In [24], [26], the authors developed
the system design model in Simulink and used the SCADE
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TABLE 1. Summary of model checking approaches used for safety
verification.

TABLE 2. Summary of simulation-based fault injection approaches used
for safety verification.

Authors i\: 3;3:;5 Model checking tool
Joshi, Heimdahl [24] Simulink SCADE design verifier
Wang et al. [26] Simulink SCADE design verifier
Mhenni et al. [12] SysML NuSMV

Wang et al. [17] SysML NuSMV

design verifier to automate safety verification via model
checking. In [12], [17], the authors developed the system
design model in SysML and used the NuSMV symbolic
model checker to perform safety verification. Overall, model
checking has been shown to allow the verification of system
safety properties based on requirements using automated ver-
ification procedures [25]. However, the limitation with model
checking is that it relies heavily on the knowledge and experi-
ence of the engineer to define the safety properties and system
states [32], which can be challenging for complex systems
that operate in diverse environments. Another challenge (and
ongoing research problem) with model checking is the state
explosion problem, where the increase in system complexity
leads to a state space that is too large for the technique to be
computationally viable [29].

To overcome some of the model checking challenges,
researchers have used fault injection for safety verification
of complex systems [37]. The fault injection technique is
effective at analyzing faulty system behavior in a controlled
environment by forcing faults and other exceptional condi-
tions and observing the resulting system behavior [32]. Addi-
tionally, fault injection can reduce reliance on the expertise
of engineers because it allows for automation when injecting
faults into the system design model. The automatic nature
of verification makes the high level of usability attractive to
nonexperts in the verification process as well [25].

Fault injection techniques are broadly classified into two
approaches: hardware-based and software-based approaches.
Hardware-based approaches are accomplished at the physical
level and use external sources to introduce faults into the
system’s hardware [38], while software-based (also referred
to as simulation-based) approaches mimic faults through
code changes or by injecting the effects of faults into the
code [39]. The advantages of simulation-based approaches
are that they pose no risk of damage to the system, require
fewer resources to execute in terms of time and effort, and
have higher observability (how well the effects of faults on
the system can be measured) and controllability (how well
the location of faults in space and time can be controlled)
of system behavior in the presence of faults [40], [41]. This
approach is particularly suited for an MBD environment; it
can provide timely feedback on the safety verification of the
system design model early in the life cycle [38]. Additionally,
high-fidelity simulators allow engineers to detect gaps in
requirements, identify new test cases or observe unforeseen
system behavior caused by the injected faults in realistic
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Authors Modeling language Fault injection tool
Jha et al. [33] No model consideration AVFI

Jha et al. [34] No model consideration Kayotee

Li et al. [35] No model consideration AV-Fuzzer

Juez et al. [36] Simulink Sabotage

Juez et al. [19] SysML/RobotML FI framework

operational environments earlier in the life cycle [37], [42],
[43]. Table 2 summarizes the simulation-based fault injection
approaches that have been developed for safety verification.

Jha et al. [33] developed a fault injection tool called an
autonomous vehicle fault injector (AVFI) that uses the Car
Learn and Act (CARLA) simulator [44] for resilience assess-
ment of autonomous vehicle systems. The tool can inject
hardware, data, timing, and machine learning-related faults
(source level fault models) using source code instrumentation
at run time and compute resilience metrics such as mission
success rate, traffic violations per kilometer, accidents per
kilometer and time to traffic violations. Jha et al. [34] also
developed the Kayotee fault injection tool, which uses the
drivesim simulator [45] for safety and reliability assessment.
Along with source level faults, the tool can inject faults mod-
eled as bit-flips in different functional units of the processor
to identify unforeseen behavior under faulty conditions, such
as safety envelope breaches and lane-centering breaches for
autonomous vehicles. Li et al. [35] developed the AV-Fuzzer
fault injection tool, which uses the Silicon Valley Lab (SVL)
simulator [46] to find safety violations in autonomous vehi-
cles under evolving traffic conditions. The tool uses a genetic
algorithm to identify new operational scenarios or test cases
that could lead to violations of requirements that are modeled
as safety constraints. While such tools have shown success
at identifying safety-related issues caused by faulty system
behavior, they are not sufficient to perform a safety assess-
ment since they do not consider the system design model as
an input to safety verification. To leverage the benefits of
MBD for early safety assessments, safety verification must
be integrated with the design and safety life cycle (i.e., the
safety verification process should be based on the available
system design model as well as the safety analyses that were
performed on that design model).

Juez et al. [19], [36] overcome this problem by combin-
ing a model-based design process with a simulation-based
fault injection technique. In [36], the authors use Simulink
models to represent the system design and the Sabotage fault
injection framework to perform safety verification early in
the life cycle. The Sabotage framework uses the Simulink
model to configure the type, location, and time for the faults
to be injected and the Dynacar simulator [47] to perform
fault injection simulation. The framework uses source code
instrumentation to inject faults and calculates the effect of
the faults by computing the fault tolerant time interval (FTTI)
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FIGURE 1. ISDS framework uses a model-based system engineering approach for the safety assessment of complex systems. The left side of the
framework corresponds to the system definition phase of the life cycle, where different design and safety information is captured using different SysML
diagrams but a single SysML model. Here, the framework focuses on performing safety analyses on system design and safety models (using FMEA and
FTA techniques) as part of the safety assessment. The right side of the framework corresponds to the verification phase of the life cycle, where the
system design is verified against safety requirements at the component, subsystem, and system levels. Here, the framework focuses on performing
safety verification on the system design and safety models (using simulation-based fault injection techniques) as part of the safety assessment.

(i.e., the time interval between the injection of the fault
and the observation of the fault’s system level effect). The
limitations of this approach arise from the Simulink models,
which are good for mathematically representing the system
design but cannot be used to store other design and safety
data, such as requirements, use cases, failure modes, etc.
Additionally, the framework does not use the results from the
safety analyses to configure the fault injection. This omission
can cause an inconsistency between the results of the safety
analyses performed during system definition (left side of the
Vee development process) and the safety verification (right
side of the Vee development process).

The authors overcome these limitations in [19] by devel-
oping system design models in SysML. The general-purpose
nature of SysML allows different design and safety data to
be stored in the same model. The approach uses the SysML
model and the results from the FMEA to configure the
fault injection in a robot and environment simulator called
Gazebo [48]. Using source code instrumentation, different
failure modes were injected to simulate the system design
in the presence of faults. The resulting behavior was evalu-
ated against a predefined component level safety requirement
stored in the SysML model. While this approach presents
a promising solution for early safety assessments of com-
plex systems in an MBD environment, it assumes a highly
linear approach toward safety assessments. In practice, the
design and safety life cycle are iterative, with feedback loops
between the system design and safety analyses and the system
design and safety verification. Fig. 2 illustrates this concept.
Additionally, the lack of feedback from safety verification
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nature of the design and safety life cycle.
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to the system design model can introduce inconsistencies
in later stages of the life cycle since the results from the
verification are not captured in the SysML model.

The ISDS framework addresses these problems by inte-
grating the system design and safety life cycle and incor-
porating feedback between the system design models, safety
analyses, and safety verification. The framework uses SysML
to model the system architecture and define the system design
and safety data. There are several other candidate model-
ing languages that can be used to implement MBD, such
as Modelica [49]. Modelica is an object-oriented language
for describing differential algebraic equation (DAE) systems
combined with discrete events. It is an expressive formal
language and its DAE solving capabilities can support var-
ious analyses. However, the strength of SysML lies in its
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FIGURE 3. Overview of the fault injection engine used for safety verification in the ISDS framework.

descriptive modeling capabilities, with expressive constructs
for requirements, structural decomposition, logical behavior,
and cross-cutting constructs [50]. Additionally, SysML is the
preferred language to model the system architecture among
system engineers [22] and has become the de facto modeling
language in systems engineering [51]-[53]. For these reasons,
SysML was the preferred modeling language to implement
MBD in the ISDS framework.

The authors’ previous work [27] highlighted how the
model-based safety analysis approach of the ISDS framework
reduces the inconsistencies introduced in the safety assess-
ment process by incorporating automated feedback loops
between the SysML model and safety analyses. This paper
extends previous work and describes the model-based safety
verification approach of the ISDS framework. The approach
aims to overcome the limitations of the current literature
by incorporating automated feedback loops between safety
verification and the system design model. The feedback
loops help in reducing the inconsistencies introduced in the
safety assessment process while also verifying the design by
identifying safety violations or safety-related design issues
impacting the system. The next section provides a detailed
description of the methodology for safety verification in the
ISDS framework.

1Il. ISDS FRAMEWORK: APPROACH FOR SAFETY
VERIFICATION

This section provides a brief overview of the ISDS frame-
work followed by a detailed description of the approach for
safety verification. The ISDS framework (see Fig. 1) adopts
the Vee development methodology and an MBD approach
to integrate the system design and the safety life cycle
by combining data into a single SysML model. The left
side of the framework focuses on system definition, where
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system design and safety data are incrementally added to
the model. Once the high-level architecture models (func-
tional and logical architecture) and subsystem hazard and risk
assessments (HARA) are complete, the model is exported
as an XML file, and Python scripts are used to automati-
cally generate system-level fault trees and FMEA tables. Any
changes made (after review by an engineer) are updated in
the XML file and subsequently the SysML model. Finally,
component (hardware or software) safety requirements are
added, if applicable, for the failure modes. The right side
of the framework focuses on verifying that the system
design satisfies the safety requirements for all the identified
operational scenarios. The verification process is based on
simulation-based fault injection, which allows for the obser-
vation of safety requirement violations even in the presence of
faults. The next section describes the methodology for safety
verification using fault injection— how the SysML model is
used to configure the fault injection simulation, the process of
running the simulation with faults injected, the computation
of safety metrics based on the safety requirements, and how
the SysML model is updated with the results of the safety
verification.

The safety verification approach in the ISDS framework,
shown in Fig. 3, consists of three components: a) the SysML
model containing system design and safety data developed
during the system definition; b) the CARLA simulator [44],
which is a high-fidelity simulator for recreating autonomous
vehicle behavior in realistic operational environments; and
c) the fault injection engine used to configure, run, and
analyze the simulation runs to compute safety metrics. The
fault injection engine acts as a bridge between the SysML
model and the CARLA simulator. It extracts the system
design and safety data from the SysML model, configures
the CARLA simulation based on the extracted data, executes
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FIGURE 4. Safety profile of the ISDS framework. The safety profile illustrates how native SysML elements are extended using stereotypes to represent
safety-related information in the SysML model. The triangle from the parent element to the child element represents an extension or inheritance
relationship and can be read as “is a type of". The child element contains additional properties to capture safety-related information. The component
safety requirement and failure mode stereotype contain tagged values that are placeholders for the results from the safety verification. The syntax for the
respective tagged values is shown in the figure. Additionally, the six fault types and four variables for which fault injection is supported are also shown in

the figure.

fault injection, verifies the system design against the safety
requirements, and updates the SysML model with results
from fault injection. The next section describes the three
components of the safety verification approach in the ISDS
framework in greater detail.

A. SysML MODEL

The description provided in this section assumes that the
SysML model was developed in accordance with the system
definition phase of the ISDS framework [27]. Instead of
re-iterating the activities in the system definition phase of
the framework, this section summarizes the SysML model
elements that influence the safety verification approach of the
ISDS framework.

The SysML model contains the design and safety data
developed during the system definition (left side of the Vee)
of the ISDS framework. The model consists of multiple dia-
grams, each representing a different view of the system and
containing specific design and safety data, as shown in Fig. 5.
The framework uses SysML profiles, called safety profiles,
to store design and safety data in the same SysML model.
Fig. 4 illustrates the safety profile of the ISDS framework.
The safety profile is a SysML profile used in the ISDS frame-
work that allows data from different domains to be stored in
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the same SysML model, i.e., system design data, safety data,
and simulation-specific properties. Native SysML elements
are extended (i.e., customized) for storing specific types of
data based on the domain and platform of the modeled sys-
tem. Stereotypes and tagged values are used to extend the
reference meta-class of a native SysML element.

The requirement meta-class is extended to create the safety
goal and component safety requirement stereotype. The
safety goal stereotype contains an identifier, a safety integrity
level (or risk), and the criteria that represent the safety
goal violations. Similarly, the component safety requirement
stereotype contains an identifier, the criteria that represent
the safety requirement violations, and a variable to store the
results from the fault injection simulation, called the violation
simulation data. The action meta-class is extended to create
the failure mode stereotype. Each failure mode contains a
cause, an effect, a mitigation strategy, user-defined safety
goal violations (each is string data type), a fault model,
a variable (each is an enum data type) and a variable to
store the results from the fault injection simulation (one
for a single failure mode injection and one for the injec-
tion of multiple failure modes). Fig. 4 shows the syntax in
which the simulation results are stored in the SysML model.
Finally, the use case meta-class is extended to create the
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FIGURE 5. Overview of the system design and safety data stored in the
SysML Model. The filled diamond represents the “is made up of”
relationship in SysML.

’scenarioConfiguration’ stereotype, which contains variables
to configure the operational environment in the simulation.
The next section describes the different views of the SysML
model, as shown in Fig. 5, in detail.

1) FAILURE OPERATIONAL SCENARIOS

Failure operational scenarios specify the environment and
scenario under which fault injection is to be performed. The
scenarios are defined by use case diagrams in the SysML
model. This diagram is used to configure keywords, envi-
ronment variables, and variable states that will set up the
failure operational scenario in CARLA. The definitions that
are specified for the operational scenario and supported by
the simulator include the following: the road type, weather
conditions, host vehicle data (vehicle type, starting loca-
tion, and desired speed), and nonhost vehicle data (vehicle
type, starting location, desired speed, and specific behaviors).
These definitions are captured as tagged values under the
«scenarioConfiguration>>> stereotype, as shown in Fig. 6.
The failure operational scenario provide a basic representa-
tion for recreating scenarios in simulation. They do not pro-
vide any support for uncertainty or perturbances in scenario
parameters.

2) SAFETY GOALS

Safety goals represent the system level safety requirements
and are defined by a requirements diagram in the SysML
model. This diagram is used to configure the safety goal
metric in the simulator, i.e., the metric that evaluates if a
safety goal was violated. Each safety goal defined in the
diagram contains a safety goal ID, the safety integrity level (or
associated risk) of the safety goal, and the evaluation criteria
that represent the safety goal violations. These definitions
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FIGURE 6. Failure operational scenario for the safety assessment of a
vehicle’s forward collision warning system. The scenario is captured in a
use case diagram and contains the configurable parameters to setup up
the fault injection simulation. These parameters capture the
environmental variables and their states.
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FIGURE 7. Safety Goals of a forward collision warning system. The safety
goals have been identified using the HAZOP method and represent the
high-level safety requirements of the system.

are captured as tagged values under the < safetyGoal>>
stereotype.

3) FUNCTIONAL ARCHITECTURE

The functional architecture contains the different system
functions and their interactions and is defined by an activity
diagram in SysML (Fig. 8). Each function in this activity
diagram is linked to another activity diagram that contains
the function-specific safety information—the functional fail-
ure modes, causes, effects, user-defined safety goal viola-
tions, risk level, mitigation strategy, and simulation results.
Additionally, it contains a variable and fault model, which
is used to characterize the failure mode in the simulation.
The safety-specific information is extracted from the SysML
model to generate the FMEA. The activity diagrams that
make up the functional architecture are used to configure the
failure modes to be injected in the simulation. The failure
modes of a function are captured under the «failureMode>>
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FIGURE 8. Functional architecture of a forward collision warning system.

The functional architecture contains the different functions of the system

as well as the flow of information between the functions. Each function is
linked to a subdiagram that contains the failure modes of the function.

stereotype, and the safety information is captured as tagged
values under the < failureMode>>> stereotype (see Fig. 9).

4) LOGICAL ARCHITECTURE

The logical architecture represents the system’s structural
design and is defined by the block definition diagram (BDD)
and internal block diagram (IBD) (Fig. 10 and Fig. 11,
respectively). The BDD contains logical blocks that repre-
sent subsystems. Functions from the functional architecture
diagram are allocated to corresponding blocks in the logical
architecture. The BDD is used to organize the fault injection
simulations such that only the failure modes of functions allo-
cated to the specific block are injected in the simulation. The
IBD captures the interconnections and data flows between the
blocks modeled in the BDD.

5) COMPONENT SAFETY REQUIREMENTS

Component safety requirements represent hardware or soft-
ware safety requirements allocated to the blocks in the logical
architecture and are defined by a requirements diagram in
SysML. To ensure traceability, the requirements diagram is
linked to the corresponding block in the logical architecture as
a subdiagram. Each component safety requirement defined in
the diagram contains an identifier, the evaluation criteria that
represent the requirement violation, and a variable to store
the results from the fault injection, called violation simulation
data. The definitions are captured as tagged values under the
«componentSafetyRequirement>> stereotype (see Fig. 12).

B. CARLA SIMULATOR
CARLA is an open-source simulator for autonomous driving
systems. It provides support for a variety of sensor suites,
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{Variable = "Host.Location"}

{Fault Type = "Too High"}
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{Single FM Simulation Results =""}
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{Effect = "Incorrect location data"}
{Mitigation Strategy = "Redundant location sensor"}
{Variable = "Host.Location" }
{Fault Type = "Inverse"}
{User Defined Safety Goal Violations = "SG2"}
{Single FM Simulation Results = ""}
{Combination FM Simulation Results =""}

<<allocate>>

<<failureMode>>
Host vehicle location too low
{Cause = "Malfunctioning sensor"}

{Effect = "Incorrect location data"}
{Mitigation Strategy = "Redundant location sensor"}
{Variable = "Host.Location"}

{Fault Type = "Too Low"}

{User Defined Safety Goal Violations = "SG1"}
{Single FM Simulation Results = ""}
{Combination FM Simulation Results =""}

<<allocate>>

Combines with '
<<failureMode>>
Target vehicle location inversed

FIGURE 9. Failure modes for the “Determine host vehicle location”
function before the safety verification is performed. Each failure mode
contains a tagged value for storing the results from the fault injection
simulation. The syntax for how the results are stored is shown in the
safety profile. The failure modes can be combined with the failure modes
of other functions, shown in blue, and the relationship is captured as a
dependency in the SysML model.

driving environments, scenario generation, and the complete
control of actors (pedestrian and vehicles) in the simulator.
It is a high-fidelity simulator that can create detailed repre-
sentations of different environments such as urban layouts,
buildings, street signs, highways, etc., for a range of weather
and time of day conditions. The simulation platform allows
users to set up various sensors and gather data, such as GPS
coordinates, speed, acceleration, camera images, radar data,
and inertial measurement unit (IMU) data of an automotive
system.

CARLA’s architecture enables great flexibility and real-
ism for graphical rendering and physics simulation. It is
implemented as a layer over the Unreal Engine 4 (UE4) [54],
which provides state-of-the-art rendering quality and hyper
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FIGURE 10. Logical architecture for the FCW system modelled using a BDD. The BDD shows the different logical blocks of the system and the
functions allocated to each block. Each function in the functional architecture is allocated to a block in the logical architecture.
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FIGURE 11. Logical architecture for the FCW system modelled using an
IBD.

realistic physics. CARLA can simulate a dynamic world and
provide an interface between the world and agent. An agent is
usually an autonomous vehicle equipped with a set of sensors
to observe its environment and a set of behaviors encoded
to achieve a goal. To enable interaction between the world
and the agent, the simulator uses a server-client system. The
server (also called the world module) runs the simulation and
renders the scene. The client module represents the agent
developed by the user (i.e., the system under development).
The client communicates with the world to obtain information
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req Yaw rate component safety requirement )

<<componentSafetyRequirement>>
Yaw rate must not exceed yaw authority limits

SRID="1"

Criteria = "49<= speed<=51 and delta >=4"
Violation simulation data =""

Safety Integrity Level =" D" L

Powered By Visual Paradigm Community Edition

FIGURE 12. Component safety requirement for the vehicle controller
block of a forward collision warning system. These low-level
requirements are defined to mitigate the functional failure modes. This
feature allows traceability from high-level safety requirements (safety
goals) to component-level safety requirements.

about its surroundings. The client sends commands to the
world and obtains sensor readings in return. These commands
control the behavior of the automotive system, such as throt-
tle, steering, and brake signals. After executing the command,
the world returns the latest sensor readings. Additional com-
mands can be used to control environmental properties such
as the weather, illumination, and friction of roadway surfaces.
Finally, nonagent automotive systems and pedestrians can be
added to the simulation as needed.

The ISDS framework is closely coupled to the CARLA
simulator. In its current form, the framework can only assess
the safety of systems that can be represented in the simulator,
i.e., automotive systems. A CARLA client is developed to
represent the system under development using the frame-
work; the client is a skeleton code of the system written
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in Python. The SysML model is a graphical representation
of this client and the system design and safety data from
the SysML model are used to configure the parameters in
the client. The client is developed using the libraries of the
CARLA simulator but contain parameters that are undefined
and need to be configured with the parameters defined in the
SysML model. It should be noted that this research assumes
that the SysML model is an accurate representation of the
client in CARLA. Simulating the behavior of an automotive
system requires complex Python code, whereas the SysML
model is developed at a much higher level of abstraction. It is
the responsibility of the engineer to ensure that the functions
and logical blocks defined in the SysML model are consistent
with those used in the client. Consequently, the framework
relies on subject matter experts to validate the models. This
does give rise to questions regarding model validation, i.e.,
“how can one guarantee that the SysML model is consis-
tent with the client?”’. Several researchers have developed
methods for code generation from SysML system models
[105, 106]. The SysML models are used to generate code that
can be run on specific simulators. However, these approaches
are limited to simple systems and require support from the
simulators. It is unknown whether such approaches will scale
for more complex systems, such as an automotive system
within a high-fidelity simulating environment. Consequently,
generating code for the entire CARLA client, i.e., code gen-
eration from SysML design models, is considered out of
scope for this paper but is a potential avenue for future
research.

C. FAULT INJECTION ENGINE

The fault injection engine consists of three components:
1) the fault injection configurator (FIC), 2) the fault injection
campaign manager (FICM), and 3) the safety metric evaluator
(SME).

1) FAULT INJECTION CONFIGURATOR
The FIC is responsible for extracting design and safety data
from the SysML model and configuring the CARLA simula-
tor to run the fault injection. The FIC parses the XML file of
the SysML model and extracts the data required to set up the
configurable parameters in CARLA. Essentially, FIC acts as
a bridge between the SysML model and CARLA and ensures
that the fault injection simulation reflects the current informa-
tion in the SysML model. The FIC configures the parameters
in the simulator by performing six functions: model selection,
configuring failure operational scenarios during which fault
injection is performed, configuring safety goal violations,
defining component safety requirements, extracting the fail-
ure modes to be injected for each block, and translating the
failure mode to the fault model. Algorithms 1 (a) and 1 (b)
provide the algorithms used in FIC to perform these
functions.
1.1 Model Selection
Once the SysML model is populated with the required
design and safety data, it is exported as an XML file and
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FIGURE 13. Fault injection configurator (FIC) is responsible for extracting
the system design and safety data from the SysML model and configuring
the simulator for the fault injection run.

parsed by FIC to extract the data required to configure
CARLA.

1.2 Configure failure operational scenarios
The use case diagram in the SysML model contains
definitions for the configurable parameters of the fail-
ure operational scenarios. Fig. 6 illustrates a use case
diagram that corresponds to an operational scenario
for a forward collision warning system: a host vehicle
equipped with a collision alert system encounters a sta-
tionery vehicle in its path. To configure this scenario in
CARLA, the FIC extracts and initializes the following
parameters: the map name (determines the road type),
host and target vehicle type, host and target vehicle
starting location, host and target vehicle desired speed,
and weather conditions. These parameters are defined
by an engineer while creating the use case diagram.
This function returns a list of objects that represent the
different failure operational scenarios of the system.

1.3 Configure safety goal violations
The requirements diagram in the SysML model con-
tains criteria which defines the violation of each safety
goal, as illustrated in Fig. 7. The FIC parses the XML
file to find the requirements that define the system
safety goals. For each safety goal, the identifier, risk,
and criteria are extracted to configure the parameters in
CARLA. The criteria are converted to a logical expres-
sion and evaluated for the Boolean result. If the criteria
return true, then the safety goal has been violated. This
function returns a list of objects that represent different
safety goals of the system.

1.4 Export component safety requirements
The component safety requirements allocated to
the blocks in the logical architecture are stored
as requirements diagrams (linked as a subdiagram).
The FIC iterates through the blocks in the logi-
cal architecture and searches for requirements that
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Algorithm 1 (a) Algorithm for Section 1.1, 1.2, 1.3 of
Fault Injection Configurator (FIC)

Algorithm 1 (b) Algorithm for Section 1.4 of Fault Injec-
tion Configurator (FIC)

Input: XML of the SysML model

Output: list of safety goals, component safety
requirements, and failure operational scenarios.
SET root = XML Model

Function configure failure operational scenarios():
SET list of failure operational scenarios = []

find all use case elements in the root
for each use case do
if stereotype is scenarioConfiguration then
create the scenarioConfiguration object
for tagged value in use case do
store tagged value in object member
variable
end for
append object to list of failure
operational scenarios
end if
end for
| return list of failure operational scenarios
Function configure safety goals():
SET list of safety goals = []
find all requirement elements in the root
for each requirement do
if stereotype is Safety Goal then
create the SafetyGoal object
for tagged value in requirement do
store tagged value in object member
variable
end for
append object to list of safety goals
end if
end for
| return list of safety goals
Function configure component safety requirements():
SET list of component safety requirements = []
find all requirement elements in the root
for each requirement do
if stereotype is a component safety
requirement then
create the ComponentSafetyReq object
for tagged value in requirement do
store tagged value in object member
variable
end for
append object to list of component safety
requirements
end if
end for
| return list of component safety requirements

contain the «componentSafetyRequirement>> stereo-
type. If defined, the component safety requirement’s
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Input: XML of the SysML model
Output: list of failure modes
SET root = XML Model
Function configure failure modes(list of safety goals):
SET list of failure modes = []
find all SysMLBLock elements in logical
architecture
for each SysMLBLock element do
Find the allocated function and store address
for action elements in functional architecture do
if stereotype is Failure Mode and
< address is equal then
find the allocated failure modes to function
for each failure mode do
create Failure Mode object
for tagged value in Failure Mode do
store tagged value in object
end for
append object to list of failure modes
find all dependency relationships
if dependency is of type Combines with
<~ then
Store destination address
Find the corresponding failure mode
Set failure mode combination
< for source and destination
end if
end for
end if
end for
end for
for each failure mode in list of failure modes do
find failure mode combinations
create tuple of failure mode combinations
append to list of failure modes
remove duplicate tuples
end for
L return list of failure modes

identifier, allocated block, and criteria are extracted
to configure the parameter in CARLA. The criteria
are converted to a logical expression and evaluated for
the Boolean result during each simulation run. This
function returns a list of objects that represent the
component safety requirements of the system.
1.5 Extract failure mode per block

The failure modes defined in the activity diagram dur-
ing the safety analyses of the system are used to identify
the faults that will be injected during the fault injection
simulation. The FIC parses the XML file to find the
blocks (or subsystems) defined in the logical architec-
ture. The functions allocated to each block are traced
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to their activity diagram in the functional architecture.
The failure mode name, allocated block and function,
fault model type, variable to be corrupted, failure mode
combinations (if any), and possible safety goal viola-
tions (user-defined) are extracted from the XML file.
The failure mode combinations are extracted by check-
ing if the failure mode block has a ‘“‘combines with”
dependency relationship with other failure modes. This
function returns a list of objects that represent the
failure modes and failure mode combinations of the
system. Algorithm 1 (b) describes how the FIC module
extracts this information from the SysML model.
Translate failure mode to fault model

The last step is to translate the failure mode (which is
described as a string data type) to a fault model that
will be injected in CARLA. This translation is done
by cross-referencing the failure mode with the list of
fault models that have been defined in the fault library.
The fault library contains templates for the different
fault models that can be injected into the simulator. The
fault models define the characteristics of a fault that is
to be injected during fault injection. Each fault model
contains the following properties: fault type (stuck at,
value too high, value too low, delay, inverse value,
intermittent loss), percentage change in value due to
fault (for too high and too low fault types), number
of frames to delay (for stuck at and delay fault types),
and the variable in which the fault is injected. The
types of faults that are currently supported by the ISDS
framework are as follows:

a) Sensor Faults: Sensory faults are injected by
manipulating the measurements from sensors
(camera, GPS, IMU, etc.). The fault type deter-
mines how the measurement is altered (e.g., stuck
at faults will maintain the sensor measurement at
the constant value that was measured when the
fault was triggered). Sensory faults represent sce-
narios where faulty sensor data are obtained from
sensor errors, the environment, noise, etc. Based
on the sensor type, these faults alter the host
vehicle velocity (faulty IMU sensor), host vehicle
location (faulty GPS sensor), and target vehicle
velocity and location (faulty radar/camera/lidar
sensor).

b) Actuator Faults: Actuator faults are injected by
manipulating the output data sent by the con-
troller to the system actuators (throttle, steering,
and brake). For example, a “‘too high™ fault type
will increase the throttle value by a percentage
higher than the correct value. Actuator faults rep-
resent real-world scenarios where faulty actuator
signals lead to incorrect control commands of a
system, such as the unintended acceleration of a
vehicle. Based on the actuator type, these faults
alter the throttle percentage (faulty accelerator),

steering angle (faulty steering system), and brake
percentage (faulty brake system).

c¢) Timing Faults: Timing faults are injected by
manipulating the communication of information
between systems (sensor to controller or vice
versa). Such faults can be injected for sensor,
actuator, and processing blocks. The fault types
include delayed and loss of data. Timing faults
represent real-world scenarios where the commu-
nication of data between modules is affected by
hardware or software issues.

These fault models provide a basic representation of
failure characterization for the supported fault types.
The accuracy of the failure characterization can be
improved by incorporating concepts such as failure
mode uncertainty into the fault model. However, it is
beyond the scope of this paper and provides an inter-
esting avenue for future research.

2) FAULT INJECTION CAMPAIGN MANAGER

The FICM is responsible for executing the fault injection.
Once the FIC has configured CARLA according to the infor-
mation from the SysML model, FICM begins executing the
fault injection. Each failure operational scenario defined in
the use case diagram contains two runs: the golden run (or
fault-free run) and the faulty run. The golden run [41] involves
observing system behavior without injecting any faults. This
data is used to provide a baseline for system behavior in the
absence of faults. A faulty run involves injecting the failure
mode’s fault model and observing the behavior of the system
in the presence of faults. The faulty run can involve the injec-
tion of single failure modes or failure mode combinations.
After each faulty run, the safety metric is computed and stored
for the failure mode. Once all the faults have been injected for
the current operational scenario, the next operational scenario
is loaded, and the process is repeated.

Once the FICM completes the fault injection runs for all
the failure operational scenarios defined in the SysML model,
the results from the fault injection are updated in the SysML
model. This automatic update is enabled by the feedback
loops of the framework and is one of the primary contribu-
tions of this research. For each failure mode, the safety goal
violation, simulation data from the faulty run, and failure
operational scenario during which the violation occurred are
stored. For faulty runs that involve failure mode combina-
tions, each failure mode stores the names of the combining
failure mode, simulation data from the faulty run, safety goal
violations, and failure operational scenario during which the
violation occurred. Once all the faulty runs are complete, the
simulation results for each failure mode are updated under
the “Single FM Simulation Results” and “Combination FM
Simulation Results” tagged value in the XML file. This XML
file can be imported into the SysML tool to be viewed by
the engineer. Fig. 14 provides an overview of the entire fault
injection process.
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FIGURE 14. Sequence diagram elaborating the steps involved in performing the safety verification using the fault injection simulation.

3) SAFETY METRIC EVALUATOR

The SME computes the safety metrics configured by FIC. The
FICM forward data from the golden and faulty runs to the
SME to compute safety metrics. The safety metrics computed
by the ISDS framework are as follows:

1) Safety goal violations: This is a Boolean value that
indicates whether the logical expression that represents
the violation of the safety goal, as defined in the SysML
model, is met. This returns true if the safety goal was
violated. All safety goals defined for the system are
evaluated at the end of each faulty run by comparing
the golden run data with the faulty run data.

2) Component safety requirement violations: This is
a Boolean value that indicates whether the logical
expression that represents the violation of the com-
ponent safety requirement, as defined in the SysML
model, is met. This returns true if the component safety
requirement was violated. All the component safety
requirements are continuously evaluated during each
faulty run.

In summary, this section introduced the ISDS framework

and provided a detailed description of the model-based safety
verification approach used in the framework. The next section
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describes the application of the ISDS framework to the safety
assessment of an FCW system.

IV. RESULTS: FCW SYSTEM CASE STUDY

This section demonstrates the application of the ISDS frame-
work to the safety assessment of an FCW system. The FCW
system case study was selected for several reasons: a) since
the ISDS framework is closely coupled to the CARLA sim-
ulator, the possible case studies are limited to automotive
systems or a safety-critical subsystem within an automotive
system; and b) FCW algorithms were first developed in the
1990s [55], [56] and are now ubiquitous in automotive sys-
tems; US government agencies are even looking to mandate
new vehicles to be equipped with such systems [57]. As a
result of the widespread adoption, mature methods have been
developed by the National Highway Traffic Safety Adminis-
tration (NHTSA) to assess the safety of FCW systems. The
ISDS framework can be compared with these methods to
evaluate the effectiveness of its safety assessment.

An FCW system identifies the potential for an impending
crash situation at the front of a vehicle and either provides
an alert to the driver or sends a control signal to activate
another vehicular subsystem that can prevent a crash [58].

79323



IEEE Access

R. Krishnan, S. V. Bhada: I1SDS Framework for Model-Based Safety Assessment

Host Vehicle A Target Vehicle
/45 mph (or 72 km/h) <«®> 0 mph (Stationary)

Point of required alert

(a) The host vehicle encounters a stopped target vehicle on a straight road.

Host Vehicle A Target Vehicle A \
45 mph (or 72 km/h) <45 mph (or 72 km/h) &>

Gy - G.Ds-MDs
l,\ =

(b) The host vehicle encounters a decelerating target vehicle on a straight
road.

Targel vehicle \
Point of requiredalert & (' G erating |

Host Vehicle A Target Vehicle
/45 mph (or 72 km/h) <> 20 mph (or 32 km/h)

Gy | Gy

Point of required alert \

(c) The host vehicle encounters a slower target vehicle on a straight road.

FIGURE 15. Test scenarios used by NHTSA to evaluate the safety of FCW
systems.

Given the widespread adoption of FCW systems, the NHTSA
has developed a series of test procedures, called the forward
collision warning confirmation test, to evaluate the safety of
FCW systems [59]. These tests evaluate the ability of the
FCW system to detect and provide an alert for a potential
crash under three driving scenarios. Fig. 15 illustrates the
scenarios used for the forward collision warning confirmation
test. For each scenario, the time-to-collision (TTC) metric is
used to assess the risk of collision. TTC is defined as the
time required for two vehicles to collide if they continue at
their current speed and remain on the same path [60]. The
test scenarios developed for the forward collision warning
field-tests are as follows:

1) The host vehicle encounters a stopped target vehicle
on a straight road, as shown in Fig. 15 (a), where the
host vehicle is traveling at 45 mph or 72 km/h and
encounters a stationery target vehicle in its path on
a straight road. The FCW system of the host vehicle
is required to provide an alert when the TTC is >
2.1 seconds.

2) The host vehicle encounters a decelerating target vehi-
cle on a straight road, as shown in Fig. 15 (b), where the
host vehicle and target vehicle are traveling at 45 mph
or 72 km/h, and are 30 meters apart. At a certain point,
the target vehicle begins decelerating. For this test, the
FCW system of the host vehicle is required to provide
an alert when the TTC is > 2.4 seconds.

3) The host vehicle encounters a slower target vehicle
on a straight road, as shown in Fig. 15 (c), where the
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host vehicle is traveling at 45 mph or 72 km/h and
encounters a slower moving target vehicle in its path,
traveling at a constant speed of 20 mph or 32 km/h. The
FCW system of the host vehicle is required to provide
an alert when the TTC is > 2 seconds.

These test procedures have been used by the NHTSA since
2013 to evaluate the safety of FCW systems during field
testing. The case study described in this section uses these
test procedures to evaluate the safety of an exemplary FCW
system design in simulation. The intention of this case study
is not to develop a novel FCW system using the ISDS frame-
work but rather to derive the design of an exemplary FCW
system from the current literature and use the framework to
assess the safety of its design. The architecture, key functions,
and subsystems of the exemplary FCW system used in this
case study are derived from [61]. The algorithm used by the
exemplary FCW system to compute the TTC at which the
system warns of an impending collision is based on the Honda
algorithm [62], which was chosen for its simplicity, ease of
implementation, and extensive use in the field. The remainder
of this section is organized as follows: section IV-A describes
the results from the application of the left side of the ISDS
framework to the FCW system case study, which focuses on
system definition and safety analysis using the model-based
safety analysis approach. Section IV-B describes the results
of the application of the right side of the ISDS framework
to the FCW system case study, which focuses on verifying
the safety of the FCW system using a model-based safety
verification approach.

A. ISDS FRAMEWORK: MODEL-BASED SAFETY ANALYSIS
The application of the framework to this case study begins on
the left side of Vee, where the focus is on system definition
and safety analysis. As shown in Fig. 1, the model-based
safety analysis approach comprises nine steps. After each
step, SysML model elements representing system design and
safety data are added to the model. Once the SysML model
is populated with the data, FMEA tables and fault trees are
automatically generated from the model. The remainder of
this section will describe the application of each step in the
model-based safety analysis approach to the FCW system
case study.

1) DEVELOP CONCEPT OF OPERATIONS (CONOPS) AND
CREATE FAILURE OPERATIONAL SCENARIOS

This step develops the CONOPS to identify the set of
capabilities that the system must have. In this case study,
the capabilities are derived from current literature. These
capabilities represent high-level needs such as the ability
to detect road lanes, detect obstacles in the lane, assess
possible threats, etc. The capabilities feed into the system
requirements and subsequently the functional architecture.
Next, the failure operational scenarios are created using the
«scenarioConfiguration>>> stereotype to configure the FCW
confirmation test scenarios, highlighted in Fig. 15, in the
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simulator. One of the failure operational scenarios for the
FCW system is shown in Fig. 6. This SysML model element
captures the information required to recreate the field-test
scenarios in the CARLA simulator, such as host and tar-
get vehicle speed, location in the map (simulator-specific),
weather conditions, etc.

2) IDENTIFY SYSTEM REQUIREMENTS

System requirements translate the system capabilities and
stakeholder needs into requirements. These requirements are
used to realize the system architecture. However, the system
requirements do not directly influence the safety assessment.
Since they do not influence the safety assessment, the sys-
tem requirements diagram is not highlighted in this case
study.

3) PERFORM SYSTEM HAZARD AND RISK ASSESSMENT
(SYSTEM HARA)

The system HARA consists of three steps. First, system-
level hazards that the system might encounter are identified.
Next, each hazard is evaluated to identify the risk it poses
to the system, and a safety integrity level is assigned to it.
Finally, a safety goal is defined to mitigate each hazard. In the
FCW system case study, the system-level hazard analysis is
performed using the HAZOP technique. Guide words such
as late, loss, and not requested are used to identify three
system-level hazards: 1) late engagement of the FCW system;
2) unexpected loss of the FCW system; and 3) unexpected
engagement of the FCW system. The risk assessment frame-
work from the ISO 26262 safety standard is used to assign
a safety integrity level to each hazard. Finally, three safety
goals, which represent system-level safety requirements, are
defined to mitigate the system-level hazards identified in
the previous step. In the SysML model, they are defined
using the <safetyGoal>>> stereotype. Fig. 7 illustrates the
safety goals for the FCW system. The criteria tagged value
in the <safetyGoal>> stereotype is used to formalize the
requirement and configure the safety goal in the CARLA
simulator. For example, the criteria for SG1: Prevent late
engagement of FCW system is golden_ttc > faulty ttc &
event == Event FCW _ENGAGED. This expression checks
whether the TTC at which the FCW system engaged during
the faulty run is less than the TTC at which the FCW system
engaged during the golden run.

4) DEVELOP FUNCTIONAL ARCHITECTURE

The functional architecture is developed by translating the
system requirements into functions and capturing the inter-
actions between the functions, as shown in Fig. 8. Perception
data from camera systems or lidar systems are used to detect
lanes by identifying lane markings on roadways. Radar data
are used to detect obstacles in front of the vehicle, as well as
the obstacle location and velocity. The perception data and
radar are combined to determine whether the obstacle, now
called the target vehicle, is in the host vehicle’s pathway.
On-board sensors are used to determine the host vehicle’s
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data, such as velocity and location. The host and target vehicle
data are tracked relative to each other and forwarded to assess
the threat of collision. Based on the assessment, which will be
performed using the Honda algorithm, the vehicle actuation
is determined, i.e., the throttle, steering, and brake levels. The
levels are translated into control signals and forwarded to the
respective actuation subsystems that are external to the FCW
system.

5) DEVELOP LOGICAL ARCHITECTURE

The logical architecture identifies the logical blocks of the
system (i.e., subsystems), allocates the system functions to
the blocks, and identifies the interconnections or data flows
between each block. The logical architecture of the FCW
system contains seven subsystems with functions from the
functional architecture allocated to it, as shown in Fig. 10.
The lane detection sensors and obstacle detection sensors are
responsible for detecting lane markings on the roadway and
obstacles in front of the host vehicle, respectively. The object
detection module filters obstacles to those within the lane of
the host vehicle. The target vehicle tracking module computes
the location and velocity of the target vehicle. The vehicle
dynamics sensor computes the location and velocity of the
host vehicle. The threat assessment module tracks the relative
distance and velocity between the host and the target vehicle.
The module also uses the Honda algorithm to determine the
threat of a potential collision. Finally, the vehicle controller
determines the level of throttle, steering and brake signals
required based on the threat assessment and forward the
control signals to the external actuation subsystems. Fig. 11
shows the IBD of the logical architecture and illustrates the
interconnections and flow of data between subsystems.

6) PERFORM SUBSYSTEM HAZARD AND RISK ASSESSMENT
(SUBSYSTEM HARA)

The subsystem hazard analysis is performed on the functions
allocated to the different subsystems in the logical architec-
ture using the HAZOP technique. For each function guide
words such as too high, too low, lost, delay, intermittent,
and inverse are used to brainstorm functional hazards. These
hazards represent the function’s failure modes and are cap-
tured using the «failureMode>>> stereotype. Fig. 9 shows
the failure modes for the determine host vehicle location
function of the vehicle dynamics sensor subsystem. For each
failure mode, the cause, effect, user-defined safety goal vio-
lations, and mitigation strategy have been defined. Finally,
the variable and fault type have been defined to charac-
terize the failure mode in the CARLA simulator. A subset
of the failure modes combines with the failure modes of
the determine target vehicle location function of the target
vehicle tracking module subsystem and are defined using
the “Combines with” dependency relationship. Similarly,
Fig. 16 illustrates the failure modes defined for the determine
host vehicle velocity function of the vehicle dynamics sensor
subsystem.
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act Determine host vehicle velocity

<<failureMode>>
Host vehicle velocity too high
{Cause = "Sensor malfunction"}

{Effect = "Velocity estimation higher than expected"}
{Mitigation Strategy = "Redundancy"}
{Variable = "Host.Velocity"}

{Fault Type = "Too High"}

{User Defined Safety Goal Violations ="SG1"}
{Single FM Simulation Results = ""}
{Combination FM Simulation Results =""}

.
.
0

<<failureMode>>
Host vehicle velocity too low
{Cause = "Sensor malfunction"}
{Effect = "Velocity estimation lower than expected"}

“
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<<failureMode>>
Host vehicle velocity delayed
{Cause = "Communication error"}

{Effect = "Outdated data used for estimation"}
{Mitigation Strategy = "Hetrogenous redundancy"}
{Variable = "Host.Velocity"}

{Fault Type = "Delay"}

{User Defined Safety Goal Violations = "SG1, SG2"}
{Single FM Simulation Results =""}
{Combination FM Simulation Results = ""}
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,+ <<allocate>> <<failureMode>>
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{Mitigation Strategy = "Redundancy"}
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{Variable = "Host.Velocity"}

---------- Determine host vehicle velocity | <<allocate>>

{Effect = "Outdated data used for estimation"}
{Mitigation Strategy = "Hetrogenous redundancy"}

{Fault Type = "Too Low"}
{User Defined Safety Goal Violations = "SG1"}
{Single FM Simulation Results = ""} g
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<<failureMode>>
Host vehicle velocity inversed
{Cause = "Incorrect output signal"}

{Effect = "Direction of velocity estimation incorrect"}
{Mitigation Strategy = "Redundancy"}
{Variable = "Host.Velocity"}

{Fault Type = "Inverse"}

{User Defined Safety Goal Violations = "SG2"}
{Single FM Simulation Results =""}
{Combination FM Simulation Results =""}

: {Variable = "Host.Velocity"}

H {Fault Type = "Lost"}

\ {User Defined Safety Goal Violations = "SG1, SG2"}

P {Single FM Simulation Results =""}

. {Combination FM Simulation Results = ""}
“‘<<allocate>>

y
.

<<failureMode>>
Host vehicle velocity intermittently lost
{Cause = "Communication error, sensor malfunction"}
{Effect = "Incorrect data used for estimation"}
{Mitigation Strategy = "Sensor fusion"}
{Variable = "Host.Velocity"}
{Fault Type = "Intermittent" }
{User Defined Safety Goal Violations = "SG1, SG2"}
{Single FM Simulation Results = ""}
{Combination FM Simulation Results=""} _
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FIGURE 16. Failure modes for the determine host vehicle velocity function of the vehicle dynamics sensor subsystem.

7) GENERATE SAFETY ARTIFACTS

With the required system design and safety data populated
in the SysML model, the FMEA table and fault trees can be
automatically generated from the model. The SysML model
is exported as an XML file, and the framework’s algorithm
parses the file to automatically generate safety artifacts. The
first safety artifact generated is the FMEA table spreadsheet.
The algorithm extracts failure mode data and creates a spread-
sheet of the system’s FMEA. If the failure mode contains
tagged values that have not been defined, the corresponding
cell in the spreadsheet contains the “—’’ symbol, which
denotes that an engineer must enter this information in the
spreadsheet. Table 3 shows a small section of the FMEA
table, which represents the FMEA for the determine host
vehicle velocity function.

The next safety artifacts automatically generated by the
ISDS framework are the system fault trees, one for each safety
goal. Fig. 17 illustrates the fault tree for the violation of the
safety goal SG1: Prevent late engagement of the FCW system.
Based on the IBD of the FCW system’s logical architecture,
the fault tree traverses from output to input. Each intermediate
level event is either an internal failure of the block or a failure
in the input to the block, which is caused by an internal failure
of its neighboring connected block. The internal failure of
each block is represented using only those failure modes of
the block that violate SG1. Since the fault tree for SGI is
large, the base events that contribute to the internal failure of a
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block are collapsed in Fig. 17. Fig. 18 illustrates the expanded
view of the internal failure of the vehicle dynamics block,
which contains failure modes for the determine host vehicle
velocity function that violate SG1.

At this stage, any changes made to the FMEA by a safety
engineer can be automatically updated in the SysML model
by using the feedback loop of the framework. This feedback is
an important contribution of the model-based safety analysis
approach adopted in the ISDS framework and has been high-
lighted in a previous publication [27]. This feedback prevents
any inconsistencies from arising as the design progresses
through the system definition phase of the ISDS framework.

8) DERIVE COMPONENT SAFETY REQUIREMENTS

The last step in the model-based safety analysis approach
of the framework is to derive the component safety require-
ments, if necessary. For ease of demonstration, a single
component safety requirement is defined in this case study.
The determine vehicle actuation function of the vehicle con-
troller block is responsible for computing the level of throt-
tle, brake, and steering signal required based on the input
from other subsystems. The failure modes allocated to the
function include *“Steering signal too high” and ‘“‘Steering
signal too low”, “Steering signal lost””, “Steering signal
delayed”, “Steering signal lost intermittently”’, and ““Steer-
ing signal inversed”. According to [63], a vehicle yaw rate
must not exceed 4 degrees per second at a speed close to
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TABLE 3. FMEA table for the determine host vehicle velocity function. This table is automatically generated with data from the SysML model, shown in
Fig 16. Data in any cell can be updated by a safety engineer, if necessary. Once the results from fault injection are available, the simulation data column is
also updated with the results.

. Failure Mitigation . Safety Goal | Simulation

Block Function Mode Cause Effect Strategy Risk Violation data

Vehicle Determine Host vehicle Sensor Zsetli(r)r?zlitt?on

Dynamics | host vehicle | velocity too ) . . Redundancy SIL_D SG1 -
. . malfunction higher than

Sensor velocity high

expected

Vehicle Determine Host vehicle Sensor e\e/setli?’rf:t)i/on

Dynamics | host vehicle | velocity too . Redundancy SIL_D SG1 -
. malfunction lower than

Sensor velocity low

expected

Vehicle Determine Host vehicle Incorrect Direction

Dynamics | host vehicle | velocity . of Velocity | Redundancy SIL_D SG2 -
. . output signal .

Sensor velocity inversed incorrect

Vehicle Determine \]:Ie(if)li " vehicle Communication| Incorrect

Dynamics host  vehicle | . Y error, sensor | datausedfor | Sensor fusion SIL_D SG1, SG2 -
. intermittently . e

Sensor velocity lost malfunction estimation

Vehicle Determine Host vehicle | Communication| Outdated Heterogenous

Dynamics host  vehicle . data used for S SIL_D SG1, SG2 -
. velocity lost error . redundancy

Sensor velocity estimation

Vehicle Determine Host vehicle Communication! Outdated Heterogenous

Dynamics host vehicle | velocity data used for 8 SIL_D SG1, SG2 -
. error . redundancy

Sensor velocity delayed estimation

top
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FIGURE 17. Fault tree for SG1: Prevent delayed engagement of FCW system.

50 km/hr, called the yaw authority limit. To mitigate the is defined to prevent the vehicle from exceeding the yaw
effects of the failure modes related to the steering levels of authority limit. Fig. 12 illustrates the component safety
the vehicle controller block, a component safety requirement requirement. The component safety requirement is allocated
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FIGURE 18. Fault tree for SG1: Prevent delayed engagement of FCW system.
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Host vehicle velocity too low
Relative distance tracking data
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Target vehicle location too high
Target vehicle location inversed - SG2,-1

Relative distance tracking data lost - SG2,-1
vehicle location too high']
vehicle location too low']
vehicle location inversed']

Relative distance tracking data delayed - SG2,-1
['Host vehicle location too low', 'Target
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Failure Modes
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FIGURE 19. Results from safety verification for scenario 1: Host vehicle encounters a stopped target vehicle on a straight road, showing
the 12 out of 43 failure mode injections that resulted in a violation of one or more safety goals. The results show the nine behaviors of the
FCW system where the faulty TTC, represented by the orange bars, is less than 2.1 seconds and two behaviors of the FCW system where it
would pass NHTSA safety assessment but violate the system’s own safety goals (i.e., orange bars where the TTC is greater than the golden
run TTC value by at least 0.05 seconds).

to the “Steering signal too high” and the ‘““Steering sig- This step completes the model-based safety analysis
nal too low” failure modes. The component safety require- approach (i.e., the system definition phase) of the ISDS
ment’s criteria formalizes the requirement in the CARLA framework and the SysML model is updated with the required
simulator. system design data, safety data, and simulation-specific
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act Determine host vehicle velocity)
<<failureMode>>
Host vehicle velocity too high
{Cause = "Sensor malfunction"}
{Effect = "Velocity estimation higher than expected"}
{Mitigation Strategy = ""}
{Variable = "Host.Velocity"}
{Fault Type = "Too High"}

{User Defined Safety Goal Violations = "SG1"}
{Single FM Simulation Results = "None-Scenario 1
None-Scenario 2
None-Scenario 3"}

{Combination FM Simulation Results =""}

<<failureMode>>
Host vehicle velocity delayed
{Cause = "Communication error"}
{Effect = "Outdated data used for estimation"}
{Mitigation Strategy = ""}
{Variable = "Host.Velocity"}
{Fault Type = "Delay"}

{User Defined Safety Goal Violations = "SG1, SG2"}
{Single FM Simulation Results = "None-Scenario 1
None-Scenario 2
SG1-Scenario 3"}

{Combination FM Simulation Results =""}

.

<<failureMode>>
Host vehicle velocity too low
{Cause = "Sensor malfunction"}

..

.
.

.
<<allocate>>
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Host vehicle velocity lost
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.
.
.
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.

{Effect = "Velocity estimation lower than expected"}

bamaan,

{Effect = "Outdated data used for estimation"}
{Mitigation Strategy =""}

{Mitigation Strategy = ""}

{Variable = "Host.Velocity"}

{Variable = "Host.Velocity"}

{Fault Type = "Too Low"}
{User Defined Safety Goal Violations = "SG1"}
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{Single FM Simulation Results = "SG1-Scenario 1 .
SG1-Scenario 2 S,
SG1-Scenario 3"} <<allocate>> ,*’
{Combination FM Simulation Results =""} ,"
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<<failureMode>>
Host vehicle velocity inversed
{Cause = "Incorrect output signal"}
{Effect = "Direction of velocity estimation incorrect"}
{Mitigation Strategy =""}
{Variable = "Host.Velocity"}
{Fault Type = "Inverse"}

{User Defined Safety Goal Violations = "SG2"}
{Single FM Simulation Results = "None-Scenario 1
None-Scenario 2
None-Scenario 3"}

{Combination FM Simulation Results =""}

{Fault Type = "Lost"}
User Defined Safety Goal Violations = "SG2, SG1"
y
{Single FM Simulation Results = "None-Scenario 1

. SG1-Scenario 2
*,, <<allocate>> None-Scenario 3"}
. {Combination FM Simulation Results =""}

<<failureMode>>
Host vehicle velocity intermittently lost
{Cause = "Communication error, sensor malfunction"}
{Effect = "Incorrect data used for estimation"}
{Mitigation Strategy =""}
{Variable = "Host.Velocity"}
{Fault Type = "Intermittent"}
{User Defined Safety Goal Violations = "SG1, SG2"}
{Single FM Simulation Results = "None-Scenario 1
SG1-Scenario 2
None-Scenario 3"}
{Combination FM Simulation Results = ""}
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FIGURE 20. Failure modes of the determine host vehicle velocity function updated with results from safety verification. The “Single FM Simulation
Results” tagged values are updated with the safety goal violation and the corresponding failure operational scenario during which the violation

occurred.

parameters to perform safety verification. The next section
will highlight the results from the model-based safety
verification.

B. ISDS FRAMEWORK: MODEL-BASED SAFETY
VERIFICATION

This section highlights the results of the model-based safety
verification. The ISDS framework uses a simulation-based
fault injection technique to verify whether the system design
satisfies the safety requirements (safety goals and compo-
nent safety requirements). A CARLA client is developed to
represent the FCW system designed on the left side of the
framework (i.e., during system definition). The model-based
safety verification approach is highly automated and does not
require any manual activities to be performed by an engi-
neer. The automated safety verification using the CARLA
simulator is enabled using the fault injection engine, which
is one of the key contributions of this research. Once the
safety verification is complete, the framework’s algorithms
automatically update the SysML model with the results. This
feedback ensures consistency between the safety verification,
SysML model, and safety analyses (i.e., FMEA tables and
fault trees), which is another key contribution of this research.
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In the FCW system case study, the FIC module of the fault
injection engine extracts three failure operational scenario
defined using the <sceanarioConfiguration>>> stereotype,
three safety goals defined using the <« safetyGoal>> stereo-
type, 40 failure modes defined using the «failureMode>>
stereotype, three failure mode combinations identified using
the “Combines with” dependency, and one component
safety requirement defined using the <componentSafety
Requirement>> stereotype. For each failure operational sce-
nario, the FICM module of the fault injection engine com-
pletes one golden run and 43 faulty runs (40 for single failure
modes and three for failure mode combinations). At the end of
the golden run, the FICM module computes the TTC at which
the FCW system is engaged; this value acts as a reproducible
reference or baseline for system behavior in the specific oper-
ational scenario. These data represent the FCW system’s TTC
that would be obtained using the NHTSA forward collision
warning confirmation test to assess the safety of the FCW
system. For each of the 43 faulty runs, the FICM module
injects the failure mode or failure mode combinations and
computes the TTC at which the FCW system engages. The
SME module of the fault injection engine compares the data
from the golden and faulty runs (i.e., the TTC) to evaluate the
criteria defined for the three safety goals and one component
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safety requirement. This analysis determines whether any
safety goal or component safety requirements were violated
during a faulty run. Once the fault injection is complete for the
three failure operational scenarios, the FICM module updates
the SysML model with the results.

Fig. 19 illustrates the results of fault injection for failure
operational scenario 1. The blue horizontal line represents
the TTC for the golden run, called the golden TTC. This
indicates the time at which the FCW engaged during the
fault-free run. The orange columns represent the TTC for the
faulty run, called the faulty TTC. They represent the time
at which the FCW system engaged when the corresponding
failure mode(s) were injected, shown along the x-axis. The
label above each orange column highlights the violated safety
goal and the TTC at which the FCW system was engaged.
Negative faulty TTC values represent instances when the
FCW system failed to engage and did not register a TTC
value.

In failure operational scenario 1, the host vehicle equipped
with the FCW system encountered a stationary vehicle in its
path on a straight road, as illustrated in Fig. 15 (a). The TTC
for the golden run, indicated by the horizontal blue line, was
2.49 seconds. The NHTSA assessment requires this value
to be > 2.1 seconds. Hence, this system would pass safety
assessment based on the NHTSA test criteria. However, using
the fault injection engine, of the 43 faulty runs in this scenario
(40 faulty runs with single failure mode injection and three
faulty runs with dual failure mode injection), 12 runs resulted
in a violation of one or more safety goals. Fig. 19 only
highlights the data from the 12 runs. The seven negative faulty
TTC values, shown in Fig. 19, represent instances when the
FCW system failed to engage and did not register a TTC
value. During the injection of these seven failure modes,
the FCW system encountered the unexpected loss of FCW
system hazard and violated SG2: prevent unexpected loss of
FCW system.

Since the NHTSA assessment criteria only require the
TTC > 2.1 seconds, only nine out of the 12 faulty runs
would fail its safety assessment. Since there is no upper limit
to the criteria, it is difficult to classify whether runs with a
large faulty TTC value would pass or fail safety assessment
based on the NHTSA assessment. In Fig. 19, two runs fall
into this category, with faulty TTCs of 8.17 seconds and
3.35 seconds respectively. Hence, for scenario 1, in an FCW
system that passes the NHTSA safety assessment (based on
the golden run data), the ISDS framework can identify at
least nine behaviors (characterized by the system’s failure
modes) where the FCW system would fail the NHTSA safety
assessment and two other behaviors where it would pass
NHTSA safety assessment but violate the system’s safety
goals. This demonstrates that the ISDS framework can iden-
tify safety-related design issues that impact the system.

Once the fault injection simulation is complete and the
results have been compiled by the fault injection engine, the
next step is to update the SysML model with the results using
the feedback mechanism of the framework. The feedback
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req Yaw rate component safety requirement Diagram)

<<componentSafetyRequirement>>
Yaw rate must not exceed yaw authority
limits

SRID="1"

Criteria = "49<= speed <=51and delta >=4"
Violation simulation data =
"Scenariol,Steering signal too high
Scenario 1,Steering signal too low
Scenario 1,Steering signal inversed
Scenario 1,Steering signal delayed
Scenario 1,Steering signal lost
Scenario 2,Steering signal too high
Scenario 2,Steering signal too low
Scenario 2,Steering signal inversed
Scenario 2,Steering signal delayed
Scenario 2,Steering signal lost
Scenario 3,Steering signal too high
Scenario 3,Steering signal too low
Scenario 3,Steering signal inversed
Scenario 3,Steering signal delayed
Scenario 3,Steering signal lost "
Safety Integrity Level =" D"

FIGURE 21. Yaw rate must not exceed yaw authority limits component
safety requirement updated with the results from the safety verification.
The “Violation Simulation data” tagged value is updated with the failure
operational scenario during which the requirement was violated as well
as the failure mode that caused the violation.

mechanism from safety verification to the SysML model
is implemented by the FICM module in the fault injection
engine. The module updates the XML file that was previously
used to configure the CARLA simulator with the results from
the safety verification. The updated XML file can be imported
into the SysML tool to be viewed by the engineer.

Two types of SysML model elements are updated with
results from the safety verification - the failure modes and
the component safety requirements. Fig. 20 illustrates the
failure modes of the determine host vehicle velocity function
updated with results from the safety verification. For each
failure mode, the “Single FM Simulation Results” tagged
value is updated with the safety goal violation and failure
operational scenario in which the violation occurred. For
example, for the “Host vehicle velocity too low” failure
mode, the results show that the failure mode only violated
SG1 for scenarios 1, 2, and 3. The results in Fig. 20 are
consistent with those of the safety verification, as shown in
Fig. 19. The second SysML model element that is updated
with the results of the safety verification is the component
safety requirements. Fig. 21 illustrates that the component
safety requirement yaw rate must not exceed the yaw author-
ity limits updated with the results from the safety verification.
The requirement’s ““Violation simulation data’ tagged value
is updated with the scenario in which the requirement was
violated and the failure mode that was injected when the
violation occurred. For the FCW system, all three failure
operational scenarios require the vehicle to drive on a straight
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TABLE 4. FMEA table for the determine host vehicle velocity function. This table is automatically generated with data from the SysML model, shown in

Fig. 20.
Block Function Failure Cause Effect Mitigation Risk S?fety. Goal Simulation data
Mode Strategy Violation
Vehicle Determine Host  vehicle VEI.OCHY None-Scenario 1
. . . Sensor estimation .
Dynamics | host vehicle | velocity too . . Redundancy SIL_D SG1 None-Scenario 2
. . malfunction higher than .
Sensor velocity high expected None-Scenario 3
Vehicle Determine Host vehicle Sensor qutli(r)xfétt{on SG1-Scenario 1
Dynamics | host vehicle | velocity too ) . A Redundancy SIL_D SG1 SG1-Scenario 2
. malfunction lower than .
Sensor velocity low expected SG1-Scenario 3
Vehicle Determine Host vehicle Incorrect Direction None-Scenario 1
Dynamics | host vehicle | velocity output sienal of Velocity | Redundancy SIL_D SG2 None-Scenario 2
Sensor velocity inversed putsig incorrect None-Scenario 3
Vehicle Determine f]—le(;ztdtvehlcle Communication| Incorrect None-Scenario 1
Dynamics host  vehicle . Y error, sensor | datausedfor | Sensor fusion SIL_D SG1, SG2 SG1-Scenario 2
. intermittently . L .
Sensor velocity lost malfunction estimation None-Scenario 3
Vehicle Determine Host vehicle | Communication! Outdated Heterogenous None-Scenario 1
Dynamics host  vehicle . data used for g SIL_D SG1, SG2 SG1-Scenario 2
. velocity lost error L redundancy .
Sensor velocity estimation None-Scenario 3
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FIGURE 22. Fault tree for violation of safety goal SG1 updated with results from safety verification. The fault tree only contains failure modes that were

found to violate SG1 during the fault injection simulation.

road. Consequently, the failure modes that affect this compo-
nent safety requirement are limited to those of the steering
actuator, as these are the only failure modes that can cause a
sudden change in the yaw rate of the vehicle.

Once the feedback from safety verification to the SysML
model is complete, the updated SysML model is used to
generate a new FMEA table and three new fault trees of
the system. The new FMEA table stores the results from
the safety verification in the simulation data column. Not
only does this ensure consistency between the SysML model,
safety artifact, and safety verification, it also allows the engi-
neer to compare the safety goal violations detected using a
formal verification approach against user-defined safety goal
violations, which was an analysis based on an engineer’s
intuition and experience. Table 4 presents a small section of
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the updated FMEA table, which highlights the FMEA for the
“Vehicle Dynamics Sensor” block.

Finally, the fault tree generation algorithm is rerun to gen-
erate fault trees based on the safety goal violations found
during the fault injection simulation. A fault tree is generated
for each safety goal, and each fault tree contains only failure
modes that violate the safety goal. The failure modes included
in the updated fault tree are based on the updated safety
goal violations from safety verification. Fig. 22 illustrates
the updated fault tree for the safety goal SG1: Prevent late
engagement of the FCW system. The updated fault tree is
generated using the results from the safety verification, i.e.,
using the simulation data. The feedback mechanism of the
ISDS framework eliminated the need for engineers to perform
this step manually by automating the feedback from safety
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verification to the SysML model as well as by automatically
generating the fault tree. Generating fault trees for each safety
goal based on the results from safety verification marks the
end of the model-based safety verification approach and com-
pletes the model-based safety assessment of the FCW system.

V. CONCLUSION

This paper introduced the ISDS framework, a model-based
safety assessment framework, along with a detailed descrip-
tion of the model-based safety verification approach used
in the framework. Current safety assessment methods that
combine safety analysis and safety verification still require
manual tasks to be performed by safety engineers to complete
the safety assessment. These tasks include manually gener-
ating safety artifacts from a system design model for safety
analysis, updating the system design model with changes
made to the safety artifact, and updating the system design
model with the results from safety verification. These manual
tasks are time-consuming and error prone, which can lead
to inconsistencies between the system design model, safety
analysis, and safety verification.

The main objective of the ISDS framework is to elimi-
nate tasks that can introduce inconsistencies into the safety
assessment process. The feedback mechanism of the ISDS
framework eliminated the need for engineers to manually
update the SysML model with changes made to the safety
artifact generated during safety analysis and to manually
update the SysML model with results from safety verifica-
tion. Consequently, the ISDS framework eliminates a key
source of inconsistency in the safety assessment process.
The automated feedback mechanism combined with the abil-
ity to automatically generate FMEA tables and fault trees
allows the ISDS framework to capture the iterative nature
of safety assessment while maintaining consistency between
the SysML model, safety analyses (i.e., safety artifacts), and
safety verification. The feedback mechanism of the ISDS
framework is a key contribution of this research.

Another key contribution of this paper is the safety ver-
ification approach of the ISDS framework. The approach
uses a fault injection engine, which allows engineers to inject
faults into a system design and observe the system behavior
under fault-free and faulty conditions. This allows engineers
to assess the safety of the system early in the life cycle using
available system design models and to identify safety-related
design issues that impact the system. Such assessments can
complement existing safety assessment methods that are
based on field-testing to provide a comprehensive analysis of
the safety of the system.

There are also several avenues for future work that can
address the current limitations of this research and extend the
ISDS framework. Currently, the ISDS framework is closely
coupled to the CARLA simulator and is limited to the eval-
uation of automotive systems that can be characterized in
CARLA. Although the results from the case study are promis-
ing, the framework must be evaluated for a broad range
of conditions and applications before it can be generalized
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across other domains or applications. Future research can
look at adapting the fault injection engine of the ISDS
framework to other high-fidelity simulators across different
domains.

Next, the framework relies heavily on subject matter
experts for model validation. A promising avenue for future
work includes the incorporation of more comprehensive
model validation techniques into the framework.

Another possibility is to support the automated generation
of executable code from SysML models. The use of automatic
code generation will allow engineers to completely generate
the CARLA client from the SysML model and remove the
responsibility of ensuring consistency between the code run-
ning in the simulator and the SysML model from the design
and safety engineers. This could also aid in model validation.

Finally, the fault coverage is limited to the failure modes
identified in the FMEA and the fault models that are sup-
ported by the framework for the CARLA simulator. In addi-
tion, the failure modes are deterministic and do not account
for any uncertainty. Future work can involve extending the
types of faults that can be injected into the CARLA simulator
by the fault injection engine. This can help improve the
fault coverage of the framework and support an increased
number of fault models for automotive systems. Additionally,
modeling uncertainty in failure modes will help in injecting
failure modes that are more representative of real-world fail-
ures. Similarly, modeling uncertainty into failure operational
scenarios can help bridge the gap between scenarios executed
in simulation and real-world scenario that impact the safety of
the system. Once these features are implemented, an interest-
ing avenue for research could be to investigate the statistical
characterization of the performance of the framework over a
large number of simulations.
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