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ABSTRACT Cloud computing is a virtualized, scalable, ubiquitous, and distributed computing paradigm that
provides resources and services dynamically in a subscription based environment. Cloud computing provides
services through Cloud Service Providers (CSPs). Cloud computing is mainly used for delivering solutions
to a large number of business and scientific applications. Large-scale scientific applications are evaluated
through cloud computing in the form of scientific workflows. Scientific workflows are data-intensive
applications, and a single scientific workflow may be comprised of thousands of tasks. Deadline constraints,
task failures, budget constraints, improper organization and management of tasks can cause inconvenience in
executing scientificworkflows. Therefore, we proposed a fault-tolerant and data-oriented scientificworkflow
management and scheduling system (FD-SWMS) in cloud computing. The proposed strategy applies amulti-
criteria-based approach to schedule and manage the tasks of scientific workflows. The proposed strategy
considers the special characteristics of tasks in scientific workflows, i.e., the scientific workflow tasks are
executed simultaneously in parallel, in pipelined, aggregated to form a single task, and distributed to create
multiple tasks. The proposed strategy schedules the tasks based on the data-intensiveness, provides a fault
tolerant technique through a cluster-based approach, and makes it energy efficient through a load sharing
mechanism. In order to find the effectiveness of the proposed strategy, the simulations are carried out on
WorkflowSim for Montage and CyberShake workflows. The proposed FD-SWMS strategy performs better
as compared with the existing state-of-the-art strategies. The proposed strategy on average reduced execution
time by 25%, 17%, 22%, and 16%,minimized the execution cost by 24%, 17%, 21%, and 16%, and decreased
the energy consumption by 21%, 17%, 20%, and 16%, as compared with existing QFWMS, EDS-DC, CFD,
and BDCWS strategies, respectively for Montage scientific workflow. Similarly, the proposed strategy on
average reduced execution time by 48%, 17%, 25%, and 42%, minimized the execution cost by 45%, 11%,
16%, and 38%, and decreased the energy consumption by 27%, 25%, 32%, and 20%, as compared with
existing QFWMS, EDS-DC, CFD, and BDCWS strategies, respectively for CyberShake scientific workflow.

INDEX TERMS Cloud computing, scientific workflows, scheduling, load management, CyberShake,
Montage.

I. INTRODUCTION
Cloud computing is a virtualized, scalable, ubiquitous, and
distributed computing model that provides resources and
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services dynamically in a subscription based environment.
Cloud computing services and resources include servers, net-
work, storage, bandwidth, virtual machines, and processing
units [1]–[3]. These services are provided by Cloud Ser-
vice Providers (CSPs) and are categorized into three major
segments: (a) ‘‘Infrastructure as a Service’’ (IaaS), ‘‘Platform
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FIGURE 1. Services provided by cloud computing.

as a Service’’ (PaaS), and ‘‘Software as a Service’’ (SaaS)
[4]–[7]. Cloud resources and services are widely used for
business and scientific applications [8]. Business applica-
tions, such as ‘‘Customer RelationshipManagement’’ (CRM)
and ‘‘Enterprise Resource Planning’’ (ERP), are task-oriented
applications and structured as business workflows. For imple-
mentation of business workflows, business models like Ama-
zon EC2 (Elastic Compute Cloud) are used [9]. The cloud
computing platforms PaaS and SaaS are significantly used
to deploy such type of business applications [10], [11].
On the other hand, large-scale scientific applications, such
as Montage [12], [13] and CyberShake [12], [14], are data-
oriented scientific applications and organized as scientific
workflows. Scientific workflow management systems like
Pegasus WMS (WorkflowManagement System) are used for
implementation of scientific workflows [15]. The cloud com-
puting platform IaaS is magnificently used for the deploy-
ment of scientific applications [10]. FIGURE 1 represents the
services delivered by cloud computing.

Scientific workflows are data-intensive scientific applica-
tions that require high computational and storage power for
evaluation and computation [12], [16], [17], [18]. In par-
ticular, scientific workflow applications are collections of
fine-grained computational tasks with various structured
activities [4]–[19]. Even a single scientific application, when
structured as a scientific workflow, consists of a large number
of computational tasks and the dependencies between the
tasks also exist. In scientific workflows, each task represents
a significant amount of data and requires high computation
power. Scientific applications generally include the fields

of biology, astronomy, gravitational physics, and earthquake
science [12]. For example, a montage 4 degree square scien-
tific workflow consists of 3,027 application tasks, the runtime
of which is 85 CPU hours at a cost of $9 when it is running
on 1 processor [20]. Similarly, the CyberShake scientific
workflow required 14100 CPU hours to process 755 GB of
data [21]. FIGURE 2 shows the characteristics with respect
to five basic realistic scientific workflows.

Cloud computing is one of the reliable, effective, and
prominent platforms for management, scheduling, and exe-
cution of scientific workflows [22]–[25]. However, there are
some special characteristics of scientific workflows in respect
of data management, scheduling and execution as compared
to the traditional tasks and workflows [26], [27]. In scientific
workflows, there are a large number of activities and tasks
with multiple constraints. For the purpose of management,
scheduling and execution of scientific workflows on target
resources, various workflow management strategies are used
[12], [16], [28]. When scientific workflows are required to be
managed and scheduled, there is: (a) collection, classification
and management of scientific workflows, (b) management
of tasks, (c) resource management, (d) scheduling policies
and, (e) fault-tolerant mechanisms, that may be deployed in
a system due to which there is a probability of performance
degradation [29]. Moreover, some of the workflows are too
large and required to be moved from one node to another,
resultantly, monetary cost would apply on data movement
[30]–[35]. On the other hand, (a) architecture design, (b) inte-
gration of cloud infrastructure and resources with scien-
tific workflow systems, (c) computation of workflows, and
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FIGURE 2. Characteristics of five realistic scientific workflows [12].

(d) data management, are the principal issues that are need to
be resolved effectively and efficiently [15], [9], [36]. All such
challenges require to design an effective, well-defined and
fault-tolerant scientific workflows management and schedul-
ing system.

More specifically, the research challenges for scientific
workflows execution in terms of Workflow Tasks (TW),
Workflow Levels (LW), and Cloud Resources (RC) are
described as below:
• Suppose, there are ‘‘n’’ number of workflow tasks
i.e., TW1, TW2, TW3, . . . , TWn in scientific workflows
which are required to be executed at multiple workflow
levels, LW1, LW2, LW3, . . . , LWn on cloud resources, RC1,
RC2, RC3,. . . , RCn. Thus, it requires a workflowmanage-
ment system to organize and manage these workflows.

• Suppose, for each workflow task TW1, TW2, TW3, . . . ,
TWn, there is predefined data transfer time to each
resource and several workflow tasks have diverse
requirement of resources from RC1, RC2, RC3,. . . , RCn at
multiple levels TW1, TW2, TW3, . . . , TWn. Thus, require
an energy-efficient and data-oriented scheduling policy.

• Several workflow tasks from TW1, TW2, TW3, . . . ,
TWn are executed at bottleneck node or level, the fail-
ure of which makes the whole execution futile. Thus,
it requires a fault-tolerant mechanism.

• There are multiple tasks at various levels and sometimes
have a similar requirement of services and resources
therefore, a cluster-based scheduling and fault-tolerant
mechanism are greatly useful for such execution in order
to reduce execution time and cost.

In our work, we systematically investigate and solve the
above mentioned challenges by presenting: A Data-Oriented
and Fault-Tolerant Workflow Management and Scheduling

System (DF-WMSS) for Scientific Workflows in Cloud
Computing. The main contributions of this research work are
given below:
• We proposed a Fault Tolerant and Data Oriented Sci-
entific Workflows Management and Scheduling System
(FD-SWMS) in Cloud Computing.

• We provided a data-intensive scheduling method for the
execution of scientific workflow tasks in the FD-SWMS
strategy.

• We implemented a dynamic re-clustering based fault-
tolerant mechanism [37]–[40] in the FD-SWMS
strategy.

• We made the proposed FD-SWMS strategy an energy-
efficient strategy through a load sharing approach.

• We evaluated the FD-SWMS strategy through simu-
lation in WorkflowSim [41], [42]. We considered the
performance evaluation parameters, i.e., execution time,
execution cost, budget, deadline, energy consumption,
and SLA violation.

• We executed the scientific workflows Montage [43]
and CyberShake. We compared the simulation results
with the existing four state-of-the-art strategies
i.e., QFWMS[44], EDS-DC [6], CFD [45], and
BDCWS [46].

The remaining part of the article is organized by provid-
ing related work in section II, system design and model in
section III, component of the proposed model in section IV,
experiments, results and discussion in section V and conclu-
sion in section VI.

II. RELATED WORK
The literature review in respect of the proposed work is
thoroughly studied and by considering the proposed system,
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it is categorized into three parts. In the first part, the basis
of scientific workflows and the workflows management sys-
tem for scientific workflows is reviewed. In the second part,
the scientific workflows scheduling mechanisms are studied,
while, in the third part of the literature review, the fault-
tolerant mechanisms are gone through. At the end of this
section, a complete overview of the related work in tabular
form is presented.

Starting from the very outset, a detailed study on five real-
istic scientific workflows for various scientific applications
was conducted [12]. These workflows are: (a) cyberShake
related earthquake science, (b) SIPHT (sRNA identification
protocol using high-throughput technology) associated with
biology, (c) montage related to astronomy, (d) epigenomics
related to genetics, and (e) LIGO (Laser Interferometer Grav-
itational Wave Observatory) belongs to gravitational physics.
Characteristics of each scientificworkflow in respect of struc-
ture, data, and computational requirements, are presented in
the work. It is also presented that the scientific workflows
have some special structural and functional properties in
terms of computation. These properties of scientific work-
flows include pipeline, data parallelism, data distribution
and redistribution, data aggregation, and the compositions
of scientific workflows. A scalable workflow management
system i.e., Pegasus WMS (Workflow Management System)
for science automation was described in [15]. It is used
to map description of scientific workflow from an abstract
level to the distributed computing infrastructures. The sys-
tem components in Pegasus WMS were described in detail
by the authors and then the functioning of the system was
built. Pegasus WMS delivers a roadmap for construction
of advanced model scientific workflows for their execution
and evaluation. Workflow management system in respect of
business applications i.e., Heterogeneous Event Management
Middleware (HEMM)WMS was presented in [9]. The WMS
is responsible for accomplishing inter-enterprise workflow
event management. The HEMM WMS can also be suit-
able for the incorporation of changes in running workflow
instances. The WMS is limited only for implementation of
business applications and there is no deployment of scientific
applications.

For minimizing the financial cost with user-defined
deadline constraint, a scheduling approach for scientific
workflows i.e., ‘‘Dynamic Scheduling of Bag of Tasks based
workflows’’ (DSB) was presented in [4]. The approach ini-
tially groups the workflow into Bag of Tasks (BoTs) based
on priority constraint and data dependency, and then opti-
mizes the scheduling and allocation of BoTs. For attain-
ing the objectives of the presented method, heterogeneous,
elastic and dynamically provisioned cloud resources in the
shape of VMs (virtual machines) are used. The presented
method considers the cloud platform of pay-as-you-go IaaS
(Infrastructure as a Service) with features like elasticity and
heterogeneity. Although the approach significantly reduces
the cost of workflow computation while meeting the work-
flow deadline. However, the special features of workflows

such as data and compute intensiveness were not considered
by the authors. Similarly, the approach also lacks fault tol-
erance mechanism. Scheduling of scientific workflows with
better completion time and utilization of resources efficiently,
is an important aspect in order to effectively schedule the
tasks of scientific workflows. Thus, a scheduling technique,
i.e., Adaptive Data Aware Scheduling (ADAS) was presented
in [30] that focuses on utilization of resources and workflow
completion time. It is a data and integrated task manage-
ment technique in the cloud environment for various types
of workflows. The presented work is an efficient schedul-
ing technique however, it lacks the fault tolerance begin
important aspect in workflow scheduling. In order to reduce
the cost of computation and provide a deadline constrained
based scheduling mechanism, two algorithms were presented
in [47]. These algorithms are: (a) PDC (Proportional Deadline
Constrained) and (b) DCCP (Deadline Constrained Critical
Path). Both the algorithms address the workflow scheduling
problem by providing cloud resources dynamically. The first
algorithm i.e., PDC maximizes the parallelism in workflow
by separating the tasks into various logical levels and then
the deadline is divided proportionally among all the levels.
Similarly, the second algorithm i.e., DCCP also works with
similar manner as of PDC, however, additionally the DCCP
also finds the constrained critical path among the workflow
for co-locating the tasks on the same instance that communi-
cate to each other. The algorithms were very useful in respect
of deadline-aware workflows scheduling, however, the issues
of budget-aware scheduling and provision of fault-tolerant
mechanisms are still intact.

In order to optimize workflow execution time under a
budget constraint, a scheduling algorithm BAGS (Budget-
driven Algorithm for Generating high quality Schedules)
was presented in [36]. The algorithm BAGS initially dis-
tributes budget among the tasks and then dynamically makes
resource provisioning and scheduling decisions in order
to consider environmental changes. The approach although
works well in case of budget constraints scheduling of
scientific workflows, however, it still requires enhance-
ment in respect of deadline constraints and fault tolerance
mechanism. A heuristic workflows scheduling algorithm
i.e., DBWS (Deadline-BudgetWorkflowSchedulingwas pre-
sented in [48]. The scheduling algorithm DBWS consid-
ers time and cost as two important constraints in order to
schedule the tasks of scientific workflows. The approach
simply finds a feasible schedule map that satisfies the values
of user-defined budget and deadline constraints. However,
provision of fault-tolerance mechanism and data intensive-
ness of scientific workflows has not been considered by the
authors.

Scientific workflows consist of data and compute inten-
sive tasks that when executed maximum energy is being
consumed. As such for minimization of energy consump-
tion, a real-time dynamic scheduling system was presented
in [49] for execution of task-based applications efficiently.
The algorithm was titled as; MHRA (a multi-heuristic
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resource allocation). In order to attain the goals of minimum
energy-consumption and less execution-time, the authors
presented a polynomial-time algorithm in which a resource
allocation technique is combined with a set of heuristic
rules. The algorithm although provides a better solution with
regards to minimization of energy-consumption and reducing
the execution-time, however, the provision of fault-tolerant
mechanism being an important feature is not considered
by the authors. In addition to the above stated schedul-
ing policies, various heuristic approaches such as MCT
(Minimum Completion Time) [50], Max-min (Maximum-
minimum) [51] and Min-min (Minimum-minimum) [51],
were also used for scheduling the tasks of workflows. The
scheduling policy MCT gives priority to the task with
minimum completion time and then assigns it to the required
resource for execution. The scheduling policy Max-min, exe-
cutes the large task firstly on a resource with minimum
execution time for that task. Whereas, the scheduling pol-
icy Min-min, executes the small task firstly on a resource
with minimum execution time for that task. The Max-
min scheduling policy leads to the delay of smaller tasks,
while the Min-min scheduling policy leads to the delay of
larger tasks.

In [52], it was contended that failures occur in a cloud
computing system when it is keep away from fault tolerant
mechanisms in order to maintain the financial profit or to
reduce the overhead. The authors in this paper presented
the ‘‘Heterogeneous Earliest Finish Time’’ (HEFT) scheme
through which the authors used the proactive and reactive
methods in order to provide the hybrid fault tolerant technique
for cloud computing systems. The fault tolerance in cloud
computing is generally categorized into proactive, reactive
and resubmission mechanisms [53]. The proactive mecha-
nism needs more information about cloud computing and it
works in a probabilistic manner. The proactive strategy in
cloud computing reduces the failure time and also increases
throughput and capacity. In proactive technique, preemptive-
migration and software-rejuvenation strategies are commonly
used. While, reactive fault tolerance minimizes the impact
of failure on execution of applications. In reactive technique,
check-pointing and task-replication strategies are commonly
used. For scientific workflow systems, it was stated that the
resubmission fault-tolerant mechanism is suitable for exe-
cution of scientific workflows. Whenever a failed task is
detected, it is resubmitted either to the same resource or
to another at runtime [53]. When scientific workflows are
executed, there are several tasks that require to be executed
at bottleneck nodes and their failure makes the whole execu-
tion futile, therefore, provision of fault-tolerant mechanism
in scientific workflow scheduling is greatly significant for
such execution. As such, a dynamic fault-tolerant scheduling
algorithm i.e., FASTER (fault-tolerant scheduling algorithm
for real-time scientific workflows) was presented in [32].
There are three key features of FASTER scheduling algorithm
i.e., (a) task backward shifting method in order to maximum
use of idle resources, (b) implementation of vertical and

horizontal scaling-up technique for providing quick resources
to a burst of workflows, and (c) implementation of vertical
scaling-down approach in order to avoid unnecessary and
ineffective resource utilization. The FASTER algorithm pro-
vides better utilization of resources with backward shifting
of tasks, scaling-up and scaling-down approaches. However,
time and cost constraints being twomajor research challenges
for execution of scientific workflows were not considered by
the authors.

With the intention to optimize the scheduling of scientific
workflows, a BaRRS (Balanced and file Reuse-Replication
Scheduling) algorithm was presented in [54] for cloud com-
puting environments. The algorithmBaRRS divides the given
scientific workflows into multiple sub-workflows for the
purpose of balancing the system utilization through paral-
lelization. Moreover, replication and data reuse techniques
were also exploited in order to improve the amount of data
that requires to be transferred among tasks during run-time.
The algorithm BaRRS is an effective approach in respect
of efficient utilization of resources and implementation of
replication and data reuse techniques. However, depending on
the nature and specification of scientific workflows, besides
parallelism there are also some other properties of scientific
workflows such as pipelining, integration and disintegration,
and the same were not considered by the authors. Scientific
workflow applications are collections of fine-grained com-
putational tasks that are executed at various levels. At each
level, the tasks require homogeneous types of services,
therefore, fault-tolerant clustering approaches are useful for
such computation. Thus, an ensemble of tasks mechanism,
i.e., ‘‘Fault-Tolerant Clustering’’ (FTC) for scientific work-
flow was introduced in [39]. The presented work provides
three methods, i.e., DC (Dynamic-Clustering), SR (Selective
Re-Clustering), and DR (Dynamic Re-Clustering). The first
method DC keeps the clustering factor dynamically and as
per the failure rate of the detected tasks. The second method
SR retries the tasks which are failed within a job. The last
method DR combines both the first two methods and it not
only keeps the clustering factor dynamically according to the
failure rate of detected tasks but also retries the failed tasks of
a job.

An ‘‘Enhanced Data-oriented Scheduling strategy with
Dynamic clustering fault-tolerant technique’’ (EDS-DC) is
presented in [6]. The authors implemented a Data-oriented
scheduling in EDS-DC. They used Dynamic-clustering fault-
tolerant technique in EDS-DC. They performed simulation
in WorkflowSim and compared results with three renowned
scheduling policies, i.e., (a) MCT-DC, (b) Max-min-DC,
and (c) Min-min-DC. Simulation results show that EDS-DC
reduced make-span and cost significantly as compared with
existing strategies. A ‘‘Quality of Service aware Fault tolerant
Workflow Management System’’ (QFWMS) for scientific
workflows is given in [44]. There are four core components of
QFWMS i.e., (a) workflow admission, (b) workflow mapper,
(c) workflow scheduler, and (d) workflow engine. With the
combination of two real time scientific workflows, the fault
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tolerant technique and a scheduling policy, two scenarios
were defined. The simulations were performed on Work-
flowSim and the result shows that the proposed strategy
performed better as compared with the existing strategies.
A ‘‘cluster-based, fault-tolerant and data-intensive’’ (CFD)
strategy for scientific applications in a cloud environment is
provided in [45]. The proposed CFD strategy gives a detailed
procedure from scientific data submission to the generation
of results. The experiments were performed on Montage
workflow and the results of the CFD strategy shows that the
CFD strategy performed better as compared with the exist-
ing strategies. A novel algorithm i.e., Budget-Deadline Con-
strained Workflow Scheduling (BDCWS) for multi-Quality
of Service constrained workflow scheduling such as cost and
time is presented in [46]. The algorithm defines the task opti-
mized available budget with the help of computational cost of
the task on the slowest VM and then finds the optimistic spare
budget. It then generates the set of affordable VMs according
to the task optimized available financial budget to control the
range of VM selection, and thus effectively controls the task
computation cost. The authors experimentally implemented
the algorithm and the results showed that the BDCWS per-
formed better than the existing strategies.

As reflected from the literature review, the scientific
workflow applications are data and compute intensive appli-
cations with special features of pipelining, parallelism,
integration and disintegration. Therefore, the scientific
workflow applications require high storage and compu-
tational power services and resources with data-oriented
and fault-tolerant workflow management and scheduling
system.

The literature review reflects that several scientific work-
flowmanagement and scheduling strategies such as: DSB [4],
EDS-DC [6], HEMM [9] Pegasus WMS [15], ADAS [30],
FASTER [32], BAGS [36], FTC [39], QFWMS [44],
CFD [45], BDCWS [46], PDC & DCCP [47], DBWS
[48], MHRA [49], and BaRRS. [54] were presented. These
strategies managed and scheduled the tasks of scientific
workflow applications in various aspects such as; by pro-
viding workflow management systems, integrated tasks
management, energy-efficient and fault-tolerant scheduling
mechanisms. However, there are following limitations in
the existing work. The scientific workflows are highly
data and compute intensive applications composed of a
large number of tasks, thus, for collection, classification
and management of scientific workflows, an energy effi-
cient data-oriented scheduling based workflow management
system is required. Several workflow tasks are executed
at bottleneck node or level and their failure makes the
whole execution futile, thus, a fault-tolerant mechanism
is required. Multiple workflow tasks at various levels
have a similar requirement of services and resources
therefore, a cluster-based scheduling and fault-tolerant
mechanism works efficiently for execution of scientific
workflows.

All such limitations lead to an energy-efficient, data-
oriented and fault-tolerant scientific workflow management
and scheduling system.

The summary of related work compared with the proposed
strategy is shown in Table 1.

III. SYSTEM DESIGN AND MODEL
This section presents the system design and model of a
dynamic re-clustering based data oriented scientific work-
flows management and scheduling strategy. It is an energy
efficient, fault tolerant and data oriented resource schedul-
ing and management strategy for scientific workflows. The
proposed strategy is termed as: a Fault Tolerant and Data
Oriented Scientific Workflows Management and Scheduling
System (FD-SWMS) in cloud computing. In FD-SWMS as
reflected from FIGURE 3, the resources are obtained from
the cloud environment in terms of IaaS (Infrastructure as a
Service). The FD-SWMS strategy schedules the workflows
tasks by the process inwhich it finds the best suitable resource
by calculating the minimum data transfer time of a task to the
resource. By integrating a dynamic re-clustering method, the
FD-SWMS guarantees fault tolerance. Dynamic re-clustering
is a key fault tolerant strategy in which related jobs in a
workflow are first merged together as a cluster and executed
on a single resource. After that, it locates unsuccessful tasks
in a cluster, dynamically re-clusters them with a factor of
‘‘k’’ based on task failure rate, and re-executes them. The
load sharing method implemented by the FD-SWMS reduces
energy usage. It calculates the use of all resources, ranks
them in ascending order, and then dynamically transfers the
load on the resource with the lowest utilization, to the other
nodes. The FD-SWMS strategy works with the following
steps:

• A scientific workflows management and scheduling
system is designed with multiple components such
as: workflow generator, workflow manager, workflow
scheduler, workflow engine andworkflow loadmanager.

• Data oriented scheduling is done by assigning the task
to a resource with minimum data transfer time.

• Dynamic re-clustering based fault tolerant mechanism
is implemented to make the proposed strategy a fault
tolerant aware strategy.

• Load sharing based energy efficient optimization is done
by obtaining the utilization of resources, making them in
ascending order and then sharing the load of nodes with
minimum utilization to the other nodes.

• The proposed FD-SWMS strategy is simulated with
WorkflowSim and evaluated in terms of performance
evaluation parameters such as: (a) time, (b) cost, (c) bud-
get, (d) deadline, (e) energy consumption, and f) SLA
violation.

• Twowell-known realistic scientificworkflows i.e.,Mon-
tage, and (b) CyberShake are executed. The simula-
tion results are compared with existing four state-of-art
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TABLE 1. Summary of related work and comparison with proposed strategy.

strategies i.e., QFWMS [44], EDS-DC [6], CFD [45],
and BDCWS [46].

The proposed system is scalable as it utilizes cloud
computing resources, and undoubtedly, cloud computing
resources are considered ubiquitous and scalable resources.
The proposed systemworks under the following assumptions:

• Resources are acquired from the cloud in terms of infras-
tructure as a service.

• Resources are managed through the workflow manage-
ment system.

• Clustering is a term used for integrating similar tasks
into a group for execution.

• The average budget and deadline for each type of scien-
tific workflow are predefined.

The proposed FD-SWMS strategy is reliable and an effi-
cient system in such a way that it manages the scientific
workflows. It implements data oriented resource scheduling.
It ensures dynamic re-clustering based fault tolerant methods
and reduces energy consumption by load sharing mechanism.
Resources and services are obtained from cloud computing in
terms of IaaS.

The proposed FD-SWMS strategy in terms of pseudo-code
is presented as below:

The FD-SWMS technique is a component-based work-
flow resource scheduling and management strategy. The key
elements of FD-SWMS strategy are workflow generator,
workflowmapper, workflow scheduler, workflow engine, and
workflow load manager. The working of all of these elements

are based on sequential procedures. The pseudo-code of the
proposed strategy consists of ‘‘for-loop’’ within a ‘‘while
loop,’’ hence, its time and space complexity is quadratic.

The proposed strategy is a multi-objective optimization
system. These objectives are to make the scheduling data-
intensive, to provide cluster-based fault-tolerance, and to
make the scheduling energy-efficient. All these phases work
together simultaneously and optimize the multi-criteria-
based performance of the system. The proposed strategy can
be implemented in practice through a cloud based system. For
the submission of scientific data generated by the scientist in
various fields of science, an application interface such as Perl
or Hubzero is required. The cloud computational and data
resources are required to execute it, and after generating the
result, it will be returned to the user.

The comparison was made with the four published strate-
gies, i.e., QFWMS [44], EDS-DC [6], CFD [45], and
BDCWS [46]. These strategies were considered for com-
parison based on the dataset, data-intensive scheduling, and
fault tolerance. The first three strategies are the most relevant
and latest strategies in respect of fault-tolerant based data-
intensive scheduling and the dataset they consider. The fourth
strategy is the relevant latest strategy as it works with the
budget and deadline constraints, and the proposed strategy
also considers the budget and deadline constraints with a
similar dataset.

So far as the novelty of the proposed FT-SWMS strat-
egy is concerned, it is a novel contribution towards the
scheduling of scientific workflows. There is a large variety
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FIGURE 3. Component based FT-SWMS system model.

of scientific workflow tasks. They may be of huge size,
normal size, or very small size. The tasks are executed
in a pipeline, in parallel, sometimes distributed after exe-
cution, and in some situations, merged during execution.
Some tasks may be executed at a bottleneck node, the
failure of which makes the whole execution fruitless. The
data oriented workflow tasks consumed more power during
execution. The proposed FT-SWMS considers all these chal-
lenges through a multi-criteria approach, i.e., data-intensive
scheduling, dynamic re-clustering based fault tolerance, and
load balancing mechanism. Each criterion is itself a unique
contribution towards the scheduling of scientific workflow
tasks. The data-intensiveness, although being considered by
the existing work, is not emphasized in the variety, velocity,
and volume of the tasks. The dynamic re-clustering fault tol-
erant mechanism not only provides the fault tolerance but also
provides the clustering mechanism of similar tasks in a work-
flow, which further improves the execution time and cost.
The load balancing approach is the most important mecha-
nism to reduce energy consumption for highly data-intensive
tasks that are executed on heterogeneous cloud resources.
The other recent published strategies have not specifically
addressed the issues of scientific workflow management and
scheduling by considering the data intensiveness, task variety,
and bottleneck failures of tasks in scientific workflows.

IV. COMPONENTS OF FD-SWMS STRATEGY
The components of FD-SWMS strategy are given below:

A. USER
An entity that might be an organization or a person is referred
to as a user. If the user is an association, it can collect
scientific data from individuals and submit it for execution
and review. Users can submit a single type of scientific data
or a combination of multiple types of scientific data. After
successful execution, the user will get the results in required
from.

B. APPLICATION INTERFACE
The Application Interface such as Perl [55] and hubzero
[15] are used to connect the user to the FD-SWMS strategy.
Through the application interface, the user inputs scientific
data for execution and assessment. The Application Inter-
face transmits data to the next part of the model, Workflow
Generator, for transforming scientific data to the scientific
workflow as DAG (Directed Acyclic Graph) [56] with type,
size, nodes and edges. The Application Interface provides an
interface to the FD-SWMS strategy for one or more users,
as well as one or more scientific workflows can be submitted
to FD-SWMS strategy.
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Algorithm 1 : FD-SWMS Strategy
Input: α (Scientific data)

Output: β (Executed results)

Procedure: FD-SWMS (α)
1. Q1←α (store scientific data into the queue)
2. WorkflowGenerator( )
3. Q2← GetWorkflows( ) as W1 to Wnfrom Q1
4. for (each workflow W1 to Wn) do
5. WorkflowMappper( )
6. Generate tasks T1 to Tnfor each workflow

with resource requirements
7. end for
8. WorkflowScheduler( )
9. Getresources( ) as R1 to Rn
10. while (WorkflowScheduler( )) do
11. Generate tasks T1 to Tn for each workflow
12. for (each task T1 to Tn of workflows W1

to Wn) do
13. Find resource Ri with minimum

data transfer time for task Ti and assign:
14. Ri← Ti
15. end for
16. end while
17. Start Execution. WorkflowEngine( )
18. while (WorkflowEngine( )) do
19. if (execution failed)
20. Dynamic Re-clustering ( )
21. else
22. GenerateResults( )
23. end if else
24. end while
25. for (all resources R1 to Rn) do
26. RU ← GetUtilization( )
27. if (RU(i) == Null ) then
28. TurnOff(R(i))
29. else if (RU <= Lower Threshold ) then
30. Transfer tasks of R(i) to nearest

alternative node

31. TurnOff(R(i))

32. end if else

33. end for

34. β←Executed results

35. Return β

C. WORKFLOW GENERATOR
Scientific data is received by the Workflow Generator via an
application interface created by scientists for the execution
and assessment of scientific applications. For scientific data,
the Workflow Generator produces a scientific workflow as a
Directed Acyclic Graph (DAG) [57]. The workflow generator
operates data acquired from scientific processes to create
authentically synthetic workflows. At this stage the structure
of scientific workflow is represented by equation 1.

DAG (G) = (TW ,D) (1)

where, G is directed acyclic graph with the properties: TW =
TW1,TW2, TW3, . . . , TWn represents number of tasks and
D = {(TW(i), TW(j))| TW(i), TW(j) ∈ TW } represents the
dataflow dependencies set between the tasks. The dataflow

dependency set (TW(i), TW(j)) shows that there are precedence
constraints between task TW(i) and task TW(j). The task TW(i)is
represented as the immediate predecessor of task TW(j) and
TW(j) is represented as the immediate successor of task
TW(i). The predecessor and successor tasks are shown in the
equations 2 and 3.

Pre
(
TW(j)

)
= {

(
TW(i)|TW(i),TW(j)

)
∈ D} (2)

Succ
(
TW(i)

)
= {

(
TW(j)|TW(i),TW(j)

)
∈ D} (3)

A task with no predecessor task is termed as an entry task and
the task with no successor is termed as the exit task. The entry
and exit tasks are shown in equations 4 and 5 respectively.

Pre
(
TW(i)(entry)

)
= ϕ (4)

Succ
(
TW(j)(exit)

)
= ϕ (5)

A single user can submit a workflow with one or more
jobs/inputs that produce a single result/output. TheWorkflow
Generator receives scientific data, which may consist of one
or more than one field as requested by the user. It separates
the scientific data into their respective scientific workflows,
creates their DAG, and submits them to the Workflow Map-
per, which is the next part of the model.

D. WORKFLOW MAPPER
Workflow Mapper takes one or more workflows from Work-
flow Generator and creates executable workflows for each
of them with resource requirements. The workflow mapper
reconstructs the workflow in order to optimize the perfor-
mance. It specifically merges the small tasks of a workflow
into a job so that the overhead can be reduced. Consequently,
after workflow mapper the job is a single unit of execution
with multiple tasks [58]. The tasks are organized in terms
of dependencies between them. These tasks will be executed
sequentially, in parallel, in a distributed manner, and in an
integratedmanner. At this stage, the parameters of each work-
flow are the kind of workflow, its size, input instances, and
output. Another purpose of the workflow mapper is to create
a workflow from data in the form of jobs/inputs that have
compute and storage resource requirements, so that these
jobs/inputs may be sent to the next component. The Mapper
sends all of the jobs in a scientific workflow to the next
portion to be scheduled.

E. WORKFLOW SCHEDULER
Workflow Scheduler gets jobs with multiple tasks from
the Workflow Mapper and schedules them by allocat-
ing resources. The resources are retrieved from the cloud
using Infrastructure as a Service (IaaS) and then scheduled/
managed separately using the FD-SWMS strategy. Work-
flow Scheduler also turns jobs into tasks and then assigns
resources. The allocation of resources is done in such a
way that the tasks consume minimum execution time at the
lowest cost. It is achieved by considering the list of tasks and
resources. It finds the resource for each task with minimum
data transfer time. For each task, the data transfer time of a
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FIGURE 4. Dataflow Model of proposed FT-SWMS strategy.

task to all the resources is calculated, and then the task is
assigned to the resource with the minimum data transfer time.
Equation 6 demonstrates the concept of finding a resource
with minimum data transfer time.

Resource
(
RC(i)

)
= Task{TW(i)|TW(i)←−

Min.D.T .Time
(
RC(i)

)
)} (6)

where RC(i) represents resource ‘i’, TW(i) represents task ‘i’
and Min.D.T.Time represents minimum data transfer time of
task ‘i’ for resource ‘i’. Finally, the mapped list of tasks to
resources is obtained by assigning the best available resource
to each task with a minimum data transfer time.

F. WORKFLOW ENGINE
Workflow Engine executes the jobs/tasks that Workflow
Scheduler has allocated to them on their allotted resources.
Workflow Engine also starts the fault-tolerant mechanisms
in such a manner that if each job/task is completed suc-
cessfully, the results are generated and returned to the user
via the application interface. Workflow Engine commences
the fault-tolerant approach and retries or re-executes the
unsuccessful tasks/jobs if the execution of the jobs/tasks
fails. Workflow Engine produces results if the execution is
successful. Workflow Engine initiates selective re-clustering

based on a fault-tolerant method if job/task execution fails.
In our scenario, we assume a 5% failure rate based on the
total number of jobs, therefore the fault-tolerant approach is
used every time the process is submitted.

G. WORKFLOW LOAD MANAGER
An energy aware optimization is done by load sharingmecha-
nism through workflow load manager. It gets resource usage,
arranges them in ascending order, and then distributes the
load of nodes with the lowest utilization to the remaining
nodes. Equation 7 categorized the utilization of resources into
three parts i.e., normal, lower threshold and upper threshold.

Utilization
(
RC(i)

)
=


Normal(Utilizatin = 40% to 80%)
L.T .H (Utilizatin = 0% to 40%)
U .T .H (Utilizatin = 80% to 100%)

(7)

where L.T.H represents the resources with lower threshold
utilization and U.T.H represents the resources with upper
threshold utilization. The resources with normal utilization
are considered to be available for transfer of load from
the resources with lower threshold utilization. The load on
resources with lower threshold utilization is transferred to the
resources with normal utilization to make the lower threshold
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resources as null utilization resources and then the resources
with null utilization are turned off.

H. FLOW MODEL OF FD-SWMS STRATEGY
The flow of data in FD-SWMS strategy is shown in
FIGURE 4. Through an application interface, one or more
users input scientific data to FD-SWMS strategy. The first
basic feature of FD-SWMS strategy, Workflow generator,
is applied to scientific data. It translates scientific data into
a workflow and sends it to the workflow mapper, which is
the next key part. When a workflow mapper gets a scientific
workflow, it converts it into an executable scientific work-
flow by identifying jobs/tasks with the appropriate resource
requirements. The jobs/tasks of each workflow are then given
to the workflow scheduler, the next component. Workflow
scheduler sends jobs/tasks of each workflow to the suitable
resources based on the scheduling policy. The next compo-
nent is the workflow engine. It obtains the given jobs/tasks,
executes them and returns the results to the user via an appli-
cation interface. When jobs/tasks fail to execute, a dynamic
re-clustering based fault-tolerant mechanism is implemented.
The workflow load manager shared the load based energy
efficient optimization. It obtains the utilization of resources,
making them in ascending order and then shares the load of
nodes with minimum utilization to the other nodes.

I. SCHEDULING IN FD-SWMS STRATEGY
Scheduling in FD-SWMS is done by workflow scheduler.
It receives jobs/inputs from theWorkflowMapper and sched-
ules them by allocating resources accordingly. Infrastructure
as a Service (IaaS) cloud service model is used to get the
resources from the cloud, and the FD-SWMS is used to
plan and manage them individually.Workflow Scheduler also
distributes resources after converting jobs into tasks. The
allocation of resources is done in such a way that they take the
least amount of time to complete and cost the least amount of
money. It is accomplished by taking into account the list of
tasks and resources. The mapping list of tasks to resources is
then created by allocating the best available resource with the
shortest data transfer time to each job.

J. FAULT TOLERANCE IN FD-SWMS STRATEGY
By integrating a dynamic re-clustering method, the
FD-SWMS guarantees fault tolerance. Dynamic re-clustering
is a key fault tolerant strategy in which related tasks of a job in
a workflow are first merged together as a cluster and executed
on a single resource. After that, it locates unsuccessful tasks
in a cluster, creates dynamic re-clusters based on task failure
rate, and re-executes them. Equations 8 and 9 represent the
mechanism of dynamic re-clustering.

Execute
(∫ n

i=i
TW(i)

)
←− Cluster

(∫ n

i=i
TW(i)

)
(8)

Execute
(∫ n

i=j
TW(j)

)
←− DynamicRe

−cluster
(∫ n

j=i
TW(j)

(
Failed

(∫ n

i=i
TW(i)

)))
(9)

Equation 8 represents the clustering of ‘n’ numbers of similar
tasks and executing them. Thereafter, equation 9 represents
the finding of failed tasks and dynamically re-cluster them
for execution.

K. LOAD MANAGEMENT IN FD-SWMS STRATEGY
The load sharing method implemented by the FD-SWMS
strategy reduces energy usage. It calculates the use of all
resources, arranges them in ascending order, and then dynam-
ically transfers the load on the resources with the lowest
utilization to the other nodes. It categorizes the utilization of
resources into three parts i.e., normal, lower threshold and
upper threshold. It considers the resources with normal uti-
lization to be available for transfer of load from the resources
with lower threshold utilization. The load on resources with
lower threshold utilization is transferred to the resources with
normal utilization to make the lower threshold resources as
null utilization resources and then the resources with null
utilization are turned off.

V. EXPERIMENTS, RESULTS AND DISCUSSION
This section provides a brief overview of simulation envi-
ronment, simulation scenario, results and discussions. The
following flowchart elaborate the overall working of entire
system.

A. SIMULATION ENVIRONMENT
The simulation of FD-SWMS strategy is performed in Work-
flowSim [41]. It is a toolkit extensively used for simulation
of scientific workflows which was developed by extended
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TABLE 2. The resource experimental specification.

FIGURE 5. Comparison of proposed FD-SWMS strategy for montage scientific workflow in respect of execution time.

the CloudSim [59] simulator. The following performance
evaluation metrics have been used.

Execution time:It is the total time required to execute the
scientific workflow [60]. It is measured in seconds.

Deadline:It is predefined total execution time to execute
the scientific workflow [61]. It is given in seconds.

Execution cost:It is the total budget required to execute the
scientific workflow workflow [60]. It is measured in dollars.

Budget:It is the predefined cost required to execute the
scientific workflows [61]. It is given in dollars.

Energy consumption: It is the power consumed, when a
scientific workflow is executed [61]. It is measured in joules.

SLA Violation:It is a term used when available cost of the
system is exceeded from available budget or make-span is
exceeded from the deadline [61].

B. RESOURCE MODELING
In order to evaluate, FD-SWMS strategy, the WorkflowSim
is the most relevant simulation environment. It is modified
to support the working of FD-SWMS strategy with per-
formance parameters. Space-shared resources are used with
certain characteristics, such as budget, deadline and energy
consumption. Rests of the specifications are shown in Table 2.

C. APPLICATION MODELING
In simulation scenario of FD-SWMS strategy, one user sub-
mits two real-time scientific workflows. The workflows are
Montage [43] with 25, 50, 100 and 1000 tasks and Cyber-
Shake [62] with 30, 50, 100 and 1000 tasks.

D. RESULTS AND DISCUSSION
This section presents the results of a proposed FD-SWMS
along with the discussions on results in respect of underlying
performance evaluation parameters.

1) SCENARIO 1
In scenario 1, a single user submits the real-time scientific
workflows Montage with 25, 50, 100 and 1000 tasks. The
objective is to evaluate the FD-SWMS strategy and compari-
son of results with existing start-of-art strategies.

a: EXECUTION TIME
The results, with regard to the execution time for the
FD-SWMS strategy compared with the existing strategies
are shown in FIGURE 5. The results reflect that the exe-
cution time is minimum for the proposed FD-SWMS strat-
egy. It is because of that the proposed strategy finds the
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FIGURE 6. Comparison of proposed FD-SWMS strategy for montage scientific workflow in respect of execution cost.

FIGURE 7. Comparison of proposed FD-SWMS strategy for montage scientific workflow in respect of energy consumption.

resource for each task with minimum data transfer time and
executes. It also ensures the fault tolerance by implementing
the dynamic re-clustering based mechanism.

b: EXECUTION COST
The results, with regard to the execution cost for the
FD-SWMS strategy compared with the existing strategies

are shown in FIGURE 6. The results reflect that the
execution cost is minimum for the proposed FD-SWMS
strategy. The reason is that the proposed strategy finds
the resource for each task with minimum data trans-
fer time and executes. It also ensures the fault toler-
ance by implementing the dynamic re-clustering based
mechanism.
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TABLE 3. Results in respect of deadline, budget and SLA violation for Montage Scientific workflow.

c: ENERGY CONSUMPTION
The results, with regard to the energy consumption for the
FD-SWMS strategy compared with the existing strategies are
shown in FIGURE 7. The results reflect that the energy con-
sumption is minimum for the proposed FD-SWMS strategy.
It is because of that the proposed strategy initially finds the
resource for each task with minimum data transfer time and
executes. It also ensures the fault tolerance by implementing
the dynamic re-clustering basedmechanism. Finally, it imple-
ments the load sharing mechanism by finding the resources
with minimum utilization and transfer the data from such
nodes to other nodes in order to reduce energy consumption.

d: SLA VIOLATION
Table 3 shows the results of the FD-SWMS strategy
along with the existing strategies. In case of the proposed
FD-SWMS strategy, the SLA is not violated by time or
cost constraints. However, for other strategies, it is violated
number of times.

2) SCENARIO 2
In scenario 2, a single user submits the real-time scientific
workflows CyberShake with 30, 50, 100 and 1000 tasks.
The objective is to evaluate the FD-SWMS strategy and
comparison of results with existing start-of-art strategies.
The execution cost, budget, make-span, deadline, energy
consumption and the SLA violation are the performance
evaluation parameters.

a: EXECUTION TIME
The results, with regard to the execution time for the
FD-SWMS strategy compared with the existing strategies
are shown in FIGURE 8. The results reflect that the exe-
cution time is minimum for the proposed FD-SWMS strat-
egy. It is because of that the proposed strategy finds the
resource for each task with minimum data transfer time and
executes. It also ensures the fault tolerance by implementing
the dynamic re-clustering based mechanism.

b: EXECUTION COST
The results, with regard to the execution cost for the
FD-SWMS strategy compared with the existing strategies are
shown in FIGURE 9. The results reflect that the execution
cost is minimum for the proposed FD-SWMS strategy. The
reason is that the proposed strategy finds the resource for each
task with minimum data transfer time and executes. It also
ensures the fault tolerance by implementing the dynamic
re-clustering based mechanism.

c: ENERGY CONSUMPTION
The results, with regard to the energy consumption for the
FD-SWMS strategy compared with the existing strategies are
shown in FIGURE 10. The results reflect that the energy con-
sumption is minimum for the proposed FD-SWMS strategy.
It is because of that the proposed strategy initially finds the
resource for each task with minimum data transfer time and
executes. It also ensures the fault tolerance by implementing
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FIGURE 8. Comparison of proposed FD-SWMS strategy for CyberShake scientific workflow in respect of execution time.

FIGURE 9. Comparison of proposed FD-SWMS strategy for CyberShake scientific workflow in respect of execution cost.

the dynamic re-clustering basedmechanism. Finally, it imple-
ments the load sharing mechanism by finding the resources
with minimum utilization and transfer the data from such
nodes to other nodes in order to reduce energy consumption.

d: SLA VIOLATION
Table 4 shows the results of the FD-SWMS strategy
along with the existing strategies. In case of the proposed

FD-SWAMS strategy, the SLA is not violated by time con-
straints or cost constraints. While for the other strategies, it is
violated several times.

The FD-SWMS strategy is an efficient approach as it
includes a thorough procedure from the submission of
scientific data to the generation of results. The simula-
tions are carried out on WorkflowSim for Montage and
CyberShake workflows. The proposed FD-SWMS strategy
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FIGURE 10. Comparison of proposed FD-SWMS strategy for CyberShake scientific workflow in respect of energy consumption.

TABLE 4. Results in respect of deadline, budget and SLA violation for CyberShake Scientific workflow.

performs better as compared with the existing state-of-art
strategies. The proposed strategy on average reduced execu-
tion time 25%, 17%, 22% and 16%, minimized the execution
cost 24%, 17%, 21% and 16%, and decreased the energy

consumption 21%, 17%, 20% and 16%, as compared with
existing QFWMS, EDS-DC, CFD and BDCWS strategies
respectively for Montage scientific workflow. Similarly, the
proposed strategy on average reduced execution time 48%,
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17%, 25% and 42%, minimized the execution cost 45%,
11%, 16% and 38%, and decreased the energy consump-
tion 27%, 25%, 32% and 20%, as compared with existing
QFWMS, EDS-DC, CFD and BDCWS strategies respec-
tively for CyberShake scientific workflow. It is because of
that the proposed strategy initially finds the resource for each
task with minimum data transfer time and executes. It also
ensures the fault tolerance by implementing the dynamic
re-clustering based mechanism. Finally, it implements the
load sharing mechanism by finding the resources with mini-
mum utilization and transferring the data from such nodes to
other nodes in order to reduce energy consumption.

The novelty of the work is that the proposed strategy
applies a multi-criteria-based approach to schedule and man-
age the tasks of scientific workflows. The proposed strategy
considers the special characteristics of tasks in scientific
workflows, i.e., the scientific workflow tasks are executed
simultaneously in parallel, in pipelined, aggregated to form
a single task, and distributed to create multiple tasks. The
proposed strategy schedules the tasks based on the data-
intensiveness, provides a fault tolerant technique through a
cluster-based approach, and makes it energy efficient through
a load sharing mechanism. The data-intensive scheduling is
achieved in such a way that the proposed strategy finds and
assigns the resource to each task with the minimum data
transfer time. The fault tolerance is achieved through dynamic
re-clustering of scientific workflow tasks. The proposed strat-
egy makes a cluster of tasks with similar resource require-
ments, executes the cluster, then finds the failed tasks from
each cluster dynamically, re-clusters them, and sends them
for execution. The proposed strategy achieves load manage-
ment through a load sharing approach. The proposed strategy
obtains the utilization of resources bymaking them in ascend-
ing order and then sharing the load of nodes with minimum
utilization of the other nodes. The literature review shows
that the existing works have not provided a multi-criteria
based strategy that considers the special features of scientific
workflows.

VI. CONCLUSION
This research work proposed the FD-SWMS strategy, a
re-cluster based, fault-tolerant and data-intensive workflow
management and scheduling strategy for scientific work-
flows in a cloud environment. The FD-SWMS strategy
schedules the workflow tasks by the process in which it
finds the best suitable resource based on data transfer time.
The FD-SWMS ensures fault tolerance by implementing
a dynamic re-clustering mechanism. The FD-SWMS min-
imizes the energy consumption by implementing a load
sharing mechanism. The simulation was carried out onWork-
flowSim for Montage and CyberShake workflows. The pro-
posed FD-SWMS strategy performs better as compared with
the existing state-of-the-art strategies. The proposed strat-
egy on average reduced execution time by 25%, 17%, 22%,
and 16%, minimized the execution cost by 24%, 17%, 21%,
and 16%, and decreased the energy consumption by 21%,

17%, 20%, and 16%, as compared with existing QFWMS,
EDS-DC, CFD, and BDCWS strategies, respectively for
Montage scientificworkflow. Similarly, the proposed strategy
on average reduced execution time by 48%, 17%, 25%, and
42%, minimized the execution cost by 45%, 11%, 16%,
and 38%, and decreased the energy consumption by 27%,
25%, 32%, and 20%, as compared with existing QFWMS,
EDS-DC, CFD, and BDCWS strategies, respectively for
CyberShake scientific workflow. It is because of that the
proposed strategy initially finds the resource for each task
with minimum data transfer time. It ensures fault tolerance
by implementing a dynamic re-clustering based mechanism.
It implements the load sharing mechanism by finding the
resources with the minimum utilization and transferring the
data from such nodes to other nodes in order to reduce energy
consumption.

In the future, this work will be expanded to consider
features such as resource intensive scheduling, application-
aware scheduling, and domain-oriented scheduling. This
research work will be extended to implement application
aware resource scheduling for big data applications. The
study will also be extended to explore and implement fault
tolerant techniques with task oriented scheduling for business
workflows.
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