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ABSTRACT Depth estimation is a crucial step toward 3D scene understanding. Most traditional systems
rely on direct sensing of this information by means of photogrammetry or on stereo imaging. As the scenes
getting more complex, these modalities were impeded by, for instances, occlusion and imperfect lighting
condition, etc. As a consequence, reconstructed surfaces are normally left with voids, due to missing data.
Therefore, surface regularization is often required as post-processing. With the recent advances in deep
learning, depth inference from a monocular image has attracted considerable interests. Many convolutional
architectures have been proposed to infer depth information from amonocular image, with promising results.
Thus far, visual cues learned and generalized by these networks may be ambiguous, resulting in inaccurate
estimation. To address these issues, this paper presents an effective method for fusing point clouds extracted
from depth values, directly measured by an infrared camera and estimated by a modified ResNet-50 from
an RGB image, of the same scene. To ensure robustness and efficiency of finding the correspondence
between and aligning these point clouds, an information theoretic alignment strategy, called CEICP, was
proposed. The experimental results on a public dataset demonstrated that the proposed method outperformed
its counterparts, while producing good quality surface renditions of the underlying scene.

INDEX TERMS Depth estimation, entropy, ICP, photogrammetry, RestNet-50, scene reconstruction.

I. INTRODUCTION
Reconstruction of a three-dimensional (3D) scene is an
important element in various scientific and engineering appli-
cations, such as computer-aided geometric design (CAGD),
graphics, computer vision, medical image analysis,
computational modeling, augmented reality (AR), and dig-
ital multimedia, etc. [1] For instance, in computer aided
diagnosis (CAD), 3D information on an anatomical shape
and its peripherals, possibly with associated lesions, recon-
structed from the tomographic scan of a patient [2], are
of great clinical values. Presented with this information, a
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physician can make accurate diagnosis and prognosis of the
disease, as well as can perform therapeutic intervention [3].
In remote sensing (RS), a digital elevation model (DEM) is
used to assess topographic properties of an underlying terrain.
A DEM can be created by means of photogrammetry, such
as airborne laser altimetry, or synthetic aperture radar [4],
etc. With these methods, an object or shape is described by a
set of 3D points, called point cloud, sampled on its surface.
Generally, the position of each point is uniquely defined by
Cartesian coordinate, (x, y, z) or p = [x y z]T. Typical pho-
togrammetry collects these 3D points on an object surface by
taking either passive or active approach, such as optical laser-
based range, structured light scanners, and Light Detection
and Ranging (LiDAR) scanners. With the most recent
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developments in optical sciences, these scanners have signifi-
cantly enhanced the way in which we tackle reverse engineer-
ing and rapid prototyping. The fidelity of their reconstruction
has so far evolved in lockstep with those produced by current
CAD application software. This have enabled accelerated
convergence of these key technologies, and hence their
extensive adoption in computer graphics and vision, namely,
modeling, recognition, and analysis of real environments.
Accordingly, 3D scanners have been utilized in a range of
applications across all domains of data-driven science, and at
different scales. Even just before the emergence ofMetaverse,
the vast proliferation of computerized point cloud analyses
had already been triggered and attained by competing inven-
tion and commercialization of low-cost real-time scanners,
e.g., MicrosoftTM Kinect [5]. These innovations have made
profound impacts on various research and development areas,
including automotive, machinery and artificial organ designs,
archaeology,military and defense, urban planning, and digital
laboratory, etc.

Three-dimensional estimation using stereo vision, has
attracted considerable interests, mainly due to its rela-
tively low implementation cost, and resource consumption.
Nonetheless, its estimation quality highly relies upon accu-
rate dense correspondence between cameras, which, in turns,
is scene dependent. Mismatched pixels, due to image tex-
ture properties, may result in holes or incorrect topology,
being reconstructed. Alternatively, monocular depth esti-
mation (MDE) infers depth from single image, based on
motion or visual cue. Its main advantage is dismissing
the need to calibrate the alignment between cameras, and
hence its induced errors. Thus far, it lacks certain judgments
and mental perception, normally learnt by human experi-
ence. These factors have rendered it unsuitable for shape
critical applications. These pros and cons, therefore, moti-
vated this research in fusing depths inferred from multiple
modalities.

The remainder of this paper is organized as follow:
Section II surveys prominent algorithms, in 3D scene anal-
ysis. Section III describes the proposed method, which con-
sists of point cloud acquisition, its estimation from a natural
light (RGB) image, their information theoretic fusion, and
mesh triangulation. Our main contributions are:

• Incorporating depth information, estimated from a natu-
ral light image by deep learning, and

• Introducing a novel ICP, based on entropy, for multi-
modal alignment.

Subsequently, experimental results on a public dataset are
reported and discussed in sections IV. Finally, section V
makes the concluding remarks and suggests future works that
are worth investigated.

II. RELATED WORKS
This section provides detailed review on state-of-the-arts in
3D scene analyses, which consists of point cloud extraction
and their fusion, and surface reconstruction.

A. POINT CLOUD EXTRACTION
In the most recent literature, the problem has been widely
investigated. Li et al. [6] extracted point clouds from a low
cost RGB-D sensor. That work emphasized on enhancing
the depth quality, by incorporating semantic labeling of the
environment by means of deep learning. Then, heuristic reg-
ularization was applied to noisy data by planar assertion.
However, its application was limited to only known classes,
trained by the neural network. An MDE approach was taken
by another work [7]. To increase the resolution of a point
cloud, extracted from an image, using encode-decoder net-
work, it was enhanced by attention-based reconstruction.
Although it could generalize to unseen shapes, that to their
collections in a complex scene was not demonstrated. Sim-
ilarly, Mandikal et al. [8] proposed 3D-LMNet, or a latent
embedding matching method. In their work, a correct repre-
sentation of an ambiguous point cloud was predicted by mul-
tiple plausible reconstructions. Rather than directly extracting
a point cloud, Choi et al. [9], embedded randomly generated
points onto shape information, extracted from an image.With
that method, random cloud points were deformed in a coarse-
to-fine manner to match both point-specific and shape fea-
tures. A similar generative approach was also taken in [10],
where 2D convolution operations were used to predict a 3D
structure from multiple viewpoints. To determine optimal
projections, pseudo-rendered depthmaps were considered for
geometric reasoning. Merits of these methods [7]–[10] were
only demonstrated by experiments on the same public dataset
of individual shapes.

B. POINT CLOUDS FUSION
Despite reasonably good rendition for most applications, sev-
eral studies have shown that reconstructed surface quality and
its coverage could be significantly improved by correlating
multiple point sets, acquired at different aspects, lighting
conditions, and timeframes, or perhaps with other modalities.
In the literature, fusing two sets of points have been posed
as transforming one set to another (or a group represen-
tation thereof) so that they are aligned. It has been done
using various techniques, e.g., image analysis [11], [12], pose
estimation [13]–[15], model reconstruction [16]–[18], and
simultaneous localization and mapping (SLAM) [19]–[21].
Our survey on decades of research revealed some highly
influent works, proposed for the task. They include fast
global registration (FGR) [22], fast point feature histogram
(FPFH) [23], robust point matching (RPM) [24], thin-plate
spline robust point matching (TPS-RPM) [25], kernel cor-
relation (KC) [26], Gaussian mixture models (GMMs) [27],
coherent point drift (CPD) [28], and certainly, classic iter-
ative closest point (ICP) [29]. These techniques may be
characterized and examined by their point matching and
optimization strategies, as follow. The FGR was proposed
to overcome the limitation of conventional ICP. With this
method, provided pre-computed FPFH [23] between two
surfaces, they were densely aligned without initialization
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nor correspondence query at each iteration, while optimizing
the point registration. Gold et al. [24] proposed a robust
method, called RPM, which optimized an objective func-
tion, derived from the mean field theory using soft-assigned
(EM-like) and deterministic annealing. However, the RPM
was limited to only affine and piecewise-affine trans-
formation. To admit higher degrees of freedom (DoF),
a feature-based non-rigid registration, also called TPS-RPM
was suggested by Chui and Rangarajan [25]. Nevertheless,
its extension to higher spaces beyond three-dimensions were
not trivial. More recently, similar kernel-based matching was
proposed by Tsin and Kanade [26]. In their work, registration
between two sets of point cloud was posed as maximizing
kernel correlation (KC) that was not only affinity measure
but also a function of their quadratic entropy. Due to the
weighted contributions of multiply linked dynamic points,
KC objective was smooth and had unique convergence. How-
ever, the method was susceptible to noise and outliers within
the object. It is evident that these methods implied Gaussian
mixture model (GMM) on the point set distributions. On one
hand, if these point sets were acquired from the same object,
GMM can efficiently describe the underlying geometry and
hence its solution (e.g., gradient and convergence) is trivial.
On the other hand, when the distributions are not homogenous
or initial correspondence is too far from the solution, these
ICP variants may fail.

Right after the acquisition, an object is merely implied by
cloud distribution, without any topological structure. There-
fore, the next step is to impose local connectivity on the
registered point sets, by surface interpolation. Normally in
digital modeling and for efficient representation, a surface
is interpolated piecewise and thus approximated over the
point cloud by a mesh of simple geometry, such as triangle.
To this end, many existing works employed Ball Pivoting
Algorithm (BPA) [30]–[32]. Regardless of cloud acquisitions
nor approximation methods used, most reconstructed scenes
are often left with voids, due to occlusion and/ or inadequate
sampling. As a consequence, hole filling is often required in
post processing [33], as illustrated in Figure 1.

FIGURE 1. A conventional 3D scene reconstruction pipeline, consisting of
point cloud extraction from a sequence of depth images, and
triangulation, which often followed by hole filling.

To address these issues, this paper approaches the recon-
struction of 3D scene through information theoretic fusion
between point clouds, acquired from different modalities.
Specifically, to lessen the need for hole filling, cloud points
extracted from a depth scan were aligned and fusedwith those
learned by a convolutional neural network (CNN), called
ResNet-50 [34], from an RGB image of the same scene. Since
pixels in a color image were continuously distributed, the
3D points extracted from their estimated depth could fulfill
any void present in the first point set, before surface recon-
struction. Motivated by the work of Tsin and Kanade [26],
we modified ICP by incorporating cross entropy (CE) func-
tion, later referred to as CEICP, for robustly aligning these
point sets. Subsequently, a BPA was used for surface approx-
imation. Any inaccuracy due to image-to-depth estimation
would be remedied by rolling α-shape. An overview of the
proposed strategy is outlined in Figure 2.

FIGURE 2. General concept of the proposed cloud fusion strategy.
It consists of point cloud estimation from both depth and RGB images,
their fusion to minimize void in the dataset, and surface triangulation.

C. SURFACE RECONSTRUCTION
Reconstructing an underlying surface from point cloud is ill-
posed. It is one of the most investigated research areas in
geometry processing. Like many inversed problems in engi-
neering, unless the point cloud is precisely and systematically
sampled on a given surface, the reverse does not necessarily
hold, nor is it unique. For a simple surface of known class,
e.g., quadratic, estimating its governing parameters could be
as trivial as least squares fitting to the points. However, for
those with much complex geometry, estimation is often done
locally and then joined piecewise, e.g., by spline polynomial.
On one hand, imposing such local structure on the final geom-
etry is preferred for natural objects, as it is not only robust
but also able to reduce acquisition error due to noise. On the
other hand, doing so may adversely smooth out otherwise its
salient features. Therefore, many applications make only an
assumption on its local topology and reconstruct the surface
by using a homeomorphic mesh of the original data [2], [35].
One of the most widely used techniques taking the latter
approach and hence was also employed here is Ball-Pivot
algorithm (BPA). Formally, BPA takes the input of N points,
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FIGURE 3. Overview of the proposed multimodal fusion for 3D scene reconstruction. Its main contributions are highlighted by the asterisks, i.e.,
depth estimation by deep learning and data fusion by CEICP. Description of each step is elaborated in the following sub-sections, as annotated in
each associated block (i.e., A to E).

in Rn, sampled from an unknown surface U , as per Eq. (1).

P =
{
pi ∈ U |1 ≤ i ≤ N ,U ⊂ Rn} (1)

BPA aims at finding a homeomorphic mesh, M , that best
approximates this unknown surface. But the resultant mesh,
typically of triangular type, may contain vertices that are not
present, or do not connect to those in the original point set.
Given a densely distributed point cloud, Bernardini et al. [30]
created an approximating mesh as follow. Firstly, a seed
triangle, whose vertices were in the initial point set, was
chosen. After that, a ball (α-shape) with prespecified radius
was pivoted on one of the edges in the seed triangle and rolled
through the point cloud, until it collided with another point.
A new triangle was formed by joining the newly discovered
point to the pivoting edge. This process was repeated as
the ball rolled through the cloud, joining triangles already
created, until all points in the cloud were visited, and hence
connected to the mesh. BPA process is data-driven but insen-
sitive to noise, as it is tapered off by a pivoting ball. Additional
constraint was imposed in another work by H. Seo et. al [31],
where mesh-aware BPA (MABPA), was introduced. Given
one or more oriented manifolds, each embedded on a triangu-
lar mesh, the MABPA generated a concave hull mesh, which
comprised of the outmost triangles in the input meshes, and
whose all vertices included some of those in the same. The
method may be generalized to meshing of virtual membrane
around a human internal organ. In RS application, in order to
remove holes, found in flat ground regions of LiDAR scans,

typically caused by a single-layer point cloud being unable to
form tetrahedra in 3D Triangulated Irregular Network (TIN),
Ma et al. [36] proposed an improved BPA, based on spatial
sorting of points, by their distance and angles. As a result,
bottom boundaries could be directly identified without hav-
ing to first construct and process TIN. Existing works based
on BPA similarly created a surface mesh by expanding the
radius of the α-shape, i.e., ball radius (BR). However, as this
radius increased, the quality of a produced mesh degraded
progressively, as more holes emerged. This is due to larger
ball discarding points within closer proximity of its pivot
triangle, and hence connecting further candidates, rather than
its apparent neighbor. This inevitably left unmeshed points in
the final TIN model.

III. PROPOSED METHOD
This paper proposes a novel 3D mesh reconstruction method
by fusing multi-modal point clouds, i.e., those acquired by
depth scan and inferred from the corresponding RGB image.
Its description is outlined by the diagram in Figure 3.
The multi-modal input consists of two data pipelines.

Firstly, a set of cloud points were extracted from the depth
image of a scene. Physical coordinate of a given point
was computed from its depth, taken into the account cam-
era parameters, calibrated per an acquisition. In the sec-
ond pipeline, another set of point cloud were inferred by
a pre-trained deep learning (DL) network from the natural
light (RGB) image of the same scene. The first point cloud
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then had its outliers reduced by spatial noise filtering. Subse-
quently, the proposed CEICP was used to merge both point
clouds, from which 3D TIN was finally reconstructed by
using BPA. The following subsections have detailed descrip-
tion of this process. More specifically, they are A) camera
calibration, B) point cloud acquisition, C) depth estimation
by deep learning from an RGB image, D) entropy-based point
cloud fusion, and E) surface reconstruction by using BPA.

The photographs of the system setup are shown in
Figure 4. The RGB-D camera used in this study was
KinectTM for Xbox OneTM. It consisted of an infrared (IR)
depth and RGB cameras, whose spatial resolution and frame
rate were 640 × 480 pixels and 30 frame per second (FPS),
respectively.

FIGURE 4. Pictures of system configuration, illustrating a KinectTM for
Xbox OneTM(a) and a person holding a planar object (b).

Although it was anticipated that the proposed system could
be generalized to fusing a static scene with a moving camera,
so as to capture it at different aspects for better 3D coverage,
in the subsequent experiments, the results are reported only
for a pair of depth and RGB images, taken at the same time.

A. CAMERA CALIBRATION
This is a key step toward scene reconstruction from an image.
It tried to ascertain the geometric parameters governing image
acquisition process [37]. The parameters considered in this
study were those of the camera (i.e., focal length, principal
point, and skew of axis) and its geometry (i.e., rotation and
translation), later referred to as intrinsic and extrinsic param-
eters, respectively. Given a calibration pattern of well-defined
geometry, these parameters were then estimated from known
physical points (in the real-world) and their projection on the
image plane. To accurately estimate these parameters, optical
distortion had to be corrected by Eq. (2).

u = x ·
(
1+ k1r2 + k2r4 + k3r6

)
v = y ·

(
1+ k1r2 + k2r4 + k3r6

)
(2)

where (x, y) and (u, v) were the coordinates in a depth image
before and after correction, respectively. The variables, k1,
k2, and k3, were radial distortion coefficients, while r was the
distance from (x, y) to lens center, defined by r2 = x2 + y2.

1) INTRINSIC PARAMETERS
In this study, the intrinsic parameters of the camera consisted
of focal length f = (fx, fy) and optical center c = (cx, cy)
of its lens. The former refers to the point, at which light

rays converge to produce a sharp and detailed image, on the
sensor, while the latter does to the point, where light rays are
undeflected, while passing through the lens. Passing through
any other point, light rays would deflect toward to or away
from the optical center, c. In the calibration, these parameters
were defined by a 3 × 3 camera matrix in the homogeneous
coordinates, as expressed in Eq. (3).

K =

 fx 0 cx
0 fy cy
0 0 1

 (3)

2) EXTRINSIC PARAMETERS
The extrinsic parameters described the relative position of
the camera in 3D space. They were defined by a rotation
matrix, R, and a translation vector, t, which sent the camera
from the origin to its current position. Suppose that the pro-
jection was perspective. Once calibrated, a point seen by this
camera and appeared at (u, v) on the sensor (i.e., corrected
depth image), would correspond to that at (x, y, z) in the real-
world coordinate systems, as expressed in Eq. (4): xy

z

 = R−1

K−1

 uhvh
h

− t

 (4)

where h is homogeneous coordinate and uh = u · h and vh =
v · h. Note that h depended on the distance from a point to
the sensor in the camera coordinate system. However, since
uh and vh also varied as h, so during the calibration, h could
be eliminated, this reducing the rank of Eq. (4) to 2. Note
that these parameters were applied only to the depth image,
to demonstrate that it may be taken independently of the
RGB one.

3) DUAL CAMERA SETTING
In the experimental setting, the dual-camera system consisted
of depth and RGB cameras, equipped with infrared and nat-
ural light sensors, respectively. These cameras were mounted
in a canonical configuration. The picture used for calibration,
depicted in Figure 5a, contained 99 black circles, regularly
distributed at 9 × 11, and spaced at 35mm intervals, on a
white background. It was printed and attached to a black card-
board, serving as the calibration plane, as shown inFigure 5b.

The photographs of this plane were taken by the cameras
aiming at two different viewpoints. Each viewpoint captured,
eight different plane orientations, four of which were used for
determining the camera parameters, while the others were for
testing. Their dimensions were 1030 × 1380 pixels.
Figure 6 illustrates the 3D points, representing the centers

of the reconstructed circles.
In the first viewpoint, shown in Figure 6(a), green, blue,

pink, and black dots represent the points associated with 1st,
2nd, 3rd, and 4th plane orientations, respectively. Likewise,
those displayed in Figure 6(b) were reconstructed from the
pictures taken at the second viewpoint. It is thus safe to
conclude that the calibration model, as expressed by the
Eq. (2)-(4) was sufficient for the current problem.
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FIGURE 5. The calibration pattern consisting of 9 × 11 black circles on a
white background (a) and its printed version on a cardboard (b).

FIGURE 6. Extracted patterns at 4 different orientations, taken in
viewpoints 1 (a) and 2 (b).

In our setting [5], since depths were presented on the
same matrix as the RGB image, both depth and RGB images
were then corrected for distortion, using Eq. (2) and (3),
with the same intrinsic camera parameters (shown as dotted
arrows in Figure 3). Lastly, the corresponding images were
resampled, by using bilinear interpolation model.

B. POINT CLOUD ACQUISITION
Conversion of the depth map from a binary calibration pattern
into point cloud was trivial, due to clear distinction between
objects (circles) and background. Doing so from a real scene
was, however, much challenging. Figure 7 illustrates a depth
map and the corresponding point cloud, extracted from an
actual scene. It is evident that, due to imperfect lighting
condition, unaccountable lens distortion, and noise, matching
dual camera images could be inaccurate, causing ambiguities
in the depth map and hence contaminating the corresponding
point cloud with outliers, voids, and spatial noise [37].

Consequently, cloud point meshing might fail to produce
acceptable result. However, if excessive regularization was
used, the reconstructed mesh might lack some crucial details,
or had incorrect geometry. To address this issue, i.e., preserv-
ing their feature while denoising, a statistical-based structural
adaptive filter [38] was applied to the extracted points. Sup-
posed that local distribution of this point cloud was Gaussian,
an outlier would be removed, if it lied outside this distribu-
tion. Let p be a point in the cloud. Then, an average distance
to its N nearest neighbors was computed by Eq. (5).

d (p) =
(
1
/
N
)∑

q∈�N (p)
‖p− q‖ (5)

FIGURE 7. An example of a depth image (a), from which the point cloud
was extracted (b). It can be seen that lens distortion and noise are mostly
regulated, but there remain outliers and some regions with undefined
depth.

Let µ and σ be mean and standard deviation, respectively,
of d over all points. Then, a point would be considered outlier,
unless an average distance to its N nearest neighbors was
within a specified threshold. In other words, given an original
cloud, Po, then its smoothed version, P, is defined in Eq. (6).

P = {p ∈ Po|d (p) ≤ µ+ t · σ } (6)

where t was an empirical threshold. In this study, N and t
were set to 4 and 1.0, respectively. Since the threshold, t , was
specified, based on the statistics of distances, this filter was
thus robust and adaptive to sparse points and gross outliers.

C. DEPTH INFERENCE FROM AN RGB IMAGE
Depth estimation from images is a fundamental task in com-
puter vision and many other applications, e.g., SLAM, navi-
gation, object identification, and semantic segmentation, etc.
Particularly, the task is a vital step toward inferring geomet-
rical properties of an underlying scene.

However, since depth acquired from a stereo camera relies
on establishing the correspondence between images, by using
Epipolar geometry, the quality of the extracted cloud points
thus greatly depends on the surface properties, its continu-
ity, its texture pattern and repetitions, and lighting environ-
ment. These factors are known to contribute to erroneous
3D reconstruction, such as voids, ambiguity, and impaired or
missing features, etc. we anticipated that, these errors could
be alleviated, by coalescing with much regularized depths,
by other interpretation, e.g., visual cue. One of the main
contributions of this study is, therefore, reconstruction by
fusion. To this end, the second set of point cloud being fused
was inferred from anRGB image by using CNN.Unlike those
previously extracted from an infrared camera, in this section,
depth values were estimated from a natural light image.

Motivated by a self-supervised method proposed by
Godard et al. [39], where depth map was estimated by a
combination of network architectures. The method predicted
depth using a fully connected U-Net and poses between
image pair using a pose network, with ResNet-18 as encoder.
Moreover, the weights were initialized by pre-trained
ImageNet.
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FIGURE 8. Modified ResNet-50 architecture [39], for depth estimation, where fully connected layer was replaced by up-sampling blocks.

In this study, the modified ResNet-50 [39], shown
in Figure 8, was adopted. The network was trained with
RGB and corresponding depth images, as input and target,
respectively. Imaging data, all of size 304 × 228 pixels,
were obtained from the KITTI dataset [40]. The network was
configured with 22 layers, using 32 batch size, 0.0002 learn-
ing rate (LR), and 30 epochs. During training, appearance-
based loss function was used. Furthermore, we introduced
a modified minimum re-projection loss, calculated per each
pixel, and eigen splits were used to estimate the final depth
map. Some examples of the estimations by our method were
illustrated in Figure 9.

FIGURE 9. Four examples (a-d) of RGB images (top), and the respective
ground truth (middle) and estimated depth images (bottom). It is notable
that these estimates correspond to ground plane perception, vanishing
point, and relative size of objects in the scene, etc.

Similar to the previous subsection, a resultant depth map
was converted into a dense point cloud. The next subsection
describes in detail, how to fuse this point cloud, as estimated

by the modified ResNet-50, with that acquired by an infrared
camera, by taking an information-theoretic approach.

D. POINT CLOUD FUSION
It has been well accepted that fusion of geometrical data
from different sensors can help enhancing the quality of
3D model reconstruction, over that obtained by only one
sensor alone. Missing information in one dataset, can be
completed or implied by that present in another. Therefore,
in order to ensure valid reciprocal, a dense correspondence
between source and target clouds must be established. One of
the most effective methods, often employed in the literature
is iterative closest point (ICP), whose basic algorithm and
proposed modifications are presented below.

It is worth mentioned here that, ICP was usually applied
to align dynamic objects. But in the presented case, it was
assumed that no movement existed between the extracted
and estimated cloud points. Nevertheless, they appearance
did differ, due to complementary interpretation of depths, i.e.,
based on Epipolar geometry and visual cue learnt by a CNN,
respectively. Not only did voids occur in one set and not in the
other, but their geometrical features might also not coincide.
These called for a special treatment on their similarity metric,
as proposed herewith.

1) ICP FUNDAMENTALS
ICP algorithm is invaluable for reconstructing an object from
multiple surfaces, aligning an anatomical model to a patient
specific scan, localizing a moving robot, and optimizing its
path planning (particularly, when an equipped wheel odom-
etry is unreliable due to slippery terrain), among other appli-
cations. Basically, ICP tries to find the best transformation
that sends a given source point to its closest (or the most
possible match) target point, so that overall difference, with
respect to some measure, between these point sets is mini-
mized. Nonetheless, depending on an initial orientation and
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FIGURE 10. Given source (Q) and target (P) points (a), ICP tries to
establish the closest pairs (dashed lines) (b) and iteratively (t→ t+1) find
the transformation that best matches them (c).

TABLE 1. Basic iterative closest point algorithm [29].

capture range, these matched pairs may not all be exact cor-
respondences, hence the transformations may not be unique
at first. So, ICP repeats this process, where correspondences
are iteratively updated until converges. Figure 10 displayed a
diagram of a conventional ICP procedure [29], and Table 1,
describes its algorithm.

Conventional ICP is effective, but it remains inefficient.
Its convergence rate is low, especially for a pair of cloud
points, whose resolutions were higher. Therefore, as another
contribution, this paper also proposed a modified ICP, based
on cross-entropy and called it CEICP.

2) CROSS-ENTROPY ICP (CEICP)
In a typical registration, ICP tries to align multiple point sets,
with respect to a distance measure. However, such measure
is generally sensitive, resulting in ICP performing poorly,
when either dataset contains a significant number of outliers
or has higher noise floor [41]. These are especially the case
in photogrammetry, where depths are evaluated, rather than
fathomed directly on an object surface. In addition, point
clouds involved in this study, although were of the same
scene, but acquired from two imaging modalities, with dif-
ferent not only precision but also interpretation of depths,

i.e., by correlating projected light patterns and by deep learn-
ing from visual cue. Therefore, their appearances differed and
determining their similarity by mutual information is much
pertinent than by spatial difference.

The proposed CEICP aims at finding the correct corre-
spondence between two sets of cloud points. In other words,
it was the one that gave the most appropriate probability
distributions of random variables, drawn from these sets.
By definition, cross-entropy (CE) between distributions P
and Q of the same underlying event (i.e., 3D scene) measures
the average number of data unit (or bits) required to uniquely
identify a co-existing event (p, q), where p ∈ P, and q ∈ Q.
Suppose that Q was an estimated probability distribution of
the true distribution, P. At each iteration, an index mapping
between a point, p, to its nearest one, q, based on the current
rigid transformation, was determined. Then, a new transfor-
mation that sent all points in P to their closest ones in Q,
with the least errors, was computed. Similar to basic ICP,
the process was repeated, but while maximizing CE, until
convergence. The cross-entropy of the distributionQ, relative
to the distribution P, over the a given sample space, H (P, Q)
is expressed in Eq. (7).

H (P,Q) = EPQ
[
− log f (p, q)

]
(7)

where EPQ [·] is an expected value operator, with respect to
the joint probability of both distributions.

The above definition may be formulated using Kullback-
Leibler divergence [42], DKL (Q|P), of Q from P, which is
also known as the relative entropy ofQwith respect to P, i.e.,

H (P,Q) = H (Q)+ DKL (Q|P) (8)

In Eq. (8), H (Q) is the entropy of Q.
For probability distributions, P and Q, defined on the

same support, X , relative entropy DKL can be constructed
by measuring extra information, required to encode samples
from P using a code optimized for Q. Since X was a surface
embedded on R3, the information was projected onto its L2

norm. In addition, since H (Q) was constant during ICP,
then maximizing Eq. (8) is equivalent to maximizing the
information, I , as defined in Eq. (9).

I = −
∑

i
f
(∥∥pj − qi∥∥) log f (∥∥pj − qi∥∥) (9)

It is clear that Eq. (9) was maximized when both P and Q
were perfectly aligned. In addition, Figure 11 demonstrates
example evaluations of Eq. (9), as CEICP proceeded.
However, finding for qj, the best correspondence (i, j) that

maximizes I was computationally expensive. Each respective
information was thus implied via wij in TABLE 1, instead.
Let P and Q be the input point clouds, obtained from an
infrared depth image, and inferred by ResNet-50 from a
photograph of the same scene, respectively. We then sought
for a transformation, T = R| t, that satisfied the best corre-
spondence between these point sets. Firstly, for every point qi
in Q, find the nearest point pj in P, with respect to their
Euclidean distance, dij, given in Eq. (10).

dij =
∥∥pj − qi

∥∥ (10)
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FIGURE 11. As probability distributions of L2 norm between pairs (i, j)
(bars) and their Gaussian fitted curves (lines) got sharper (a), during the
course of CEICP, i.e., at iterations 2, 8 and 16, the relative entropy
delegate I also increased, as illustrated by a few selected point pairs,
i.e., 10, 4 000, and 32 000 (b), hence driving weights wij to the correct
alignment.

For a pair xij ∈ X compute its CE, H (p, q), by using
Eq. (8) and (9). Then, if the distance dij was more than a
predefined threshold, Td, the pair may be an outlier, and hence
was discarded from the support, X . Subsequently, for each of
remaining pairs (i, j), its contribution to the alignment was
given by the information weight, wij, expressed in Eq. (11).

wij = −f
(
dij
)
log f

(
dij
)

(11)

where f was the Gaussian distribution of d , computed at
each iteration. Given this correspondence, X , the rotation (R)
and translation (t) matrixes that transformed P to Q, was
determined by using singular value decomposition (SVD).
To this end, the centroids of P and Q were computed, taking
into account only points supported by X , and expressed as cp
and cq, respectively. Then, both point clouds were translated
following Eq. (12), so that their respective centroids coincide
with the origin, and denoted as P′ and Q′, respectively.

cp =
1
Nj

∑
j
pjcq =

1
Ni

∑
i
qi (12)

Next, the covariance matrix, weighted by W, was evalu-
ated, and decomposed by using SVD, as per Eq. (13) and (14).

W = diag[wij] (13)

P′WQ′T = U3VT (14)

Finally, the matrixes R and t, which best moved Q to Q∗,
closest to P, were given by Eq. (15) and (16), respectively.

R = VUT (15)

t = cp − Rcq (16)

At each iteration, the error of a resultant transformation, T,
i.e., E (R, t), was given by Eq. (17).

E (R, t) =
∑

(i,j)∈X
wij
∥∥pj− (Rqi + t)

∥∥ (17)

It was expressed as the weighted distances between P and
Q∗. CEICP repeated these steps, until the required accuracy

was met, convergence, or the iterations reached a maximum
number (tMAX). Once completed, both Q∗ and P, were then
merged into a single point cloud. An example of CEICP result
and the corresponding fusion is illustrated in Figure 12.

FIGURE 12. Fusion between point clouds, extracted from a depth image
and estimated by modified ResNet-50, demonstrating cases when they
were complementary and when their holes coincided.

E. SURFACE RECONSTRUCTION
This section describes the detailed implementation of BPA
based surface reconstruction. Given fused points cloud from
the previous step, a 3D TIN of a scene was created.

1) BALL PIVOTING ALGORITHM
The technique, proposed byBernardini et al. [30], modeled an
α-shape as a rolling ball. It was based on an assumption that
if a sampled dataset P is sufficiently dense, then a sphere of a
specified radius cannot traverse through it without colliding
with one or more points within. Therefore, BPA begins with
mounting initial three points with a ball. This ball then pivots
while maintaining its contacts with two of these points until
it contacts another. This step is shown in Figure 13.

FIGURE 13. The diagram of BPA, adapted from [25], illustrating a sphere
pivoting from a triangle τijo as it hits a point pk (a) and the corresponding
side view (X-Y) (b) and top view (Z-X) (c).

BPA was initialized by a seed triangle, chosen within the
point cloud. Specifically, it is defined by a selected point and
its two nearest neighbors. Provided the triangle τijo consisting
of vertices, pi, pj, and po, a ball of radius r was pivoting on
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the edge (pi, pj), which lied on the z-axis. Before proceeding,
the sphere was checked, whether it enclosed another point
in the cloud, otherwise a new triangle was chosen. The local
coordinate, depicted in Figure 13, is specified such that the
midpoint of this edge (m) is at the origin. Initially, this r-ball
intersected the (x-y) plane at the circle sijo, centered at cijo.
While pivoting on the edge (pi, pj), the ball center moved

along the trajectory γ , i.e., around m with radius ‖cijo – m‖.
When the ball discovered a new point, pk, it intersected the
(x-y) plane at the new circle, sk, and its center now moved to
ck. Orientation of the new intersection line fromm to pk, and
hence the newly found triangle (pi, pj, pk) were defined by nk.
This process was repeated, by pivoting on an unvisited edge,
until all points were exhaustively traversed. The resultant
mesh then approximated the underlying 3D surface.

This algorithm was very efficient because it required linear
time and storage [43]. However, its challenges were deter-
mining appropriately the ball radius or handling point clouds,
more sparsely sampled than one, and also those containing
excessive voids. Nonetheless, the latter issues were already
remedied by the proposed multimodal fusion strategy.

IV. RESULTS AND DISCUSSION
This section presents and discusses the experimental surface
reconstructions of selected scenes by using the proposed
method. It is divided by key processes into four subsections,
namely, camera calibration, depth estimation by deep learn-
ing, cloud point fusion, and finally surface reconstruction.
In particular, since fusion based on cross-entropy is the contri-
bution of this paper, it was benchmarked against not only the
baseline algorithm, but also various state-of-the-art methods.

In these experiments, MATLABTM v.2020a was used to
implement camera calibration, depth estimation, point clouds
extraction, their noise reduction, and fusion of the same.
The surface reconstruction was written in Python v3.10. All
codes were executed on a Windows R© PC equipped with an
Intel R© CoreTM i7-7700HQ CPU 2.81GHz, and 8 GB RAM.

A. CAMERA CALIBRATION
To evaluate the performance of this process, two experiments,
assessing its robustness against noise when recovering cam-
era parameters, were carried out. Gaussian noises of zero
mean and 0–1.0 standard deviations were added to the cali-
bration image at different orientations and views, in turn. The
recovered intrinsic and extrinsic parameters were reported in
TABLES 2 and 3, respectively. In the former, fx and fy were
the focal length in respective axes, (u0, v0) was lens center,
and k1 and k2 were lens radial distortion in mm−2, mm−4,
respectively. In the later, tx, ty, and tz were the translations,
while rx, ry, and rz, were the rotations, in respective axes.
For most recovered intrinsic parameters, the values were

well within±0.5% errors, except for radial distortions, which
were quite sensitive, and exhibited large errors (bold red), at
higher noise levels. However, errors of the extrinsic parame-
ters were bound by ±5%, throughout the range of noise lev-
els. These suggest that noise level should be kept below 0.5.

TABLE 2. Recovered camera intrinsic parameters.

TABLE 3. Recovered camera extrinsic parameters.

B. DEPTH ESTIMATION
Compared to the actual measures reported in KITTI indoor
dataset [40], the errors of depth estimated by the proposed
CNN, based on the modified ResNet-50 [39], are reported for
each scene in Figure 14. Root-mean-square error (RMSE)
and mean absolute relative error (REL) in percent, for the
scenes 1, 2 and 3, were 6.328, 7.944, and 5.647, and 0.206,
0.361, and 0.161, respectively. On average, RMSE of the
estimates were 6.640 ± 0.963. However, RLE of 0.243 ±
0.086 indicated that, despite favorable homogeneity, its accu-
racy was inferior to that acquired directly from depth image.

FIGURE 14. Errors of the estimated depth by ResNet-50 from 3 scenes.
Despite consistently low errors, they were inferior to direct extraction.

C. CROSS-ENTROPY POINT CLOUD FUSION
It is evident from the previous result that the depth informa-
tion learned and estimated by ResNet-50 was reliable but not
highly accurate. Therefore, in this study, it was complemen-
tary to that extracted from the infrared scan, via fusion.
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To evaluate the proposed CEICP fusion, it was compared
against existing works, i.e., basic ICP [29], picky ICP (PICP)
[44], RICP [45], multi-resolution ICP (MRICP) [46], frac-
tional ICP (FICP) [47], hue ICP (HICP) [48]. These methods
were benchmarked on RGB-D dataset, obtained from KITTI.
This dataset consisted of three scenes, each containing 100
frames, taken by Velodyne HDL-64E depth and FL2-14S3C-
C color cameras. The error metric presented in TABLE 4
is average Hausdorff distance, yielded by each method for
the examined scenes. It is evident that, the proposed CEICP
outperformed its counterparts andmostly on par withMRICP.

TABLE 4. Average hausdorff distances given by different methods.

Furthermore, the convergence of the proposed fusion was
compared with those of its counterparts in Figure 15. Plot-
ted in this graph are PICP and MRICP which, respectively,
exploited hierarchical point selection and KD-tree search to
accelerate registration over a conventional ICP. Visual exam-
ples of the missing data being completed by the proposed
fusion are illustrated in Figure 16.

FIGURE 15. Convergence behavior of the proposed CEICP of a selected
scene, compared to some existing methods, i.e., MRICP, PICP and ICP. It is
notable that the proposed method outperformed these techniques.

D. SURFACE RECONSTRUCTION
This subsection reports the result of surface reconstruction by
BPA. in Figure 17 illustrates surfaces, reconstructed from a
point cloud prior to fusion, at varying ball radii, i.e., relative
to its average distance to a nearest neighbor. It is evident that
there remained several holes in these surfaces, even with the
radius as large as rD+2σD. However, after multimodal fusion,
they were significantly reduced, as shown in Figure 18.

FIGURE 16. Two examples of missing data being successfully completed.
Also note some remaining holes, even after the fusion.

FIGURE 17. 3D TIN reconstructed with varying radii, where rD and σD are
mean and standard deviation of distance to a nearest neighbor.

E. DISCUSSION
The abovementioned results may be discussed as follow.
As the first step, more realistic calibration could resolve
visual distortion, normally presented in a reconstruction
based on a simple pinhole camera model. Otherwise, straight
lines in an acquired image (and subsequent reconstructed
objects) may appear distorted, and even more so as they were
further away from the lens center. Furthermore, missing data
due to imperfect lighting, noise, and outliers in the point
cloud, extracted from an infrared depth map were remedied,
by statistical filter and by fusing it with that estimated by
deep learning from the RGB image, captured from the same
scene.

Because they were obtained from different modalities,
to ensure correct correspondence, CEICP was proposed to
register both point clouds, prior to fusion. The respective
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FIGURE 18. Comparison between 3D TINs reconstructed from the point cloud, before (top) and after (bottom) CEICP fusion. The ball radii were varied
from rF to rF + σD, where rF and σD are mean and standard deviation of distance to a nearest neighbor in the fused point cloud.

evaluations demonstrated that it outperformed state-of-the-
arts. In particular, the proposed CEICP gave much accurate
correspondence, and with faster convergence. This is due to
that in this case, the information similarity was much perti-
nent than the distance one. Nonetheless, due to local minima
of the entropy function, both datasets had to not much differ
and be mostly aligned, to start with. Fortunately, this was the
case in our setting, thanks to the camera configuration, and
DL from the corresponding image. However, it is worth noted
that there remained some missing data even after fusion due
to coinciding voids in both datasets.

It has been well accepted that reconstruction from either of
the modalities alone is insufficient. Another approach similar
to ours was recently taken in [49]. They proposed an archi-
tecture, which combined monocular and stereo depth images,
to refine the disparity map. The former was reconstructed by
a modified VGG-16, as an autoencoder. The resultant bilinear
unification was then refined by a minimum spanning tree
(MST). Unlike our work, fusion was performed, based on
semantic prior of the scene. Therefore, empirical weights for
known object classes and their distance are required, which
make it less generalizable. Alternatively, fusion directly
between point clouds with different proposals, was also con-
sidered [50]. Firstly, the pointwise and voxel-wise features
were extracted from a given point cloud. The correspond-
ing voxel dense (VDS) and point spare (PSS) proposals,
were merged. Secondly, semantic features were extracted
from both VDS and PSS proposals and joined by proposal-
aware fusion. Regression refinement was finally performed
by proposal classification and regression. Although fusion
was done directly on the point cloud, it was derived from the

information available only in a single modality. Moreover,
deep region of interest (ROI) fusion implied labeling of
objects in the scene, which, unlike our work, makes it unsuit-
able for scenes with inseparable surfaces.

Lastly, provided the fused point cloud, the BPA was used
to reconstruct the final surface of the scene. It is evident
that after CEICP fusion, there were much less visible holes,
when the ball radii were no less than rF + σD, whilst those
from a single cloud still exhibited strong evidence of missing
data. It is also worth noted that, although a larger ball could
eventually remove those defects, it may as well induce detail
loss.

Albeit the experiments being carried out on public dataset
of an indoor scene, for benchmarking purpose, they were
without loss of generalization ability. That being said, analyt-
ical insights could very well benefit from that on much com-
plex scenes, or with a moving camera, had their ground-truth
measurements and peers’ results been available.

V. CONCLUSION AND FUTURE WORKS
This paper presents a novel method for surface reconstruction
of a scene by means of entropy-based cloud point fusion. Its
main contributions were two folds. Firstly, a complementary
depth mapwas synthesized from a 2DRGB image by a super-
vised CNN. The model exploited the visual cue learned from
the training data, e.g., ground plane perception, vanishing
point, and relative size of objects in the scene, etc. Accord-
ingly, the point cloud, inferred from this map, although was
less precise, smoothly distributed. Therefore, it was able to
complete most voids, while trouncing outliers, present in
the other. Secondly, to align these point clouds, rapidly and
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accurately, the CEICP method has been proposed. Both
numerical and visual assessments reported herein demon-
strated that the proposed scheme outperformed other related
works, based on a public benchmarking dataset.

It is anticipated that it can be as well applied to recon-
struction of remotely sensed scenes, such as those by satel-
lite imagery and aerial photography, and anatomical objects,
acquired by medical tomographic imaging. Other prospective
research directions worth considered are data fusion with
and deep learning of other entities than point, such as voxel
intensities and fiducial markers. In addition, treatments of
their geometrical properties, e.g., feature preserving mesh
filtering techniques, inhomogeneous distribution, and sparse
data acquisition, etc., remain to be thoroughly investigated in
future.
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