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ABSTRACT Generalized image understanding of natural outdoor images is fundamentally a bottom-up
approach guided by the data and information received from the digital input images. The importance
of intermediate image representation that aids generalized image understanding, inspired the proposed a
unified approach for providing a new meaningful and objective representation of a given outdoor scene.
The proposed unified framework provides a novel set of string and semantic codes, based on inferential
statistical data obtained from segments characterization and blocks characterization of natural outdoor
images. The framework acts as an analytical tool that can categorize the input images into four types based
on the inferential statistical representation - 1) Object-based image, 2) Heterogeneous color based texture
image, 3) Homogeneous color based texture image, 4) Pure toned image. The proposed string and semantic
code characterization is also rotation and scale variant. Such a representation is simple, unsupervised,
computationally inexpensive and also places minimal demand on the storage. Later for a higher-level
image analysis and understanding the proposed unified approach can provide focused interaction between
the above intermediate representation and domain scene knowledge for object detection, classification,
or recognition.

INDEX TERMS Image segmentation, texture characterization, image analysis, image representation, image
blocks, string code.

I. INTRODUCTION
Computer vision and recognition systems need sufficient
flexibility for processing the uncertainties coming from any
of the low levels of image processing such as image segmen-
tation, and also should be able to retain as much information
as possible at each level. An abundance of various automated
and semi-automated techniques can be found in literature,
that cater to great variety of image analysis and image under-
standing applications. From the survey, it is evident that in
spite of abundance in segmentation algorithms, not a single
algorithm can segment all images to a satisfactory level,
especially in cases of natural outdoor scenes having large
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variation in color-texture mix. Till date natural outdoor
images is still an open research problem [1]–[8]. Sophis-
ticated/complex algorithms prove to be useful for highly
textured images, but at the same time poses to be an over-
kill for simple tonal/color images. Semantic segmentation or
automated image segmentation is performed mostly using
modern deep learning techniques based on representation
learning [9], [10]. Image representation has been captured
as one of main facets in Multi Faceted Image Segmentation
Taxonomy [11], in which the authors have also mentioned
some of the recent contributions regarding this. Good quality
of image representation is good alternative to region detectors
as rich metadata. There is a need of a unified approach
combining the efforts of low-level segmentation and mid-
level characterization process, for compiling rich and quality
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FIGURE 1. MFHIST based organization of related research work.

metadata that can build appropriate knowledge representa-
tion about the image for further assisting high level image
understanding. By doing so, one can avoid making a crisp bad
segmentation at an earlier stage, and rather pass the knowl-
edge gathered, through the higher processing levels. For this
purpose, the authors propose to build a unified framework for
unsupervised segmentation and characterization for natural
outdoor images. A blind clustering based machine learning
segmentation approach may lead to meaningless segments,
mostly in case of natural outdoor images. A multi-step learn-
ing approach is expected to give effective and meaningful
segments.

One such unified approach can be generating and
compiling useful metadata for images to be segmented.
The framework proposes image types as one of the
useful metadata, based on statistical analysis of color-
texture variations. The paper is arranged in the follow-
ing manner: Section II discusses the related research work.
Section III provides proposed framework and its components.
Section IV and Section V focuses on the Segmentation and
Block approaches with metadata representations respectively.
Section VI demonstrates the texture characterization of seg-
ments and blocks generated from the image. Section VII

demonstrates the results and observations obtained from the
framework. Section VIII summarizes and concludes with
future work.

II. RELATED WORK
The proposed methodology is designed keeping various high
level characteristics of image - types of image such as
textured/tonal, image segmentation and image representation.
The proposed framework represents an outdoor scene rep-
resentation primarily based on color texture segmentation.
The approach is generalized using hand crafted features and
follows bottom up approach, ie data driven.

The appropriate visual and non-visual image represen-
tations still remains an open challenge. The image rep-
resentations is one of the fundamental building block for
image understanding in computer vision applications. Recent
trends show a shift from directly using the standard con-
ventional hand featured representations towards learning rep-
resentations automatically from training data, using Deep
convolutional neural networks [10]for high level seman-
tic segmentation. The authors in [10] use Fully Convolu-
tional Networks with supervised pre-training model, which
trains on specific categories dataset, require thousands of
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FIGURE 2. Framework for natural scene representation.

training images. The model fine tunes and extends classifi-
cation nets to segmentation task. The representations used
in [12] has single-scale and multi-scale configurations for
object segmentation and further object recognition. The rep-
resentation used in this paper is Ultrametric Contour Map
(UCM). Bag-of-visual-word representation is in recent use
for CBIR and image annotation as mentioned in [13]. The
authors in [14] and [15] use joint color texture representation
called Hybrid Color Local Binary Patterns (HCLBP) and
four supervised machine learning classification algorithms
for texture analysis and texture classification. Some of the
very recent work in this problem area is [16] based on deep
learning.

The Figure 1 depicts the comparison of the above men-
tioned state of art related works using theMulti-Faceted Hier-
archical Image Segmentation Taxonomy (MFHIST) [11].
This will help in proper categorization and comparative study
of the algorithms depending on the six facets presented in
hierarchical manner - scope, requirement, control, feature,
image representation and approach specifications.

The proposed framework is lightweight, generalized, unsu-
pervised computationally inexpensive method of knowledge
representation for any given color texture outdoor scene
image. While present trend is using deep learning techniques,
which may not be apt for image representation of any out-
door scene. Outdoor scenes are heterogeneous and have high
variation, this may demand in huge volume of training set.
The authors have come up with unified framework of rep-
resentation of both textured and tonal images. The details
of the proposed methodology is put forward in the next
section.

III. PROPOSED FRAMEWORK AND ITS COMPONENTS
A framework is often a structure indicating the interrelation
between its components. The framework usually supports a
specific objective, and serves as a guide to make use of the
components as required and applicable from case to case.
The authors have developed a conceptual framework, which
acts as an analytical tool for color-texture image segmentation
and image characterization, which can work with several
tonal-texture variations present in natural outdoor images.
A schematic diagram of the framework has been presented
in Figure 2 for a BSD image - 100075.jpg referred from
dataset [17].

The proposed framework makes an attempt to achieve low
andmid level image analysis goals under one umbrella having
two components:
1 Segmentation approach: Color-Texture Image Segmen-

tation and Segments Characterization. Image Type
metadata is also the by-product

2 Block approach: Block Generation and Blocks
Characterization

The paper adapts the methodology for the color-texture
image segmentation from [18]. The methodology for texture
characterization of outdoor natural images has been adapted
from [19]. Both the above mentioned methodologies will be
discussed in brief in forthcoming sections III and IV respec-
tively for the sake of readers continuity. This paper proposes
the two major output of the framework - segment characteri-
zation and block characterization as novel intermediate image
representation for natural outdoor images. More advanced
methodologies can then be applied, for higher level analysis
in future.
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FIGURE 3. Flowchart of OP-HCS iterative segmentation generating
metadata.

Segmentation approach has two sub-components in
sequence - unsupervised segmentation and generation of
texture characterization codes. The block approach will go
through block generation and then generation of texture char-
acterization codes. The output of the framework, thus is a
collection of string and semantic codes and is referred as the
image representation.

IV. SEGMENTATION APPROACH AND
METADATA GENERATION
A natural outdoor image when given as an input to the
framework, is 1) segmented into objects or regions, which
can be further processed for 2) texture characterization.
The authors adapt the segmentation methodology proposed
in [18], a region based segmentation technique to divide the
image into separate regions based on color-texture homo-
geneity. Figure 3 depicts the flowchart of OP-HCS Itera-
tive Segmentation generating Metadata. The discriminative
features of this segmentation include adaptive feature vector
representation (AFVR), iterative K-means based on cluster
similarity test on histogram and two sample K-S Statistic

FIGURE 4. Quantitative cluster similarity assessment (Dark Red colored
region marks overlap) (a) Non-overlapping supports, KS Statistic=0.9918
(b) Overlapping supports, KS Statistic=0.5047.

test is shown in the flowchart. The quantitative cluster sim-
ilarity assessment between local color-texture distributions is
evaluated only for the clusters whose tensor responses have
non-overlapping support using the two sample Kolmogorov-
Smirnov (KS Test) metric. When the clusters have different
feature characteristics, they have non-overlapping support
and the test statistic difference is near to one as shown in
Figure 4 a), KS Statistic =0.9918. With KS Statistic greater
than 75 percent, the region is labelled with toned region. This
segmentation associates with metadata generated with each
segmented region as toned or textured based on the sequence
of K Statistics, stopping criteria used while segmentation
process. Textured segments haveKS Statistic near or less than
0.5 value as shown in Figure 4 b). It is not considered as a
good candidate for further segmentation as they are found
similar in color and texture. This condition stops further
processing of K-means (max 15 times allowed), which makes
the segmentation process adaptive. The iterative clustering
is based on Orthogonal Polynomial(of order 3 - OP3 or
order 5 - OP5) and Hybrid Color Space feature space (as men-
tioned in [18]) has been referred in this paper as OP-HCS and
is discussed in next paragraph. The flowchart for OP-HCS
iterative segmentation generates image region type metadata
as textured/tonal. Hybrid Color Space selection is based on
multiple color spaces such as L*a*b*, HSV, CMYK. The
input image is in RGB color space which does not corre-
spond to human sensor topology as humans do not perceive
color as a combination of tri-stimulus values. The motiva-
tion behind proposing the hybrid color space has couple of
aspects – color purity and color space with highest number of
dimensions. The color purity is obtained from chrominance
dominant color components of perceptual spaces L*a*b* and
HSV. The four chromatic components used are – a*,b*, hue
H and saturation S. CMYK, a subtractive color space is
the only color space represented in four higher dimensions.
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The method considered for conversion from RGB to CMYK
is a non-linear process unlike the conventional simpler ver-
sion of conversion.

Some of the orthogonal polynomial operators resemble
edge operators. All possible contrasting filters are adapted
through OP. No prior knowledge about number of clusters
is known, hence an intelligent stopping criteria is employed
based on Kolmogrov-Smirnov Test (KS-Test), region size
(less than or equal to 20 percent) and number of clusters
(eg 15) as threshold. The experimental setup and parame-
ters for segmentation are taken from the paper [18]. These
parameters balances the segmentation under-segmentation
and over-segmentation.

The proposed segmentation methodology has been com-
pared to eleven state of art segmentation techniques using
four performance metrics - Probability Rand Index(higher
the better), Border Displacement Error (BDE), Variation of
Information (VoI), Global Consistency Error (GCE) - all
three, the lower value the better. The dataset used for com-
parison is BSD Dataset consisting of 300 outdoor natural
scenes [17]. The comparison graph is shown in the following
Figure 5. Abbreviations of the methods mentioned in the
graph can be elaborated as follows: MDS-Multi-Dimensional
Scaling, CTM - Compression based Texture Merging,
NTP - Normalized Tree Partitioning, GBIS - Graph Based
Image Segmentation, SC - Spectral Clustering, GBMS -
Gaussian Blurring Mean Shift, NCuts - Normalized Cuts,
JND - Just Noticeable Difference histogram, DCM- Dirichlet
Compound Multinomial distribution, HMC - Hierarchical
graph-based Markovian Clustering, MIS - Modal Image Seg-
mentation. The proposed OP3-HCS is ranked fifth for PRI
and BDEmetrics as shown in Figure 5(a) and (b) respectively.
OP3-HCS ranked third for VoI and eighth for GCE metric as
shown in Figure 5(c) and (d) respectively. For details about
each of the abovementioned eleven segmentationmethodolo-
gies, readers area advised to refer [20]. Metrics are designed
to elicit the information of subjective nature. The proposed
method has not ranked the best as it has many objectives apart
from segmentation, such as identifying the tonal and highly
textured images and their representation at a later stage.

A. REGION DESCRIPTIVE STATISTICAL METADATA
Each region obtained after post processing is also associated
with set of statistical metadata. The region information basi-
cally consists of descriptive statistics - first order statistics
(mean intensity) and second order statistics (GLCM proper-
ties). Gray level co-occurrence matrix mentioned by ([22]),
is one of the early methods used for global description of
textural images. Once GLCM is created, several statistics
about the texture of the image is computed such as contrast,
homogeneity, energy, correlation, and mean intensity. A win-
dow size of 11×11 has been considered on grayscale intensity
values of the image for GLCM computation. These measures
serve as a metadata for the regions produced after object
segmentation and region merge. and is illustrated in Figure 6.

Once GLCM is created, one can derive several statistics
about the texture of the image. The statistics considered are
listed below. a) Contrast: gives a measure of the intensity dif-
ference computed between any pixel and its neighbor consid-
ered over the image as a whole or segmented region. Contrast
is zero for a tonal image, with constant intensity values.
b) Correlation: gives a measure as how a pixel is correlated to
its neighbor over the image. Correlation value is 1 or −1 for
a fully positively or negatively correlated image and is ‘Not
a Number’ for a tonal image with constant intensity values.
c) Energy: gives the sum of squared elements in the GLCM.
Energy value is 1 for a single colored image. d) Homogeneity:
gives a value that measures the closeness of the distribution of
elements in the GLCM to the diagonal GLCM. Homogeneity
measures one for a diagonal GLCM.

GLCM has its basic limitation of capturing textural infor-
mation from only grey-scale images across different orien-
tations. To perform textural knowledge representation for a
color image and its regions, the paper proposes 2-way and
3-way Anova to capture the local variability of color informa-
tion as well. This is taken up in the Section V - color image
texture characterization based on simple perceptual variations
in row, column or diagonal specific.

This is taken up in the Section V - color image texture
characterization based on simple perceptual variations in row,
column or diagonal specific.

B. IMAGE TYPES AS METADATA
Let us digress briefly, and discuss difficulty in segmenting
natural outdoor images before proceeding further with iter-
ative region splitting procedure. The natural image object
segmentation pose to be quite challenging due to the intrinsic
characteristics found in the images in terms of various ratio
of color and texture mix. The image contains a single object
or many different objects which can vary from being tonal
to complex color-textured as illustrated in Figure 7. In tonal
images, the presence of single object or multiple objects are
very prominent due to certain factors such as large object
size, the presence of salient contrast in color (as can be
seen in Figure 7a)) or color-texture variation (as seen in
Figure 7b,c). This makes the object detection demonstrable
to certain extent.

The poorly performed segmented images usually consist
of homogeneous color based textured images, as camouflage
makes it difficult to segment the object in totality as shown in
Figure 8(b,e). Segmentation also becomes difficult in case of
heterogeneous color based texture as shown in Figure 8(c,f),
where perceptual grouping becomes a challenge when seg-
mented, and outputs large number of meaningless regions.
A pure toned image also needs to be identified before going
for segmentation process. Such type of images is single
coloured, which cannot be segmented into objects as shown
in Figure 8(a,d).
The BSD dataset is meant for object segmentation in

images catering to outdoor natural scenes as mentioned
by [22]. The unsupervised algorithm is tested on the BSD
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FIGURE 5. Comparative study of proposed OP3-HCS with other methods [20].

FIGURE 6. Region metadata based on descriptive statistics: First order statistics - Mean of gray scale
intensity, second order statistics - 4 GLCM measures for 11× 11 sub-region.

for quantitative evaluation and comparisons. The authors do
not want to limit the work to only BSD, and aim to cater
to an overall variations of color-texture present in the nature

irrespective of whether an object is present or not. Hence this
paper has considered various other datasets such as Vistex
textured images, Corel categorical (food, building) images,
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FIGURE 7. Natural images for object segmentation.

Prague (mosaic textured images) and found the difficult seg-
mentation scenarios. Some border cases have also been tested
such as pure toned colors. Researchers deploying segmen-
tation techniques mostly assume the image to have objects.
Sometimes meaningless pseudo segments are obtained when
the technique fails in perceptual grouping. One can overcome,
such type of failures by setting some informative flags to
the image as metadata, whether to subject it to segmenta-
tion or not. For this purpose, the authors have developed a
schematic methodology to categorize the images into types,
which serves the purpose of imagemetadata as well. In all, the
paper has identified four types of images. The OP-HCS seg-
mentation algorithm implements in identifying such images
which are as follows.

1) Type-1: Object-based Image: Image can be segmented
into meaningful objects with prominent color-texture
variations.

2) Type-2: Heterogeneous color based texture Image:
Image can be segmented into large number of small
regions, where perceptual grouping is a challenge.

3) Type-3: Homogeneous color based texture Image:
Image is not having many color variations. If there is
any object present, it poses a camouflage problem with
the similar shaded background.

4) Type-4: Pure toned Image: Single coloured image,
which cannot be segmented into objects.

Out of the four image types listed above, segmentation is
not possible for three image types except the objects-based
image type. OP-HCS segmentation methodology is able to
find the object (snake) from similar shaded homogeneous
color based texture image 196073.jpg (Figure 8(b)). Once
it is able to extract a prominent region, it labels the image
as object-based image. But in case of Vistex grass image
(Figure 8(e)), the category is correctly identified as homo-
geneous color based texture. The paper further aims to build
some knowledge about these images using block approach
as mentioned in the next section. The block approach pro-
vides an added advantage by providing block level meta-
data to appropriate higher order complex algorithms for

FIGURE 8. (a,d) Pure toned images, (b,e) Homogeneous color based
texture, (c,f) Heterogeneous color based texture.

FIGURE 9. Vistex dataset - Grass image a) Block-1 b) Block-4 c) Block-9.

image understanding. Hence, such images once identified
needs to be characterized using texture characterization for
pattern recognition, which will be discussed in the Section V.
In case the segments are obtained from the objects-based
image type; the segmented regions can also be further pro-
cessed for texture characterization based on statistical learn-
ing as mentioned in Section V.

V. BLOCK APPROACH
Block approach, a systematic way of texture analysis is also
implemented in addition to segmentation approach. This has
been adapted from [19] for its two benefits - 1) capturing
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FIGURE 10. Each set of images contain sampling of segmented region with window size 3 and 7. Each image is of size 321× 481.

FIGURE 11. Progressive sampling for segmented regions: Patch count decreases with increase in window size.

hierarchical texture characterization and 2) capturing repet-
itive patterns in highly textured images. At first level, the
whole image is considered as one block. Further, the block

approach partitions an image into two block sets - collection
of 4 and 9. This can also be extended further to smaller blocks
if required.
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FIGURE 12. Region metadata based on ANOVA-inferential statistics of 100075.jpg.

Figure 9 shows aVistex grass image (referred in two papers
by [23] and [24])The proposed block illustrations are as
follows:

1) Whole image considered as 1 block
2) Image partitioned into 4 blocks
3) Image partitioned into 9 blocks

Usually when an image is highly textured, or when it is
difficult to segment meaningful object, the global image char-
acterization helps in capturing some idea about its inherent
orientation. The image taken from Vistex categorical texture
dataset of grassland is highly textured and no meaningful
segments are produced, only characterization from block
approach results are obtained from the framework.

VI. TEXTURE CHARACTERIZATION OF REGION
SEGMENTS AND BLOCKS
Outdoor natural images consist of random patterns based
on its visual characteristics, which is a mixture of tonal-
texture variations. For automatic texture characterization, the
intrinsic property of the object surface has to be modelled or
mathematically defined. Texture is a measure of variability
aspect, which is sometimes very difficult to model due to its
subjective and irregular nature. Natural images have multi-
textural components which in most of the cases have non-
regular and non-periodic variations in surfaces. The authors
have implemented the methodology referred in [19] to cap-
ture the local variability in visual appearance in terms of
orientation specific usingAnalysis Of Variance, an inferential

TABLE 1. Region Metadata for Region 6 of 100075.jpg.

statistical technique. The details of the 2-way and 3-way
ANOVA with replication modelling, progressive sampling
can be found in details in the paper [19].

The characterization is represented by string code repre-
sentation based on ANOVA grading. The semantic meaning
can be extracted from the string code using polling method.
Experiments have been conducted for Vistex natural tex-
tures [25] and Prague mosaic textures [26]. The approach is
totally unsupervised.

The knowledge representation of the segments, after tex-
ture characterization becomes more informative with addi-
tional inferential statistical ANOVA grading, to the already
available descriptive statisticsmetadata computed during seg-
mentation stage.

VOLUME 10, 2022 80387



T. Goswami et al.: Unified Approach for Representing Outdoor Scenes

FIGURE 13. Framework workflow a) Vistex - Grass b) BSD 100075.

Few big segments have been illustrated for segment sam-
pling in Figure 10. Illustrations show sampling for each
of the four big segments with window size 3 × 3 in
Figure 10(a,c,e,g) and with window size 7 × 7 as seen in
Figure 10(b,d,f,h).
In the experiments, the window size as 3 × 3 is not

considered, as it gives 9 data points, which are not enough

for analysis. Just for the sake of illustration, window sizes
3 × 3 and 7 × 7 have been considered. The color code of
the samples in each image, changes to depict the progressive
sampling.

Each segment obtained from image segmentation, is con-
sidered separately for segment characterization. Experimen-
tally it has been observed that the window size has an
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TABLE 2. Knowledge representation for Vistex-Grass image.

FIGURE 14. Knowledge representation for BSD 100075.jpg.

impact on the characterization code. Patch or sample count,
decreases significantly on increasing the window size as
shown in Figure 11. Each color code represents a segment,
in the figure. For every case, it can be seen that, the patch
count decreases, for increasing window size.

The framework not only characterizes image segments, but
alsowhole image and image blocks, depending upon the input
image, as will be discussed in the next section. Hence to
have a one time parameter setting for each and every case,
window size of 5 × 5 has been found to be appropriate for
progressive sampling in both the cases of block and segment
characterization.

The knowledge representation of the segments become
more informative with additional inferential statistical data
on color planes as mentioned in Figure 12 as compared to
only descriptive statistics on grayscale as shown earlier in
Figure 6. The codes obtained fromANOVAgrading considers
feature sets such as hue plane, saturation plane, value plane,
grayscale, L*a*b* color contrast; are plugged onto the region
metadata (descriptive statistics) already computed initially
during segmentation process as discussed in Section 3. The
nograde is assigned for very small regions as enough sam-
pling is not obtained. The metadata for Region-6 is shown
in Table 1. In case, no segments are produced after segmen-

tation, still the framework generates metadata for the input
image using block approach as discussed in Section IV.

There is an impact of image size in ANOVA grading.
If number of blocks for partitioning the image, is further
increased, the patch count would be very less and the texture
characterization won’t be robust and effective. However one
can do extensive experimentation for different sizes, and carry
out application and domain specific computational intelli-
gence methods, for fixing the block size for each image size.

Thus the approach is very flexible and can prove to be
an suitable mid-level image analysis component, irrespective
of the nature of texture. The progressive guided sampling
replicates will be minimal, for producing robust statistical
analysis. The next section demonstrates the results obtained
from the framework.

VII. FRAMEWORK RESULTS FOR NATURAL SCENES
This section provides the framework results in terms of
output, obtained from segmentation approach and block
approach. The experimental setup is referred in Section VI A.
The demonstration of framework workflow for an outdoor
natural image has been depicted discussed in Section VI B.
The texture characterization metadata collected at the
segment level and block level, collectively represent the
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FIGURE 15. Knowledge representation a) 175032.jpg b) 148026.jpg c) 87065.jpg.

knowledge representation of a given image, which has been
discussed here. In Section VI C highly textured image knowl-

edge representation has been demonstrated and the impor-
tance of block code representation has been justified.
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A. EXPERIMENTAL SETUP
The experimental setup consists of images, taken from vari-
ous sources of benchmark color-texture image datasets, such
as - Berkeley [17], Vistex [25], Prague [26] and Corel [27].
One time initialization is done for all the parameters required
for segmentation approach and block approach as discussed
in their respective sections.

Time complexity for characterization of each image -
segments and blocks took an average of 40 seconds. The
hardware environmental setup for the experiments consists of
P600 Intel Pentium CPU, clock speed 2.00 GHz with RAM
2.00 GB. The software used is Matlab, Image Processing
Toolbox.

B. DEMONSTRATION OF FRAMEWORK WORKFLOW
The workflow as discussed earlier in Section II consists
of two components - Segmentation Approach and Block
Approach. The workflow has been visually represented as
in Figure 13 for two images Vistex-grass and BSD 100075,
taken from two different datasets.

The framework workflow at various stages generates two
types of codes as metadata - Semantic Code and String
Code as mentioned in Section V. The framework workflow
is shown in Figure 13 a). For the grass image from Vistex,
no meaningful segments can be realized from segmentation
approach (marked as X). The workflow in Figure 13 b) rep-
resents for BSD image 100075.jpg. This image on the con-
trary when segmented, could separate out the tonal-texture
portions in bear, water and the land segmented areas.

C. DEMONSTRATION OF IMAGE KNOWLEDGE
REPRESENTATION
The knowledge representation of an image obtained from the
unified approach based on the proposed framework, includes
the segmentation metadata and block-level metadata in terms
of ANOVAgrading - a collection of string codes and semantic
codes. The texture orientation captured using ANOVA factors
are given a confidence level based on hypothesis testing. The
ANOVA grading system uses standard level of significance
with p-value=0.05. There are 3 grades assigned depending
on the value of p-value obtained - 1) H as highly significant
for p-value < 0.05, 2) M as medium significant for p-value
in 0.05 and 0.1, both inclusive and 3) N as not significant
for p-value > 0.1. The factors in 2-way ANOVA are row
and column. Depending on the significance of main and
interaction effects, semantic code is generated accordingly as
ROW SPECIFIC, COLUMN SPECIFIC, ROW AND COL-
UMN and INTERACTION SPECIFIC. The strength of color
contrast in the image is studied using 3-way Anova, where
now 3 factors are considered - row, column and color specific
(as an additional one). The knowledge representation for
Vistex grass image generated by the framework, consti-
tutes of the collection of both fourteen string codes and
semantic codes only for the blocks as shown in Table 2. The
knowledge representation of 100075 image is illustrated in
Figure 14 constitutes of 22 character string code and semantic
codes for both blocks and segments. In case of BSD image

100075.jpg, out of fourteen segmented regions, seven regions
(Region IDs-1,2,3,4,6,8,10) could be graded, as the region
sizes are large enough for progressive sampling and variation
analysis.

The BSD image 175032.jpg when segmented, produced
54 regions out of which 44 were not meaningful, had small
region size and ANOVA fails to grade them. Only ten
segments could be graded. The knowledge representation
of this image obtained from the framework is shown in
Figure 15 a). The BSD image 148026.jpg when segmented,
produced 36 regions out of which 29 were not meaningful
and no grade could be assigned. In this case too only seven
segments could be graded. The knowledge representation
of this image obtained from the framework is shown in
Figure 15 b). The image 87065.jpgwhen segmented produced
60 segmented regions, out of which only a handful of 5 could
be graded as shown in 15 c). Thus it may be observed that, for
highly textured images, texture characterization using block
approach is more appropriate, gives compact knowledge rep-
resentation and may facilitate higher level image processing
in future.

VIII. SUMMARY AND CONCLUSION
The image representation of natural outdoor images is very
crucial for semantic segmentation, and remains a challen-
ging and one of the open areas of research. The authors
have proposed a framework for generating novel intermediate
image representation which provides rich region metadata for
natural outdoor images of varying complexity from simple
pure toned to complex heterogeneous color-textured. The
framework serves the dual purpose of image segmentation
and texture characterization of the outdoor natural images.
Segment characterization adds inferential statistical data in
the form of string code and its corresponding semantic
code to the region metadata, which has been initially popu-
lated during unsupervised segmentation. The framework can
also identify the type of input image as object based, pure
toned, homogeneous or heterogeneous color-textured. This
makes the representation even more informative for future
use. In case where not even a single distinct object can be
extracted from the image by segmentation; the framework
processes the texture characterization using block approach,
to know the basic orientation embedded in the image as whole
and the blocks. The knowledge representation requires mini-
mal storage and gives comprehensive hierarchical viewpoint
of any given image in an unsupervised manner.

The characterization code is rotation and scale variant.
Computationally intensive high order algorithms for image
understanding can be appropriately applied at subsequent
stages based on the metadata generated by the framework in
future.

The authors recommend this unified approach based on
the proposed framework as a mid-level image analysis com-
ponent which generates valuable metadata, stage by stage in
both segmentation and block approaches which can be further
used for vision tasks.
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The proposed framework is expected to be useful in the
field of computer vision for cases where prior knowledge
about the scene is unknown. The framework for color-texture
segmentation and characterization of natural outdoor images
can be further extended, as a guide towards image content
characterization for domain specific applications.
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