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ABSTRACT Multipath communication is a well-developed technology that enhances communication effec-
tiveness and resilience. Moreover, it can flexibly utilize network resources through load balancing among
available paths. However, traditionally, deploying such load balancing functions on network devices is costly
due to the required configuration changes and complicated signaling mechanisms on the devices’ control
planes. Programming Protocol-independent Packet Processors (P4) has recently emerged as a programming
language that enables programmability on the data plane, with the potential to relieve such issues inmultipath
communication. This work introduces and implements three P4-based multipath schedulers that can split
traffic over several paths in wireless networks. The first is P4-based Random Splitting, which distributes
traffic randomly. The second is P4-based Weighted Round Robin, with path scheduling based on weights in
accordance with path capability. The last is P4-based Dynamic Weighted Round Robin (DWRR), which can
improve bandwidth utilization by shifting the weights following dynamic changes in the available bandwidth
(i.e., when congestion occurs). We have extensively evaluated the implementation of these three P4-based
schedulers in a Mininet-WiFi/P4 environment with User Datagram Protocol (UDP) traffic. The results show
that these schedulers can achieve multipath communication with the designed scheduling mechanisms.

INDEX TERMS P4, multipath, scheduler, WRR, DWRR.

I. INTRODUCTION
In recent years, various research and development efforts
have focused on the constructions of 5G networks and
beyond [1], [2]. These networks are expected to have suf-
ficient resources for many emerging applications, such as
augmented reality (AR), virtual reality (VR), and the Internet
of Things (IoT). Due to their high key performance indica-
tor (KPI) requirements, many innovative technologies that
can achieve high-throughput, low-latency communication or
support a massive number of devices (e.g., 5G New Radio)
have been introduced. In addition, the network infrastruc-
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ture must be significantly improved to support emerging
applications. However, it is challenging to deploy new net-
work infrastructures with sufficient considerations of vari-
ous issues, such as network complexity, maintenance costs,
and the installation environment. Moreover, various network
resources that are normally utilized with redundancy have
not been efficiently used. Therefore, network softwarization
technologies, including software-defined networking (SDN)
and Programming Protocol-independent Packet Processors
(P4), are attracting attention as an effective means to realize
such a demanding network infrastructure [3], [4].

In SDN, the control plane is separated from the data plane
on network devices. In addition, SDN centralizes the control
functions of the network in the controller, and the data plane is
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programmed (e.g., to set forwarding rules) from the controller
via a control channel (OpenFlow). As a result, SDN can
enable complex forwarding with commodity hardware and
reduce the costs of deployment and maintenance. Despite
these advantages, there are some limitations to SDN imple-
mentation. First, OpenFlow, the de facto protocol, needs to
be supported by the network devices. Second, the centralized
SDN architecture can lead to an overload of control traffic in
the control channel. Recently, another form of network soft-
warization, P4, has shown the potential to complement SDN.
P4 enables programmability on the data plane, relaxing the
dependence on the control plane. In this work, we focus on the
realization of P4-based schedulers for multipath communica-
tion that can efficiently achieve load balancing over several
paths.

Multipath communication has recently become increas-
ingly popular in mobile wireless networks. This technology
can be used both on devices and in the network infrastruc-
ture for throughput improvement, fault tolerance, etc. For
example, mobile devices that support the Multipath Trans-
mission Control Protocol (MPTCP) can harness the resources
of multiple wireless networks (e.g., 4G and Wi-Fi) con-
currently [5]. Such multipath technology requires modifica-
tion of the devices at both ends of the communication path
and complicated signaling mechanisms. However, deploy-
ing multipath technology in the network infrastructure may
relax these constraints while enabling efficient use of the
existing network resources. In [6], the authors introduced a
traffic splitter for scheduling multipath communication traf-
fic. Several schedulers supporting different granularities of
traffic splitting and route selection have been proposed in
the literature. They can split multipath traffic at the packet
level and/or at the flow level [7], [8]. Among them, the
main route selection methods are probabilistic routing and
round-robin routing [9]–[12]. However, to date, when using
existing technologies, these schedulers have required config-
uration changes to the devices’ control planes, resulting in
costly deployment and maintenance. In addition, due to the
lack of programmability, a fresh update is required whenever
there is a change in the network configuration. These issues
can be solved by leveraging the programmability offered by
network softwarization. This motivates us to realize efficient
schedulers for multipath communication using P4.

This paper introduces three new P4-based schedulers for
multipath communication, namely, Random Splitting (RS),
Weighted Round Robin (WRR), and Dynamic Weighted
Round Robin (DWRR). The first scheduler randomly sched-
ules its output traffic among several paths. The second
considers predefined weights for different communication
paths and then splits the traffic accordingly. The third,
P4-based DWRR, dynamically adjusts the weights in accor-
dance with the network congestion state to enable effi-
cient load balancing. In addition to the packet forwarding
function, P4-based DWRR newly includes a weight adjust-
ment mechanism based on Explicit Congestion Notification
(ECN). To show the effectiveness of these three schedulers,

we evaluate them in an emulated wireless network. With P4-
based RS and P4-based WRR, the packet distribution ratio
does not change. Hence, we investigate these schedulers in
scenarios with heterogeneous and homogeneous paths. For
P4-based DWRR, we explore its ability to adjust the distribu-
tion ratio in two cases: when the available path bandwidth is
fixed, and when it is varying. The results show that P4-based
RS and WRR achieve throughput aggregation in all investi-
gated cases. On the other hand, P4-based DWRR efficiently
achieves load balancing by means of its weight adjustment
algorithm, which tunes the packet distribution ratio following
the available bandwidth.

The rest of the paper is organized as follows. In Section II,
we give an overview of related works. In Section III,
we describe the P4-based multipath schedulers. Section IV
presents the performance evaluation. Finally, we conclude the
paper in Section V.

II. RELATED WORKS
Multipath communication enables high-bandwidth,
fault-tolerant communication. To date, the most successful
multipath technology has been MPTCP, an extension of the
Transmission Control Protocol (TCP). MPTCP has been
standardized by the Internet Engineering Task Force (IETF)
and has many use cases in wireless networks, such as cellular
4G/Wi-Fi [13], [14], 5G architecture [15], and WiGig/Wi-Fi
networks [16]. In such networks, MPTCP improves through-
put and can achieve soft handover. MPTCP has a path man-
ager to manage paths and a congestion control mechanism to
adjust the data volume for each path. In addition, MPTCP
has a scheduler to schedule the next packets to be sent
over multiple paths. MPTCP is independent of the network
infrastructure. However, MPTCP support is required at both
ends of communication, and the signaling mechanism is
complicated [5]. For multipath communication, an efficient
traffic splitter or scheduler is essential. In addition to using
MPTCP, a scheduler can also be installed in the network
devices. Doing so may reduce the dependence on the signal-
ing mechanism (e.g., of MPTCP). Moreover, it may relax the
requirements for multiple IP addresses. Figure 1 illustrates
the concept of a network-based scheduler. In previous works,
several proposed traffic splitters have achieved efficient load
balancing in the network. Among them, the most common
methods are to select the packet forwarding destinations
either probabilistically or with specified patterns [9]–[12].
Other works have considered traffic at the packet level or the
flow level [7], [8]. However, these previous works heavily
depend on the networking devices, for which it is very costly
to add a function or upgrade features. This is because the
traffic splitters need to possess multiple forwarding control
functions, also accounting for single-path forwarding.

SDN introduces the concept of separating the control plane
on a networking device, facilitating flexible forwarding [17].
The network administrator programs the control plane, for
example, for forwarding functions. On the data plane, new
forwarding rules are installed in the form of a table ormultiple
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FIGURE 1. Multipath scheduler.

tables. The data plane will then perform the data forwarding
function in accordance with the matching information of the
associated packets. For SDN, related works have investigated
how to achieve effective multipath communication [18]–[20].
However, the control functions for the entire network are
usually centralized at the server (i.e., controller) in SDN. This
can lead to increased communication latency (between the
two planes) and failure of the control channel. To further
improve the flexibility of the forwarding function, P4, which
is also a high-level language for programming on the data
plane, has been introduced [21]–[23]. The P4 language can
be defined and compiled like other programming languages,
but for the data plane of network devices.

There are several related works on P4-based multipath
communication. In [24], the authors proposed a MultiPath
Hop-by-hop Utilization-aware Load balancing Architecture
(MP-HULA) switch capable of multipath load balancing.
MP-HULA uses flowlet abstraction and a new type of mes-
sage to estimate the congestion state of each port and monitor
the links. The P4 implementation of MP-HULA cooperates
well with MPTCP and outperforms MPTCP in data cen-
ter networks. The P4-based multipath mechanism presented
in [25], [26] relies on monitoring the last path used by
an abstracted group of packets. The route change is calcu-
lated by computing the monitored and acquired round-trip
time (RTT) values. Since the traffic distribution method is
based on the flowlet concept, it is helpful for data center
networks, in which the number of senders and the relative
positions of the schedulers do not change. Similarly, the
work in [27] presented a P4-based multipath strategy for a
single stream that focuses on packets’ RTTs and proposed
an algorithm to prevent out-of-order packets. However, it did
not consider the case in which the number of senders may
change. In [28], the authors proposed Dynamic Weighted
Round Robin (DWRR), in which the weights of Weighted
Round Robin routing are changed in an event-driven manner
to achieve efficient load balancing, where the relevant event
is the occurrence of congestion during communication. The
DWRR mechanism proposed in [29] calculates the required
and available bandwidths and resets the weights accordingly
every time a communication route is selected. However, the
implementation requires the establishment of a priority queue
and depends on the control plane.

In contrast to previous papers, this paper targets efficient
load balancing in networks using data plane programma-
bility. Multipath load balancing is achieved at the packet

FIGURE 2. Network topology.

level. Moreover, we introduce three schedulers, including
a P4-basedDWRR scheduler, to handle the dynamic scenario.

III. P4-BASED MULTIPATH SCHEDULERS
This section describes the proposed P4-based multipath
schedulers to be deployed on the data planes of networking
devices. The parameters used in P4 programs are defined in
user-defined tables. These tables are stored in a JavaScript
Object Notation (json) file (i.e., the format description file
for the data plane). They also describe the data transfer func-
tions in P4 and the associated information (e.g., IP address,
port). In addition, they may include other elements, e.g.,
for updating the packet header (IP dstAddr, Egress Port,
original metrics, etc.). We introduce three schedulers, each
of which has different traffic splitting functions: RS, WRR,
and DWRR. For ease of understanding, we describe them
in reference to the network topology shown in Fig. 2. The
scheduler, deployed on P4-capable access points (APs), splits
end-to-end traffic into two flows following two paths (path1
and path2). In the figure, the blue and green lines represent
path1 and path2, respectively. In the scope of this work,
we consider User Datagram Protocol (UDP) traffic. More-
over, we simplify the multipath communication’s signaling
paths and focus on schedulers. Rather than introducing Con-
nection ID as in MPQUIC [30] and Multiflow QUIC [31],
we use a pair of IP addresses to determine the multipath
connection.

A. P4-BASED RANDOM SPLITTING (RS)
This scheduler controls data transmission by randomly split-
ting arriving packets into two patterns. It either assigns a
random value parameter to an arriving packet or refers to
the packet’s data field with the random value parameter. This
parameter is used as an indicator when performing packet
distribution. Theoretically, probabilistic path selection as
in [9], [10] can be realized with the same method. With P4,
we can use the basic function of generating random values
(i.e., in a given value range) and attaching them to the packet
headers. The implementation of this scheduler is simple.
However, there are potential issues, such as the possibility of
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FIGURE 3. P4-based RS.

packets being concentrated on one path, unstable jitter in the
communication channel, and difficulty in tracking packets.

A flowchart of P4-based RS is shown in Fig. 3. The first
step is to perform source and destination IP address matching
of the arriving packets. If the IP address set is for traffic
splitting, we input a random value between A and B into
the variable ‘‘result’’ of the ‘‘meta’’ field constructed in the
packet by the P4 language. In this study, we set A = 1 and
B = 100. In addition, threshold values for path1 (‘‘lower1’’
and ‘‘upper1’’) are set by a user-defined table. Next, the value
of ‘‘result’’ is compared against the values of these thresholds
to determinewhether to forward on path1. If the random value
(‘‘result’’) assigned to the packet is within the range of the
threshold values (‘‘lower1’’ and ‘‘upper1’’) for path 1, then
the packet is forwarded on path1. If the packet is not sent
on path1, then the threshold values for path2 (‘‘lower2’’ and
‘‘upper2’’) are updated and compared against the value of
‘‘result’’ to determinewhether to forward the packet on path2.
According to the flow table, if an IP address is set without
traffic splitting, IPv4 forwarding is performed.

B. P4-BASED WEIGHTED ROUND ROBIN (WRR)
The WRR scheduler sets corresponding weights for paths
when performing packet distribution. Traffic is split among
the paths based on the defined weights, similar to the tradi-
tional WRR mechanisms [11], [12]. Thus, a traffic load dis-
tribution is achieved with the same proportions as the weight
values. Since the packet distribution is more deterministic,

FIGURE 4. P4-based WRR.

the jitter in the communication paths is less than with the RS
scheduler. Furthermore, it is relatively easy to track packets.
The packet distribution ratio is guaranteed to be equal to
the weight ratio between paths. However, it is not trivial
to implement WRR with P4 due to the current capabilities
of P4. A flowchart of our P4-based WRR algorithm is shown
in Fig. 4.

The top part of the figure illustrates the method used to
set the weight values in our P4. implementation. To distribute
packets based on weights, we store the weight values in a
register. The weight values to be held in the register should
be set based on the bandwidth percentage of each communi-
cation path. Moreover, the register should be defined with a
sufficient length (i.e., bit width) to store the weight values.
Similar to the RS scheduler, for arriving packets, IP source
and destination matching is performed to determine whether
traffic splitting, IPv4 forwarding, or packet dropping should
be executed. In the case of traffic splitting, the program
reads the weight register and checks the packet’s destination.
If the weights are different, the path with the highest value
is selected first. Otherwise, any preferred path can be used.
In our program, we choose path1 as the preferred option.

As shown at the bottom of the flowchart, each time a packet
is forwarded, the weight of the path used is decremented.
For example, if the initial weight values for path1 and path2
are 2 and 1, respectively, then paths will be selected for the
transmission of packets in accordance with the following
pattern: the first packet will use path1, the second one will
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also use path1, and the third one will be sent on path2. Let
us consider another case, in which the initial values of the
weights for path1 and path2 are 2 and 4, respectively. Then,
path selection for incoming packets will proceed as follows.
The first and second packets will be assigned to path2, and
the third packet will be sent on path1. Then, the fourth packet
will be transmitted on path2, the fifth on path1, and the
sixth on path2. We refer to the length of such a matching
pattern of forwarding destinations as the scheduling period.
In implementation, the scheduling period is equal to the sum
of the weights: in the first example, the scheduling period is
three packets, and in the second, it is six packets.

C. P4-BASED DYNAMIC WEIGHTED ROUND ROBIN
(DWRR)
The P4-based DWRR scheduler is an extension of the
P4-based WRR scheduler with more complicated mecha-
nisms. In the RS andWRR schedulers, the packet distribution
ratio is fixed. Therefore, their efficiency will suffer when
the available bandwidth ratio between paths changes during
communication. In our DWRR scheduler, we add a function
that allows the weight ratios between paths to be adjusted
while transmission is ongoing to solve this issue. The DWRR
scheduler uses congestion detection as an indicator to drive
the weight adjustment mechanism, as in [28]. For congestion
detection, the lower two bits (i.e., the ECN field) of the Type
of Service field included in the IP header [32], [33] are used.
By adding this weight adjustment mechanism and the ECN
mechanism, we can realize P4-basedDWRR.Due to the vary-
ing weight characteristics, this scheduler can achieve more
efficient load balancing even when the available bandwidth
changes during communication.

1) IMPLEMENTATION OF P4-BASED DWRR
Figure 5 shows a flowchart of the P4-based DWRR scheduler,
in which the red modules corresponding to the ECN and
weight adjustment mechanisms will be described in later
sections. Similar to P4-based WRR, P4-based DWRR uses
a cacheable register for the path weights. In addition to
the path weights, registers are also used for other entities
(e.g., path’s_adjust, ecn). Initially, the P4-based DWRR
scheduler checks whether an incoming packet is marked
with ECN. The occurrence of an ECN-marked packet indi-
cates congestion on the communication path. This checking
method is essential to guarantee efficient communication for
either the scheduler or the IPv4 forwarding function. Simi-
lar to other related works [32], [33], P4-based DWRR also
matches the ECN mark in arriving packets to activate the
ECN mechanism. Subsequently, similar to RS and WRR,
DWRR also performs IP source and destination address
matching to determine where the packet belongs and needs
to be distributed to for multipath communication. For traf-
fic distribution, DWRR reads the weight of each path from
the register. It then selects the communication path on which
the packet is to be forwarded by comparing the magnitudes of
the values. This process includes checking whether conges-

FIGURE 5. P4-based DWRR.

tion is present on the path to be used and planning congestion
avoidance. Congestion avoidance is achieved by dropping a
certain number of packets when congestion occurs on both
paths. We set the number of intentionally dropped packets
to 32 in our evaluation. The bottom part of the flowchart is
similar to that for P4-based WRR. After a packet is transmit-
ted, the weight of the path used for forwarding that packet is
decremented. Moreover, the weight adjustment mechanism
is checked in each scheduling period to see whether it is
necessary to update the weight values.

2) ECN MARKING AND ECN HANDLING MECHANISM
DWRR relies on an ECN handling mechanism and a
weight adjustment mechanism. For notification of conges-
tion, we use P4 to mark a congested packet with ECN.
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FIGURE 6. ECN marking in P4-based DWRR.

The ECN marking process, which rewrites the IP header’s
ECN field in accordance with the congestion state, is shown
in Fig. 6. In P4, there are two types of data transfer con-
trol elements (tables, actions, and controls): Ingress and
Egress. Between the Ingress and Egress elements, there is
a P4-specific buffer in which the packets waiting to be for-
warded are stored. There is also a buffer for each output port.
Egress reconfirms whether to forward or not. Additionally,
it refers to this information during the period when the packet
is stored in the buffer. We implement the ECN marking
progress on the Egress side. The ‘‘deq_qdepth’’ parameter
indicates the buffer occupancy at the start of dequeuing from
the P4-specific buffer. If congestion occurs, the packets wait-
ing to be forwarded will be stored in this buffer. Hence,
we rewrite the ECN field in the IP header once a certain
number of packets have accumulated. In our implementation,
we set the associated values of ECN_MARK_THRESHOLD
to 60 packets.

The implementation of the ECN mechanism is shown in
Fig. 7. The mechanism operates on a network device and
checks whether an ECN-marked packet has arrived. Note
that a network device may play different roles depending on
the traffic that is the target of traffic splitting. Hence, the
table entries are used to enable proper selection of the data
transfer control mode. The devices in the network can serve
as splitting points, passing points, and confluence points.
For example, for the topology in Fig. 2, the traffic from
Sta1 to Sta3 passes through devices as follows. First, when
the ECN mechanism operates at a passing point, the traffic
is forwarded as single-path traffic (i.e., IPv4 forwarding).
A device is a confluence point if it is an uplink or a splitting
point otherwise. Second, when the ECN mechanism operates
at a confluence point, it checks the path used by the arriving
ECN-marked packet. Since there is congestion on that path,
it will send the packet to a splitting point on another path
(i.e., a backup path without congestion). However, if all ECN-
marked packets are sent back, then the ongoing flow may be
lost; instead, we should send back one packet after the arrival
of a certain number of marked ECN packets. In our imple-
mentation, we set this trigger count to 16 packets. Finally,
we will discuss the ECN mechanism at a splitting point. This

FIGURE 7. ECN handling mechanism in P4-based DWRR.

occurs when a confluence point returns ECN-marked packets.
Then, the mechanism checks the path used for the return and
uses the registers to count the ECN-marked packets received
in a given period.

3) WEIGHT ADJUSTMENT MECHANISM
The weight adjustment mechanism is presented in Fig. 8.
In contrast to the others, this mechanism does not involve any
data transfer control, such as determining the destination or
intentional packet dropping. The objective of this mechanism
is to manage the parameters for selecting a path when traffic
splitting is performed. Its frequency of operation is once every
scheduling period. ‘‘Weight’’ and ‘‘Adjust’’ are the parame-
ters for path selection. ‘‘Weight’’ is proportional to the band-
width of the communication path used, as in P4-based WRR.
‘‘Adjust’’ is incremented by the number of ECN-marked
packets that reach the traffic splitter within a certain period.
This period is expressed as the product of the scheduling
period and the initial value of the register ‘‘groups_reg’’.
In our implementation, the initial value of ‘‘groups_reg’’ is 8.
No action will be takenwhen there is no congestion within the
current counting period for ECN-marked packets. However,
if congestion occurs on one path, this mechanism updates
the parameters for adjustment. If congestion occurs on both
paths, this triggers congestion avoidance.

IV. EVALUATION
A. EXPERIMENTAL SETTINGS
This section evaluates the implementation of the three sched-
ulers in different network scenarios. We use an Ubuntu
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FIGURE 8. Weight adjustment in P4-based DWRR.

16.04 machine with P4 compiler version 1.1.0-rc1 as the
environment [34]. The machine is also equipped with the net-
work emulator Mininet-WiFi version 2.4.3 [35]. In Mininet-
WiFi, we create the investigated network topology, which
is similar to the one in Fig. 2. The topology is defined
in a json file, where the network configurations match the
content to Mininet-WiFi’s syntax. Note that we can represent
any custom topologies supported by mininet-wifi in the json
file. The wireless links are configured to use IEEE 802.11g.
During operation, the network includes two single paths (i.e.,
path1 and path2), of which path1 is Sta1-AP1-AP2-AP4-
Sta3 (shown in blue) and path2 is Sta1-AP1-AP3-AP4-Sta3
(shown in green). We deploy our P4 schedulers on the APs
and investigate the throughput performance. The three pro-
posed P4-based multipath schedulers (i.e., P4-based RS, P4-
based WRR, and P4-based DWRR) are evaluated in three
scenarios (1, 2, and 3), as follows.

In scenario 1, we compare RS andWRR in a homogeneous
network (the bandwidth of path1 is equal to that of path2,
i.e., 4 Mbps). Moreover, there is 8 Mbps UDP traffic from
Sta1 to Sta3. In scenario 2, we use the same experimental
configuration except that the paths are heterogeneous, with
different bandwidths. More specifically, the bandwidth of
path1 is 6 Mbps, and that of path2 is 3 Mbps. Since WRR
and DWRR perform similarly in scenarios 1 and 2, we con-
sider only WRR in those scenarios. The UDP flow between

Sta1 and Sta3 has a rate of 9 Mbps in scenario 2. Each
link is assigned a specified bandwidth capacity value in the
json file, which defines the topology. In P4-based WRR and
DWRR, we set the initial weight values following the initial
bandwidths. In scenario 3, we use the heterogeneous network
settings and evaluate DWRR with two traffic patterns. First,
we vary the traffic capacity fromSta1 to Sta3. Then, DWRR is
evaluated in a dynamic scenario in which another flow shares
the network resources.

B. EVALUATION RESULTS
1) RS AND WRR
In scenario 1, the Sta1-Sta3 UDP traffic duration is 100 sec-
onds. We repeat the experiment ten times. The results of
RS and WRR are compared in Fig. 9a, which shows the
average throughput values as a bar graph. The error bars
show the minimum and maximum values of the results. The
two bars on the right show the throughputs when data are
transmitted on only one path. The throughput values are close
to 4 Mbps for both path1 and path2 in the case of single-path
communication. We observe that both P4-based RS and P4-
based WRR achieve a throughput of approximately 8 Mpbs,
indicating that they can both perform bandwidth aggregation
for the case of multiple used paths. The throughput results of
WRR are a few percent better than those of RS. Specifically,
the average throughput of RS is 7.75 Mbps, 96.8% of the
available bandwidth, whereas WRR achieves a throughput
of 7.77 Mbps, 97.1% of the available bandwidth. The results
for the network with heterogeneous paths in scenario 2 are
shown in Fig. 9b. Similar to the previous results, the right
side of the figure shows the single-path throughputs when
the bandwidth is 6 Mbps for path1 and 3 Mbps for path2.
These results indicate that UDP traffic can occupy nearly
all of the available bandwidth on each path. Note that the
weights for WRR are set following the ratio of the band-
width to be used on each path. As seen from this figure,
both the RS and WRR schedulers can again achieve suc-
cessful path bandwidth aggregation, similar to the previous
evaluation.

We can conclude from the above results that our P4-based
RS and WRR schedulers can achieve throughput aggregation
in the investigated networks. In addition, P4-based WRR
performs load balancing slightly better than P4-based RS.
This is probably due to the differences in the characteristics
of the schedulers. RS selects a route with a probability pro-
portional to the available bandwidth. Therefore, the splitting
and bandwidth ratios may shift due to unstable path selection.
WRR, on the other hand, always has the same splitting and
bandwidth ratios, and its path selection is more stable. How-
ever, in both scenarios, the considered bandwidths on each
path are fixed. Consequently, these two schedulers cannot
adjust the packet distribution ratio correctly when there is
another ongoing transmission process. Therefore, they may
not be effective in networks where the available bandwidth
changes during transmission.
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FIGURE 9. Comparing RS, WRR, and two single paths (SP1: path1; SP2: path2): (a) path1 capacity 4 Mbps, path2 capacity 4 Mbps;
(b) path1 capacity 6 Mbps, path2 capacity 3 Mbps.

FIGURE 10. Scenario 3: Evaluation of P4-based DWRR with different input
traffic.

2) DWRR
This section presents the evaluation results for P4-based
DWRR. Figure 10 shows the throughput variation when the
UDP rate from Sta1 to Sta3 changes from 8 to 10 Mbps.
Since the bandwidth on path1 is 6Mbps and the bandwidth on
path2 is 3 Mbps, a total bandwidth of 9 Mbps is available for
packet distribution. With 8 Mbps traffic, DWRR can effort-
lessly achieve load balancing, similar to WRR. With 9 Mbps
traffic, congestion occurs due to queue filling, causing the
throughput value to oscillate (after approximately 10 sec-
onds). However, the weight adjustment mechanism is not
activated because all paths have 100% utilization. When the
traffic exceeds the capacity of both paths (i.e., at 10 Mbps),
more severe packet dropping occurs. Therefore, the weight
adjustment mechanism is triggered to update the weight val-
ues. Consequently, the congestion avoidance feature in the
weight adjustment mechanism mitigates some of the unnec-
essarily dropped packets.

Fig. 11 shows the results of the dynamic weight adjust-
ment mechanism of DWRR. There are two UDP traffic
flows in this experiment, as shown in Fig. 11a. Flow1 from

Sta1 to Sta3 has a rate of 6 Mbps and uses multiple paths.
Meanwhile, flow2 from Sta2 to Sta4, with a 2 Mbps rate,
starts 20 seconds after the beginning of the experiment and
lasts for 80 seconds. For flow2, only a single path is used
(i.e., path2). The variations in throughput over the two paths
are shown in Fig. 11b. To measure the throughput on each
path, we use the bandwidth monitor bwm-ng [36]. Bwm-ng is
run on the input interface AP4, which is the confluence point.
In the first 20 seconds, flow1 (6 Mbps) is distributed over
both paths. When flow2 appears, there is initial fluctuation.
Subsequently, the input traffic for path2 exceeds its capacity
of 3 Mbps. There is congestion on the paths, causing the
ECN andweight adjustment mechanisms to be activated. As a
result, the packet distribution is adjusted. There is no loss
on either path. The total throughput is greater than 8 Mbps
(i.e., nearly ideal throughput aggregation). From the time
when flow2 stops until the end of the experiment (90 to 100th
second), only flow1 is observed. At this time, the P4-based
DWRR scheduler adjusts the weights to maintain a 1 Mbps
flow on path2. From these results, we can conclude that
P4-basedDWRR achieves efficient load balancing evenwhen
the available bandwidths on the paths are dynamic.

a: DISCUSSION
In this work, we consider the multipath schedulers, whose
input has one flow, to balance the traffic following usable net-
work resources in wireless networks. It could be similar to the
use case, where a client’s traffic flow traverses through paths,
each of which has the capability allocated by amobile vendor.
Regarding the allocation, in the current and next generation of
mobile networks, network slicing technologies have become
more and more popular. Hence, the resource allocation at the
fine-grained Quality of Service level may be feasible. For
example, a different path belongs to a slice with a different
bandwidth provision. Regarding the flow identification, with
the current P4, we can formalize a flow with many criteria,
such as with varying fields of header or microburst character-
istics, without the involvement of the control plane. For those
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FIGURE 11. Scenario 3: Evaluation of P4-based DWRR with two traffic flows.

reasons, the schedulers may be deployable with multiple
flows. Moreover, our implementations could be available in
the form of P4 source code. The interested community may
reuse the P4 code in the application with little effort to modify
the input parameters (e.g., flow identification or initial weight
values).

V. CONCLUSION AND FUTURE WORK
In this paper, we have introduced and implemented three
P4-based schedulers for multipath communication to achieve
effective load balancing between paths. They include P4-
based RS, P4-based WRR, and P4-based DWRR schedulers,
each performing packet distribution following a predefined
mechanism. While RS and WRR perform throughput aggre-
gation with random or fixed weight values, P4-based DWRR
has a weight adjustment mechanism to adapt to dynamic
network conditions. We have implemented and evaluated the
schedulers in an emulator environment. The experimental
results show that RS andWRR can achieve bandwidth aggre-
gation in different networks with one traffic input. More-
over, by means of its ECN handling mechanism, DWRR can
dynamically schedule traffic in accordance with the network
conditions.

In the future, we will extend the proposed P4-based
schedulers to operate with TCP traffic. One of the feasi-
ble approaches is leveraging the MPTCP header handling
and MPTCP congestion control of MP-HULA, meanwhile
improving the proposed schedulers for TCP (i.e., solving the
challenge of handling the reverse flow with ACK packets).
Moreover, we plan to implement the schedulers on real hard-
ware with P4 support.
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