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ABSTRACT Innovation in facial recognition technology is urgent in the current epidemic situation. In order
to extract more face features to perform facial recognition on images of faces with masks, we propose a multi-
step iterative face-mask segmentation algorithm (MISA). The improved Mask R-CNN algorithm is used to
detect the target in the face region to realize coarse segmentation, and the generalization ability and accuracy
of the segmentation are improved. Then, the proposed approach uses an R-Pairwise Differential Siamese
Network (R-PDSN) to train a mask occlusion classifier to subdivide the edge blocks of coarse segmentation
results. The segmentation accuracy is further improved by optimizing the edge information of the masks
step by step. The self-built dataset of faces with masks was used for training and testing. The experimental
results showed that the mean pixel accuracy of the proposed method was improved by 2.69% compared with
the original Mask R-CNN segmentation algorithm, and the target detection accuracy was more than 98%.
These results indicate that the proposed method can achieve good segmentation performance on face images
with complex backgrounds, self-occlusion and different types of masks. These results demonstrate that our
method can improve the accuracy of segmentation methods for imaged of faces wearing masks.

INDEX TERMS Face segmentation, mask R-CNN, occlusion classifier, R-pairwise differential Siamese
network, edge segmentation.

I. INTRODUCTION

The coronavirus pandemic remains a serious threat to human
life and health worldwide. Owing to the respiratory trans-
mission mode of the virus, the development of non-contact
facial recognition [1] methods operable on people wearing
masks has been noted as a problem of the highest priority.
To retrieve facial features from images of masked faces more
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accurately, most methods detect and locate the area occluded
by the mask on the exposed parts of a person’s face in an
image or video. This approach aims to extract more useful
face features and eliminate the similarity of masks and other
occlusion features that affect the recognition of the inter-class
distance.

In recent years, the detection and classification of
occlusions have been studied extensively in the field of
computer vision. Conventional methods include sparse rep-
resentation [2] and occlusion dictionary error coding [3].
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FIGURE 1. ResNeSt module, which contains a feature map group and split attention

operation.

These methods locate, limit, and delete occlusions by com-
paring the structural features of occlusions with global
structural facial features. Existing occlusion methods can
be classified as either target detection methods or semantic
segmentation methods [4]. Target detection methods judge
the position of an occlusion based on its contours, geometric
features, and the continuity of features of a target face in an
image by detecting, positioning, and classifying occlusions
in an image space. Yang ef al. [5] screened the spatial and
feature information of each part of the face using Faceness-
NET and then reordered the face’s suggestion box, obtained
from the feature score of each facial part, to generate a face
location box with a high recall rate. This method directly
ignores the influence of severe occlusion and different poses,
can detect faces effectively. However, for the occlusion area,
the target detection algorithm can only locate a rectangular
box; it cannot accurately locate irregular and discontinuous
occlusion areas. Semantic segmentation algorithm solves this
problem by using pixels to classify occlusions. The Deeplab
series [6] used conditional random fields to solve the problem
of inaccurate edge segmentation and spatial pyramids to solve
the problem of fuzzy segmentation at different scales. Seman-
tic segmentation involves some limitations and is unsta-
ble in cases of complex backgrounds and uneven light [7].
Lin et al. [8] used an improved Mask R-CNN algorithm
to integrate face detection and semantic segmentation algo-
rithms to obtain accurate information for face segmentation.
Subsequently, they used the generalized intersection over
union [9] as a boundary loss function to improve the accu-
racy of face segmentation and address the shortcomings of
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semantic segmentation. Meanwhile, owing to the diversity
and randomness of occlusions, few semantic segmentation
datasets and research methods are available for occluded
faces. Moreover, the manual production of datasets inevitably
leads to inaccurate labeling of areas owing to subjective
factors that cause noise interference in the model. Liang et al.,
based on the segmentation results of Mask R-CNN instance,
used Pool Net to optimize edge details with better edge
feature extraction. Pool Net [10] works well for targets with
significant non-overlap, while it is difficult to tell apart targets
with high foreground overlap where the mask fits tightly to
the face.

In this study, we propose a multi-step iterative segmen-
tation algorithm (MISA) to solve this problem. This algo-
rithm uses the improved Mask R-CNN network to perform
coarse segmentation of the self-built dataset and incorpo-
rates the ResNeSt-Pairwise Differential Siamese Network
(R-PDSN) [11], an edge detection algorithm. The algorithm
optimizes the segmentation effect of the coarse segmentation
results through multiple iterations to improve the segmen-
tation accuracy. Finally, we conducted multiple groups of
experiments to verify the generalization and high precision
of the proposed MISA.

The remainder of this paper is organized as follows.
Section II introduces the theoretical foundations of the mod-
els used in the proposed algorithm. Section III presents the
details of the training process along with the experimental
setup and results, as well as the results of a comparison with
other methods. Finally, Section IV presents our conclusions
and suggests some possible directions for future research.
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TABLE 1. Comparison of advantages and disadvantages among ResNet, ResNeXt and ResNeSt.

Advantages

Disadvantages

ResNet

eases the problem of network degradation

the receptive field is fixed and single, and cannot
integrate features of different scales, and the

structure is difficult to expand

proposed a new module form called

ResNeXt

multi-branch and aggregation

features of different scales cannot be extracted

cardinality; proposed group convolution,

when there are many network layers

inherits the advantages of ResNeXt and adds

ResNeSt

information extraction capability

the multi-path mechanism to focus on local

large amount of calculation

Il. RELATED WORK

The basic architecture of some common downstream applica-
tions (e.g., semantic segmentation and target detection meth-
ods) uses ResNet to perform feature extraction because it
solves the problem of network degradation to learn deeper
facial characteristics. However, the size of the ResNet recep-
tive field is fixed and single. Therefore, it cannot integrate
features of different scales and does not perform well for
pixel-level classification tasks such as semantic segmenta-
tion. ResNeXt [12] inherited the stack strategy of ResNet but
combined the split-transform-merge strategy of GoogleNet
and proposed a new module form called ‘cardinality’. In this
study, we used ResNeSt [13] as the backbone feature extrac-
tion network to improve the Mask R-CNN. The ResNeSt
module diagram is shown in Fig. 1. ResNeSt contains a fea-
ture map group and split-attention operations. In the feature
map group, the feature map itself is divided into multiple
groups, with other groups within each group.

The hyperparameters K and R represent the number of fea-
ture graph groups and groups in the radix group, respectively.
The group in the radix group is called “splits,” and the total
number of feature graph groups can be expressed as G =
K x R. 1 x 1 and 3 x 3 convolutions were carried out for
each split in the radix group. After obtaining the R feature
graphs, a split attention operation was performed. The output
from each cardinality group was concatenated and convolved
by 1 x 1 in the shortcut path. Multiple ResNeSt modules
were stacked to form the final ResNeSt network. ResNeSt
(combined with ResNeXt’s multibranch, group convolution
method, and GoogleNet’s multipath mechanism) expands the
receptive field, enhances the interaction of feature layers, and
improves the feature expression of different receptive fields.
In addition, ResNeSt introduces split-attention blocks and
uses channel attention to construct features based on local
information. It obtains feature information of R subgroups of
feature maps in each cardinality group and realizes informa-
tion interaction across feature maps, which improves segmen-
tation accuracy without affecting complexity. The advantages
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and disadvantages of ResNet, ResNeXt, and ResNeSt are
presented in Table 1.

Compared to the conventional Faster R-CNN [14] target
detection algorithm, Mask R-CNN [15] adds a mask branch
to segment a region on interest (Rol), which can simultane-
ously achieve face detection and face segmentation. Mask
R-CNN uses the RolAlign layer to integrate the pixel val-
ues of floating point numbers at the boundary of the entire
candidate feature area into continuous pixel values through
bilinear interpolation, avoiding the partial pixel loss caused
by the two-integer quantization of the traditional Rol pooling
layer [16]. A flow chart of the RolAlign algorithm is pre-
sented in Fig.2. This method traverses each candidate box,
divides them into K x K rectangular elements, preserves the
floating-point feature points on the edge of the rectangular
elements, determines the coordinate values of the four central
positions in each rectangular element through bilinear inter-
polation, and finally outputs them through the pooling layer.

The bilinear interpolation algorithm is illustrated in Fig.3.
Assume that the pixel value of the point S to be solved is f(X,y)
and the four adjacent unit points are known as T1; = (x1, y1),
T2 = (x1,y2), T21 = (X2, y1), and Tz = (X2, y2).

The algorithm first interpolates linearly in the x direction,
resulting in the following formula:

L 22X X — X1

f(Ry) = f(T11) + f(T21) (1)
X2 — X1 X2 — X1

FRY~ 22 f )+ L ry) @)
X3 — X1 X2 — X1

where the Ry and R, satisfy Ry = (X, y1) and Ry = (x,y2)
respectively. Then, it interpolates linearly in the y direction,
yielding the following formula:

fO~fan~ 272wy + 22 Ry 3)
y2 =1 Y2 — V1

lil. METHOD
The proposed face segmentation algorithm for complex envi-
ronments is divided into three parts, including instance
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FIGURE 3. lllustration of bilinear interpolation algorithm.

segmentation, occlusion classification, and edge segmenta-
tion. In a complex environment, the instance segmentation
part uses an improved instance segmentation network to
perform coarse face segmentation. An occlusion classifier
uses a bilinear difference network to extract the occlusion
features of image pairs, and the edge segmentation part uses
the edge subblocks of coarse face segmentation to refine
the face region. The structure of the algorithm is illustrated
in Fig.4.

‘We first used ResNeSt [17] as the backbone feature extrac-
tion network to improve the performance of Mask R-CNN
in detecting the target face. This backbone was also used to
achieve rough segmentation and improve the generalization
ability and accuracy of the segmentation. Then, we used the
R-PDSN method to train the occlusion classifier and subdi-
vided the edge blocks of the coarse segmentation results, opti-
mized the edge information continuously to achieve accurate
step-by-step segmentation, which improved the segmentation
accuracy of the model.

A. MASK R-CNN INSTANCE SEGMENTATION

1) BACKBONE NETWORK IMPROVEMENTS

ResNeXt [18] was designed to be more scalable than ResNet
and includes multibranch, group convolution, and aggrega-
tion methods. ResNeXt performs a series of transformations
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on the feature map to fuse the processed outputs. This
increases the accuracy and improves the representation ability
of the network while only slightly changing or even reduc-
ing the complexity of the model. We used deep features
to classify regionalized semantic information more easily,
whereas shallow features were used to map target details.
With an increase in the number of network layers, the feature
extraction capability of ResNeXt was insufficient by a small
margin. In this study, we used ResNeSt [13] as the backbone
feature extraction network to improve the Mask R-CNN.
ResNeSt contains a feature map group and split-attention
operations. In the feature map group, the feature map itself is
divided into multiple groups, with other groups within each
group. Finally, the features intercepted by RolAlign are used
to reduce the dimension to the face detection vector form, and
the original image size is obtained by upsampling for pixel
classification to achieve segmentation.

2) EIOU

The intersection over union (IoU) [19] has two disadvantages
as an evaluation index to predict the actual and predicted
bounding boxes. First, reverse optimization is difficult when
the predicted and actual boxes do not overlap. Second, when
the two target boxes intersect in different directions, the IoU
value may be the same, which cannot reflect the overlap
depth. In this regard, we replaced the EIoU of the original
Mask R-CNN with the expected IoU (EloU). We then directly
take the distance, height, and width of the center point of the
prediction box as the regression of the penalty term constraint
prediction box. The IoU is used as an evaluation index to
predict the actual and prediction boxes. There are two dis-
advantages to using the baseline IoU [20] as regression loss.
First, when the prediction box does not overlap with the actual
box, the distance between the prediction boxes differs, but the
loss value is the same. This leads to difficulty in reversing
optimization. Second, when two target boxes intersect in
different directions, the IoU value may be the same, which
cannot reflect the overlap depth. In this regard, we used the
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FIGURE 4. Flow of face segmentation algorithm in complex environment. (A) shows an instance segmentation part
using an improved instance segmentation network to perform coarse face segmentation. (B) shows an occlusion
classifier using a bilinear difference network to extract the occlusion features of image pairs, and (C) shows the
edge segmentation part using the edge sub-blocks of coarse face segmentation to refine the face region.

improved EloU to replace the IoU of the benchmark Mask
R-CNN and directly restrict the regression of the prediction
box by considering the center point distance, overlap degree,
and scale of the prediction box as penalty terms. The distance
between the center points reflects the distance between the
prediction frame and the real frame, which overcomes the
problem of non-overlap. The degree of overlap is the ratio
of the outer rectangle of the center point to the smallest
inner rectangle. Scale loss uses the height and width of the
prediction box to optimize the size of the prediction box,
making the network converge closer to the target region.
EloU considers the distance, overlap degree, and size of
the bounding box between the actual and prediction boxes,
which can cause the network to converge faster. The EloU
is shown in Fig.5. The diagonal coordinate of the solid line
actual box is (xf , yp , xg , yg), and the coordinate of the dashed

prediction box is (x{, y?, x7, y9). Then the distance loss can be
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expressed as:

(o —xD) = & =N+ (O —yDH — 05 —¥))?
4 =D+ o =Y

Lais=
“
The scale loss can be expressed as:

_ (g —xD) — (g — )y

3 —yh - 05 =)

Lasp

(] — X2 03— )2
Q)
The IoU loss is:
Sy = o —xhod —»h ©6)
Sp = (b —a0h =) (7
Sn = (b —xhoh —yh ®)
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Then the bounding box loss function can be defined as:
Losspox = Liou + Lasp + Lais (1)

B. OCCLUSION CLASSIFIER UNDER PAIRWISE
DIFFERENTIAL SIAMESE NETWORK (PDSN)

To locate the face occlusion accurately, we used R-PDSN
to map the occlusion feature into a single term for feature
extraction. After extracting the deep features of the image
pairs, ResNeSt is used to calculate the differences in the deep
features of each pair of normal faces and faces with masks
as the backbone network of PDSN. It then sends them to the
occlusion classifier for training, which learns the nonlinear
changes brought by occlusion to the deep features of faces.
The components of the R-PDSN are shown in Fig.6. The
PDSN consists of a backbone network, ResNeSt, and an
occlusion classifier, forming a twin structure. The backbone
network ResNeSt was used to extract deep feature infor-
mation from the image pairs. We used the same backbone
network for occluded and unconcluded face images to reduce
memory usage and ensure the consistency of the deep feature
scale and coarse segmentation. The output consists of two
one-dimensional vectors, and the Euclidean distance between
the two vectors represents the changes caused by the occlu-
sion of the deep contour features of the face. This method can
effectively eliminate the interference of noise and map high-
dimensional image features onto a low-dimensional vector

J
nonlinearly. We use Y M; to describe the nonlinear changes

in the deep features éﬁgsed by the masks covering the face.
The training of this method involves a process of
optimizing the loss function using the gradient descent
method. Assuming that the input images are represented by
X1 and X2, and W is the shared weight, then the output
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low-dimensional vectors L1 and L2 are:

Ni k k
L= Y W mnF1(fi.x + K. y+Ky) +b
fi ke ky
(12)
Ni k k
L2=0"Y > W mnF2(fi.x + Ke.y+Ky) + b
fi ke Ky
(13)

where, f; represents the input image pixel, m*n is the size of
the convolution sum Ky, Ky, represents the step size, and b
represents the offset of the input channel. The energy function
of L1 and L2 can be expressed as:

E; = |IL1] — |L2]| (14)

As the energy function, E; is used to represent the feature
change rate after the occlusion feature is added. The higher
the value of E, the greater is the influence of occlusion on
facial features. However, various occlusions lead directly to
differences in the output results of low-dimensional vectors;
hence, we chose the simplest convolutional neural network
to map the energy function to the interval [0,1]. This process
encourages the network to pay more attention to the features
of the occlusion and to detect the occlusion and complete the
training process of the occlusion classifier.

C. EDGE SEGMENTATION

To solve the problem of inaccurate edge pixel segmentation
caused by the artificial labels of segmented datasets, we per-
formed fine segmentation of face edge partial features based
on coarse separation. A flow chart of edge segmentation is
shown in Fig. 7. We set the background label of the rough
segmentation result as 2, the mask label as 1, and the face
label as 0. After the first block processing, the blocks with
sub-block category numbers greater than 1 are defined as the
face edge blocks according to the result of coarse segmenta-
tion. These edge blocks involve seven types of circumstances,
namely, (0,0), (1, 1), (2,2), (0, 1), (0,2), (1, 2), and (0,1,2),
which indicate blocks with faces only, blocks with masks
only, blocks with background only, blocks with faces and
masks, blocks with faces and the background, blocks with
masks and background and blocks with faces, and masks and
background, respectively.

After dividing the edge blocks into blocks, {sl1, s12,
s13, ..., sij} and i*j sub-blocks are obtained. Each sub-block,
such as Mij, is sent to the feature extraction network, which
then distinguishes between blocks and face blocks according
to the occlusion classifier. To obtain more face region infor-
mation, we find the face edge blocks of the sub-blocks again
and repeat the above operation. Algorithm 1 lists the spe-
cific steps of the edge segmentation algorithm. Considering
that different backgrounds cause random noise in occlusion
classification, we set the course segmented background part
to 1 to ensure that E(x) of the background pixel is always 0.
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FIGURE 6. Occlusion classifier structure diagram. In the PDSN part, W is the shared weight, and L, and L, are

the output low-dimensional vectors.

Through the classification of occlusion features by the clas-
sifier, we performed binarization of Mij and obtained the
following formula:

1, E@x)>R

sap=fo=1

(15)
where R represents the threshold value greater than O for
occluded and complete faces.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, we present the experimental setup and results
of an investigation conducted to evaluate the performance of
the proposed approach.

A. EXPERIMENT SETTING

1) EXPERIMENTAL PLATFORM AND DATASET

The hardware device used in the instance segmentation per-
formance comparison experiment is a Legion Y7000P work-
station, with the Windows10 operating system, an Intel Core
17-10875h processor, a CPU with a clock rate of 2.30 GHz,
16 GB of memory, and a GeForce RTX 2060 GPU. For
software, we used the PyCharm editor version 2020.1.2,
along with the Python 3.7 programming language and Ten-
sorFlow as integrated libraries. We downloaded the public
dataset of faces wearing masks from RMFD [21] and selected
200 unoccluded face images and 200 face images with masks
from the dataset. Additionally, several images from video
streams of each of several research assistants at a frame
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rate of 24 frames/s were edited as the basic dataset for this
experiment. We then used a virtual mask to enhance the data
of each open face image, and 1050 face data were obtained for
the experiment. Images from some of the datasets are shown
in Fig.8.

For multi-angled faces, we performed face correction [22]
on the faces, and we used the MTCNN [23] face detec-
tion [24] model to position two key point coordinates of the
eye and face frame information, where (x, y) and (h, w)
represent the face frame at the upper-left corner coordinates.
We then used the relationship between the left and right eyes
and the position of the center point to calculate the deflection
angle and corrected the image processing according to the
angle. We set the position coordinates of the left eye as
L(x1, y1) and the coordinates of the right eye as R(x2, y2).
Then, the geometric center of the image is:

14 q
t — -, JE——
(Zener_(x-i—z y 2)

The Euclidean distance between the left and right eyes is:

(16)

D= /(1 —x2P + (1 — 2P a7

The distance from the eye to the center point is:
DL:/(xl—x—§>2+<y1—y+g>2 (18)
DR:/(xz—x—’§’>2+<yz—y+g>2 (19)
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Then, we obtained the face and face deflection angle as:

—y4+ q D2 4 D2 _ D2
6 = arctan(yz—ylz,) — arccos(#) (20)
Xn—x—5 2DDy

Based on the facial key points, we calculated the deflection
angle and then aligned the face. Because the PDSN algorithm
requires multiple pairs of faces in masks and unmasked faces,
we amplified the dataset of unmasked faces wearing virtual
masks. The faces and masks were divided into left and right
halves, and the masks were scaled according to the deflection
angle of the left and right faces to ensure that the masks could
be worn more naturally.

After face pretreatment, owing to the irregular shape of
the face and mask regions, we used Labelme software to
label faces, masks, and background in 1050 experimental data
images at the pixel level. Then, the face and mask region
pixels in each image were divided. The pixel region of faces
was called face, and the pixel region of masks was called
mask. We represented different faces or masks in each image
using different mask values and stored them in JSON files.

B. THE EXPERIMENTAL DETAILS

1) COMPARATIVE ANALYSIS OF COARSE

SEGMENTATION ACCURACY

According to the proposed MISA algorithm, to verify the
performance of the model quantatively, our experiment evalu-
ated the experimental method from two aspects: target detec-
tion and segmentation. We used the ROC (receiver operating
characteristic) curve and AP (Average-Precision) value to
evaluate target detection performance, as shown in Fig.9.
For a dichotomous problem, instances are classified into
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positive or negative classes. However, in actual classification,
four situations are possible, including true positive (TP), false
negative (FN), false positive (FP), and true negative (TN). The
calculation formulas for the horizontal and vertical axes can
be obtained as given below:

(1) The true-positive rate is:

TP
TPR= —— 1)
TP + FN
(2) The false-positive rate is:
FP
FPR= ———— (22)
FP+ TN
(3) The true-negative rate is:
TN
TNR = ———— (23)
FP+ TN

We used two evaluation indices, mean pixel accu-
racy (mPA) and segmentation running time, to verify the ini-
tial segmentation model. We set k as the number of categories,
and the value of k in this experiment was three, including
the background, mask, and face. P;; stands for true positives
(i.e., the number of samples of class i and were predicted to
be class i), and P;; stands for false positives (i.e., the number
of samples of class i and were predicted to be class j). The
formula for the PA (pixel accuracy) evaluation index is:

k
_Zpii
PA = = (24)
Z Zpij
i=0,j=0
k
S AP;
mPA = =2 (25)
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Algorithm 1 Edge Segmentation

1: divide the coarse segmentation image into M*N small blocks, respectively denoted by P = {Py1, P12, . .

2:forpinP
3: if A(a,b) = (0,0):
Ex)=R+1;

else if A(a,b) == (1,1):

- Pun}

4.
5: update the partition block with PEO,O) = f(x) - p, according to Formula (14) after the constraint item
6:
7

E(x) =R
8: update the partition block withP(; ;) =f(x) - p
according to Formula (14) after the constraint item
9: else:

15: update the partition block with P}, = f(x) - p%, according to Formula (14) after the constraint item

10: for i in Lenth(A(0,1)):
11: while m|n == 0:
12: divide the separated A(0,1) into m*n
blocks, denoted as P respectively
13: for Pi{,)n inPi:
14: E(x) = M(P{))
Lenth(P;)
16: =i+ LPi= ) Py,
0
17: end for
18: end while
19: endl for
20: P = ZO:P;.
21: end if
22: eng for
23: P = pio’o) +p£1’1) +p/
24: return P

We also used the Dice coefficient to measure the seg-
mentation performance of the various methods. The Dice
coefficient is a measure of similarity often used to compare
two samples in the scope [0, 1]:

DiceConfficient 21X N Y] (26)
X+ 1Y]
where |X N Y| is the intersection between X and Y and |Y|
and |X| are respectively the number of elements of X and Y,
and a molecular coefficient of 2.

The target detection accuracy of Mask R-CNN affects the
segmentation direction and accuracy. In the test set of this
experiment, DeeplabV3+-, Mask R-CNN, Faster R-CNN, and
the method in this study were used to carry out the compari-
son test of target detection, as shown in Fig.9:

To adapt to the uniform size of the network and hard-
ware, the image and label were normalized to a size of
255 x 255 pixels and compared with DeeplabV3+ [25],
Mask R-CNN with ResNeSt and EloU, the original Mask
R-CNN, and RefineNet, and all backbone networks used
ResNeSt101. The datasets we constructed was used to divide
the training, testing, and verification sets with a ratio of
8:1:1. There were 840 samples in the training set (700 faces
wearing masks and 140 faces without shielding) and 105 pho-
tographs in the testing set (85 faces wearing masks and
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(1)faces with masks (2)ffaces (3)faces with virtual masks

FIGURE 8. Images from the datasets, divided into three parts including
faces with masks, faces and faces with virtual masks.

20 faces without shielding). The validation set consisted
of 105 photographs (80 faces with masks and 25 without
masks). We used the training set to train the four segmen-
tation algorithms, set the early stopping method to train the
networks, and used a learning rate of 0.0001 to iterate and
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2 | Mask R-CNN
~— Qur Method
— DeeplabV3+
—— Faster R-CNN
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FIGURE 9. ROC curve, the face and mask detection accuracy of the
improved Mask R-CNN segmentation model (yellow solid line) was close
to that of Mask R-CNN before the improvement (blue solid line), which
was more than 2% higher than that of Fast R-CNN (red solid line), and
close to 95%.

TABLE 2. Comparison of mPA values of different segmentation networks.

Comparison of mPA

values of different

. mPA(%) times(ms)
segmentation
networks
DeeplabV3+ 81.5 195
RefineNet 80.2 281
Mask R-CNN 89.9 238
Our Method 91.1 249

train the models 500 times. Only prediction boxes with a
confidence greater than 0.9 were retained after the maximum
suppression method. The validation set was used to verify
and calculate the mean pixel accuracy and average running
time of the four segmentation algorithms. A comparison of
the results is presented in Table 2 and Fig.10. Fig.10 shows
the comparison of segmentation accuracy between IoU and
Dice Coefficient [26].

2) EXPERIMENTAL ANALYSIS OF EDGE

SEGMENTATION ABLATION

To verify the effectiveness of the proposed edge segmentation
algorithm, ablation experiments were performed before and
after the edge segmentation algorithm was added, as pre-
sented in Table 3 and Fig.11. Specifically, for the first two
lines in Table 3, after incorporating the basic network of
distributed attention mechanisms, the average segmentation
accuracy improved by 1.02%, which benefited from the
basic network through a distributed attention mechanism for
mining local characteristics and the correlation of the local
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Deeplab V3+ Mask R-CNN Our Method

Dice:0.8106

RefineNet

Dice:0.8193 Dice:0.9003 Dice:0.9112

FIGURE 10. Comparison of loU and dice of different segmentation
networks.

TABLE 3. Edge segmentation ablation experiment.

PA
Networks
background mask face
Mask R-
94.39 90.02 86.65
CNN+ResNet
Mask R-CNN
94.88 91.06 88.27
+ResNeSt
Mask R-CNN +
ResNeSt +edge 95.42 94.51 89.39
segmentation

Improved experimental results

face [
mask
background - [
82 84 8 88 90 92 94 96 98

PA

1 Mask R-CNN + ResNeSt +edge segmentation
M Mask R-CNN +ResNeSt

M Mask R-CNN+ResNet

FIGURE 11. Improved experimental results.

characteristics of different scale channels, to strengthen the
characteristics of the different channel powers of expression.
After the edge segmentation algorithm was added, finer seg-
mentation was achieved through the re-classification and re-
segmentation of edge pixels, and the segmentation accuracy
was improved by 2.69% compared to the original instance
segmentation.

C. RESULTS ANALYSIS

1) COMPARISION AND ANALYSIS OF DETECTION AND
SEGMENTATION ACCURACY

As shown in Fig.9, the face and mask detection accu-
racy of the improved Mask R-CNN segmentation model
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(1) the original

images

(2) Deeplab V3+

(3) Our Method

FIGURE 12. The segmentation result of partial images. The figures
showed that the average segmentation accuracy of the face part was
more than 98.6%, and the average segmentation accuracy of the mask
part was more than 98.8%.

(yellow solid line) was close to that of Mask R-CNN before
the improvement (blue solid line), which was more than
2% higher than that of Fast R-CNN (red solid line), and
close to 95%, which benefits from the deep feature extrac-
tion of the target detection branch and the rapid conver-
gence of EloU. As shown in Fig.10, the running time of
the DeeplabV3+ [27] model was the shortest owing to its
relatively simple structure, whereas the method in this study
is similar to Mask R-CNN in that its running time does
not increase significantly because of the complexity of the
network structure, which meets the requirements of real-time
operation. In addition, the improved Mask R-CNN exhibited
a slightly higher time but achieved a higher accuracy and
obtained richer face information through segmentation after
precise target positioning. This performance mainly benefited
from the fact that the feature extraction network integrates
the details of faces and masks of different feature layers after
integrating the grouping attention mechanism, thus enriching
the feature expression.

2) INSTANCE SEGMENTATION EFFECT COMPARISION

Fig.12 shows the segmentation performance of the proposed
method and different network models for face profiles, mul-
tiple targets, and different types of masks. In DeeplabV3+,
the red areas show the result of dividing images into masks,
whereas the green areas show the result of dividing images
into faces. In the MISA algorithm, to distinguish the face
and mask regions of different targets more clearly, we used
different fill colors, and the target boxes were marked with
their degree of confidence. As shown in Fig.12, the size
of the prediction box is closer to the inner rectangle of
the real segmentation result after the addition of EloU, and
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the box exhibited a higher target detection accuracy. The
segmentation effect of the edge details of the MISA mask
segmentation algorithm was optimized with the addition of
the edge segmentation algorithm.

V. CONCLUSION AND FUTURE WORK

In this paper, we have proposed a multi-step iterative segmen-
tation algorithm in which the traditional backbone network
of Mask R-CNN is replaced with ResNeSt to enhance the
feature extraction capability of the basic network. We also
used the improved EloU as the loss function to enable the
prediction box to regress to the target region more accu-
rately and quickly. In addition, we adopted an occlusion
classifier trained by R-PDSN to subdivide the occlusion edge
blocks of the coarse segmentation results and optimized the
edge information continuously for accurate segmentation,
which improves the generalization ability of segmentation
and the accuracy of face mask segmentation. The experimen-
tal results have shown that the proposed approach can achieve
better results than other deep learning methods in terms of
both generalization and accuracy.

In future work, we will consider extending the method
not only to mask shielding but also to the broad category of
random shielding. Further, we will consider segmented face
features as the main feature source of face recognition models
to avoid the problem of insufficient face information caused
by various shielding types. We also consider the segmentation
accuracy in other complex environments, such as the impact
of the tilt of the camera on segmentation. Considering that
mask detection is a real-time detection, our proposed method
should also make more tests on real-time segmentation. At the
same time, we considered the limitations of the dataset, so we
considered expanding our dataset and testing it on some other
common datasets. In the paper, we compared with some
segmentation algorithms such as Deeplab V34 and Faster
RCNN, and in the future, we will consider comparing with
other excellent algorithms such as SOLO and YOLACT.
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Learning rate: 0.0001
Training times: 500
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